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Abstract— Negative bias temperature instability (NBTI) is
a critical device reliability concern in nanometer-scale
CMOS processes. We review the degradation effects of
this phenomenon and present techniques to measure and
combat NBTI aging. Such techniques involve the insertion
of specialized aging sensors and their use in self-correcting
dynamic reliability management systems. We propose a novel
approach to optimize the allocation of such aging sensors
to minimize overhead.
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1. Introduction
Engineers working on the design of modern integrated

circuits (ICs) fabricated in nanometer-scale technologies are
in the unenviable position of having to face a plethora of
issues that were benign in the past. Mounting parametric
variability, radiation-induced soft errors and time-dependent
device degradation make transistors increasingly unreliable
components. A generation of engineers is realizing that
hardware failures from these unreliable components are a
distinctly realistic possibility.

Phenomena such as negative bias temperature instability,
hot carrier injection, dielectric breakdown and electromigra-
tion limit circuit lifetimes. These degradation mechanisms
are only increased with future technology scaling, further
exacerbating an already diminished reliability. As Moore’s
Law packs more transistors on each chip, it is essential to
design robust systems that can cope with these and other
unexpected challenges.

Negative Bias Temperature Instability (NBTI) is a pro-
gressive aging phenomenon that results in reduced circuit
performance. It occurs in p-channel MOS (pMOS) transis-
tors that are stressed by negative gate voltages and elevated
temperatures. NBTI has been recognized as a leading para-
metric failure mechanism in modern nanometer-scale ICs
[1], [2].

Traditionally all parametric variations and aging effects
have been tested via a go/no-go stress qualification method-
ology. ICs are designed to withstand a sustained combination
of worst-case voltages, temperatures and parametric varia-
tion. Aging effects have been similarly factored in via their
worst-case contribution to reliability degradation. As vari-
ability and degradation mechanisms worsen on modern fabri-
cation processes, these worst-case guardbands are becoming

increasingly pessimistic and resulting in lost performance
and energy-efficiency.

An alternate approach is dynamic reliability management
which uses specialized on-chip measurement circuitry to
track variation and aging. Inputs from aging sensors and
a history of past conditions predict future degradation and
help optimize circuit tuning parameters such as voltage and
frequency to prolong lifetimes. By minimizing pessimistic
guardbands, such ICs offer optimal performances-per-joule
of energy spent.

We first review the mechanisms behind and effects of
NBTI degradation. We introduce sensors that track aging
effects and their role in reliability management systems. In
particular we explore a strategy that results in an economical
allocation of aging sensors. An optimal allocation of aging
sensors results in lower overhead and, hopefully, will hasten
adoption of circuit failure prediction sensing in ICs.

2. Review of NBTI: Device-level and
Circuit-level Effects

The phenomenon of NBTI occurs in p-channel MOS-
FET devices (pMOS) which are stressed with negative gate
voltages at elevated temperatures. Although either negative
voltages or elevated temperatures can cause NBTI, the
effect is most strongly manifested when these conditions
occur together. At a transistor level NBTI exhibits itself as
decreases in absolute drain current IDSat, transconductance
gm and absolute “off" current Ioff , and increases in threshold
voltage |VT | (VT becomes more negative). At a digital circuit
level, the increased pMOS threshold voltages and degraded
drive current capabilities result in reduced performances and
timing shifts. These timing shifts can eventually lead to delay
faults and device failures.

Typical stress conditions are temperatures of 100−250◦C
and oxide electric fields of a few MV/cm. Elevated tem-
peratures and high electric fields have become common
in modern IC operation, especially when processing heavy
workloads.

Various mechanisms have been described to explain the
physics of NBTI. One theory that is commonly suggested
is the breaking of Si-H bonds at the silicon/oxide interface
resulting in the generation of dangling Si bonds. These
dangling bonds act as electrically active interface traps.
Under NBTI stresses, these traps are usually positively
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charged and result in threshold voltage increases. Details
of such mechanisms can be found in [3].

Knowledge of NBTI dates as far back as the 1960s
and 1970s [4], [5]. These early experiments established the
buildup of positive charges at the interface Qit due to NBTI,
sensitivity of these charges to temperature as well as a power
law dependence on aging times (t0.25).

Commonly used surface channel MOSFET devices with
SiO2-based gate dielectric exhibit the NBTI effect. With
each technology generation, more and more high-performing
devices are being packed onto single dies. Such high densi-
ties and rapid switching have increased on-die temperatures
(T ≈ 100◦C), especially at peak activity. The non-linear
reduction of operating voltages with the technology scaling
has resulted in high gate oxide electric fields. The shift to
nitrided oxides on advanced CMOS devices aggravated the
NBTI effects. Moreover the interface trap density introduced
by NBTI has a 1/tox dependence on the oxide thickness tox,
making the effect more pronounced on modern, ultra-thin
gate oxide CMOS devices.

More recent MOS processes at the 45n and below tech-
nology nodes introduced high-k dielectrics and metal gates
to combat high levels of leakage from ultra-thin SiON
dielectrics. Such devices also exhibit bias temperature in-
stability [2].

2.1 Interface States and Device-level Charac-
teristics of NBTI Damage

The threshold voltage of a p-channel MOSFET device is
given by [6]:

VT = VFB − 2ψBn −
|Qs|
Cox

(1)

The second term is the surface potential at strong in-
version ψs ≈ −2ψBn = −2 ln(ND/ni). |Qs| =√

2εsqND(2|ψBn|) represents total space charge density.
VFB is the flatband voltage and is given by:

VFB = φms −
Qf

Cox
− Qit

Cox
(2)

Here φms is the work function difference between the metal
and semiconductor. Qf and Qit are densities of fixed charge
and interface traps respectively. ND is substrate doping
density. Cox is the oxide capacitance per unit area. The other
symbols have the usual meanings.

An interface trapped charge, also called an interface
trap, is a dangling bond at the SiO2/Si interface. These
interface traps are electrically active defects that can act
as generation/recombination sites. Since electrons and holes
occupy the trap states, they contribute to threshold voltage
shifts:

∆VT = −∆Qit/Cox (3)

Interface traps have energy states that are distributed
throughout the forbidden gap, acting as acceptors in the up-
per half and donors in the lower half. In pMOS devices under

inversion, NBTI stress leads to an activation of positively
charged interface traps. This results in the threshold voltage
becoming more negative (increase in |VT |).

NBTI causes degradation in device characteristics and
reduced performance. The MOSFET saturation drain current
and transconductance are:

IDSat = (W/2L)µeffCox(VG − VT )2 (4)
gm = (W/L)µeffCox(VG − VT ) (5)

The threshold voltage changes described above result in
reduced gate overdrive (VG−VT ) and hence degraded drive
currents and device transconductances.

2.2 Circuit-level Characteristics of NBTI Dam-
age

Studies have shown that pMOS threshold voltages can
shift by 50mV over a period of ten years. The associated
drive current reduction and lower device performance trans-
lates to over 20% degradation in circuit speed [3], [7].

Negative gate bias stresses correspond to the “output high”
state of the CMOS inverter operation. With speedy transition
times on high performance circuits, large portions of time
can be spent in the NBTI stress state. Such stresses may
be coupled with high temperatures depending on device
workloads and position on the die. High activity regions of
the IC often reach elevated temperatures.

NBTI has been shown to be a dynamic phenomenon
[1]. A large fraction of the interface traps activated under
the NBTI stressing are annealed when the CMOS inverter
switches to a “low” output state. This recovery phase may
be explained by the diffusion of hydrogen back into the
Si/SiO2 interface thus passivating interface traps. Figure
1 illustrates threshold voltage degradation during negative
bias stress and subsequent recovery under positive bias. The
temperature sensitivity and the dynamic nature of NBTI
degradation make the phenomenon strongly dependent on
the actual computational workloads of the IC.

Stress Recovery

time

D VT

Fig. 1: pMOS NBTI vs. time illustrating both degradation
and recovery when stress is removed. Note that magnitude
of threshold voltage is used here.
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The reduced drive characteristics and circuit speed result
in delay shifts of timing paths that contain NBTI damaged
gates. These delay shifts may or may not immediately
manifest themselves as delay faults. For example, a timing
path may possess more timing margin (slack before the
onset of degradation) than the delay degradation caused by
NBTI. These delay shifts can be used as indicators of NBTI,
and sensors based on this principle are explored in sections
ahead.

3. Combating Aging
An ideal solution to limit aging and the associated para-

metric degradation is to improve device fabrication process.
Improved passivation of interface trap states reduces the
NBTI effect. As process scaling is approaching physical and
manufacturing limits, radical process improvements are non-
trivial. A design engineer must recognize that aging is a
realistic concern that must be dealt with proactively. Such
design techniques are explored in this section.

3.1 Guardbands
This involves estimating the cumulative worst-case degra-

dation that may occur over the lifetime of a device due to
a combination of temperature, voltage, computing workload
and other stresses. The clock frequency is reduced to ac-
commodate for this worst-case degradation.

3.2 Dynamic Reliability Management
The technique of guardbands is based upon continuous

stressing of a sample under pessimistic operating conditions
and evaluating whether it passes or fails. In reality widely
varying operation conditions and dynamic power saving
methods mean most parts are not stressed to these worst-
case levels. Thus by using pessimistic guardbands, we lose
out on a substantial performance margin between worst-case
conditions and typical conditions. This loss is illustrated in
Figure 2.

An alternate approach to worst-case stress qualification is
a knowledge-based risk assessment and mitigation technique.
A framework for application-specific knowledge-based test
is defined by the JEDEC JESD-94 standard [8]. This requires
a detailed knowledge of individual failure mechanisms and
their models. Tests are developed to capture these failure
modes under a range of operation conditions and reliability
targets specific to the device’s end use and application.
Implementations of this knowledge-based approach are often
termed as dynamic reliability management [9], [10].

The dynamic reliability management system we envis-
age uses real-time on-die measurements including voltage,
thermal information, computing workloads and inputs from
specialized on-die aging sensors. Characterization and anal-
ysis of failure mechanisms provides models that can use
these inputs and past operating history to predict future
degradation.

These predictions allow the adjustment of circuit control
parameters as a self-correcting measure to guarantee the
device is under a reasonable reliability envelope.

3.3 Self-Correction
Dynamic Voltage Frequency Scaling (DVFS) is the scaling

of clock frequency and/or supply voltage dynamically and
has been used to trade-off between a device’s time-dependent
performance and its energy consumption. At peak demand,
both voltage and frequency can be scaled up to guarantee
maximum performance. On the other hand these can be
reduced at periods of low activity, thus ensuring low average
power consumption. Since voltage scaling helps offset delay
degradation on aged timing paths, this can be used to correct
for NBTI degradation [11], [12].

It must be noted that higher supply voltages (VDD) tend to
increase the rate of NBTI degradation. Thus it is important
to carefully choose supply voltages that do not unnecessarily
accelerate aging effects if such voltage increases are not
immediately required. Moreover higher voltages also cause
increased power consumption and the associated rise in
operating temperature that further exacerbates NBTI aging.

Since bias temperature instability causes increases in
threshold voltage, this results in reduced subthreshold cur-
rents and a corresponding reduction in total circuit leakage
power (Isub ∝ e

−VT
mkT ). This presents us an opportunity of

trading off this power saving for recovered performance by
forward body biasing (FBB) the devices [13], [14].

A combination of the adaptive voltage scaling and adap-
tive body bias techniques can be used to correct for aging
wearout. This correction scheme is embedded as part of a
more general circuit tuning framework which dynamically
matches operating voltage, frequency and body bias to
application-based performance needs, power saving goals,
and to combat variations in process and temperature.

4. Aging Sensors
Real-time chip- and system-level sensors measure and

track the actual aging process and allow the implementation
of reliability enhancement processes that can compensate for
aging effects. The insertion of such sensors as part of a larger
self-correcting dynamic reliability management system is
one way to avoid overly pessimistic design margins.

Most modern high performance ICs already include on-
chip measurement circuits such as process monitors (for
example, ring oscillators) and temperature sensors. It is
probably unwise to rely solely on the inputs from such
conventional monitor cells [15]. Due to the time and location
variability of stresses from dynamic workloads, the stresses
faced by a conventional monitor might be very different from
the stresses faced by various functional modules of the chip.

NBTI degradation manifests itself in a number of vis-
ible ways. Any of these signatures can be measured by
specialized aging sensors and used to detect NBTI-based
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Fig. 2: Reliability degradation over time

circuit aging. Most commonly degradation in circuit speed
is measured to detect NBTI. Data collected from these aging
sensors is supplanted with data from conventional measure-
ment circuits (thermal and voltage monitors) and data logs
(operating history, sleep states and past measurements from
on-die sensors). This information can be used to predict
future reliability failures.

Some techniques for designing NBTI sensors include ana-
log measurements. Measurement of quiescent power supply
current (IDDQ test) [16] or measurement of the control
voltage for locking a delay-locked-loop [17] are examples
of such techniques. Several other groups have suggested the
use of ring oscillators to track NBTI aging [18], [19], [20].
In practice the use of analog measurements is unwieldy for
measurement of in-field aging. Moreover, it is uncertain that
the wearout of ring oscillator elements occurs at the same
rate as data-dependent aging on paths in functional modules.

Agarwal et al. developed an NBTI measurement technique
that embeds delay shift measuring circuitry within existing
design flip-flops [15]. Their essential idea is to compare a
delayed sample of the signal at the input of a flip-flop with
the original sample. Figure 3 illustrates this idea.

Fig. 3: Measurement circuitry that compares original and
delayed samples indicating guardband violation. Adapted
from [15].

They define a guardband interval as a small worst-case
timing guardband that ensures circuit functionality over a
short period of time, for example fifteen days. The design is
closed with this safety margin and thus is ensured to work
over the period of the guardband interval. Data at the output
of logic cones is double sampled. A regular flip-flop takes
one sample of the data and another flip-flop samples the data
after a specified delay. This timing shift is implemented by a
delay element with a delay equal to the guardband interval.
These sampled signals are now compared via an exclusive-
OR (XOR) gate. If the compared signals differ, this results
in a logic-high signal at the output of the XOR gate. This
indicates at least one timing path in the combinational logic
cloud has sufficiently degraded due to aging thus entering
the guardband and further timing degradation might cause
a delay fault. If this has happened the IC enters a self-
correction phase where guardbands and system parameters
are adjusted to ensure future reliability [21]. Related research
uses the general principle but has different circuitry of the
sensor [15]. By sampling critical functional timing paths,
these sensors measure in-situ aging due to real computing
workloads of the device. We will consider this technique as
the sensor of choice for future sections.

5. Allocation of Aging Sensors
In this section we explore a methodology to place NBTI

aging sensors. A frugal insertion strategy minimizes over-
head of these sensors. The insertion of aging sensors comes
at the cost of area and power. For example, the sensors
described earlier double sample logic outputs. The additional
flip-flops add an area overhead as well as consume power
when they sample data. Moreover signals from the aging
sensors need to be routed to a dynamic reliability manage-
ment unit for analysis which causes wiring overhead.

Since dynamic NBTI exhibits both stress and recovery
(passivation) phases during circuit operation, the degradation
due to NBTI is sensitive to the input patterns applied. In
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addition to voltage and temperature information, estimates
of delay shifts should consider node switching activities from
realistic computational workloads. NBTI degradation models
that include activity factors indicating the fraction of time
spent in stress states are presented in [22], [23]. Circuit
topologies and realtime workloads cause duty cycles that
vary both spatially and temporally and between gates within
a logic cone.

Furthermore, dynamic on-die temperature readings are
very workload dependent and temperature hotspots for one
application might differ significantly from the temperature
hotspots for another application. It is thus important to
develop and use a well-representative mix of benchmark
applications that will model realistic in-field computing
workloads and temperature stresses generated therein. In
addition to data-dependence, thermal profiles depend on the
power-saving options in use on the device. Measures such as
power gating, clock gating and other sleep states can cause
large variations in temperature maps.

5.1 Optimal Placement of NBTI Aging Sensors
A naïve strategy for insertion is to place them at all flip-

flops where setup timing slack is less than our guardband
interval [24]. This aging estimate is based on static NBTI and
is hence unnecessarily pessimistic. Agarwal et al. improve
upon this strategy by performing timing analysis assuming
a worst-case activity factor of 0.95 (fraction of time spent
in pMOS stress state). In our opinion the overhead obtained
with this empirical activity ratio is still too high for practical
use on ICs. For example their analysis requires embedding
aging sensors on a particularly large number of flip-flops.
On two designs they report 16% and 52% of flip-flops that
need embedding of aging sensors [24]. Another important
consideration that is not considered explicitly in their work
is the impact of thermal stress.

We propose an alternate strategy that minimizes the over-
head of on-chip aging sensors by including the realistic
considerations of activity ratios and temperature profiles.
Timing analysis is performed on post-layout netlists as a part
of design closure to ensure correctness of device operation
under specified performance targets. This analysis is often
performed using a static timing analysis (STA) tool such
as Synopsys PrimeTime. Our strategy to decide optimal
locations for aging sensors is only a simple modification
to an existing STA flow.

This strategy is outlined in Figure 4. Multiple vector
based simulations are performed on the circuit netlist for a
mix of representative real-world workloads. Such analysis is
often performed on post-layout netlists to obtain dynamic
power and dynamic voltage drop estimates. This simula-
tion yields application-specific node activity information as
well as temperature maps. Temperature maps could also
be obtained by a separate analysis or based on previous
silicon measurements. These activity and temperature maps

are overlaid on the static timing analysis (STA) environment.
An aging aware cell library embeds cell-level aging infor-
mation specific to activity ratios at gate inputs and operating
temperature. Timing slacks obtained from such application-
specific timing analyses allows insertion of aging sensors
optimally. Flip-flops with timing slack less than a specified
guardband interval are most sensitive to NBTI aging and its
associated slowdown. These are now replaced by flip-flops
with aging sensors embedded within them.

Our STA flows can be sped up by eliminating non-critical
end-points from our analysis. Timing paths with enough
slack to tolerate pessimistic degradation can be skipped from
the detailed temperature-sensitive and vector-based timing
analysis. For example, end-points with more setup slacks
than would be lost under worst-case static NBTI degradation
at elevated temperatures are eliminated from our analysis.

Once critical end-points are identified by timing analysis,
we insert aging sensors at these locations and perform incre-
mental place-and-route to obtain final layouts. By inserting
sensors on paths that are most sensitive to aging, we are able
to minimize the overhead of aging sensors.

6. Conclusion
NBTI is a phenomenon that contributes significantly to re-

duced reliability of pMOS transistors and ICs that use these
transistors as building blocks. Although we are not yet facing
an insurmountable barrier due to such issues, additional com-
plexity has been introduced on already burdened engineers.
Design engineers can use measurements of in-field aging by
the use of specialized on-die measurement circuits. These
measurements are used to predict future circuit failures and
also used in a dynamic reliability management framework
to tune circuit control parameters such as voltage and body
bias. We reviewed aging sensors that track NBTI degradation
and explored a strategy based on application-specific data for
the economical allocation of such sensors.
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Abstract – The Fast Fourier Transform (FFT) is a critical part in 

communication systems, because it can greatly reduce the 

computation requirement for signal processing. This paper presents 

the design of a FFT processor using NULL Convention Logic (NCL), 

which has been shown to have power consumption advantages over 

its synchronous counterpart. Performance metrics for the NCL FFT 

processor are obtained from Cadence simulation, and compared to 

an equivalent synchronous implementation. 

1. INTRODUCTION 

Hardware implementations of FFT are divided into two 
categories, fixed-point and floating-point. Although floating-
point numbers inherently have large dynamic range, hardware 
implementation is larger, slower, and more power consuming 
than the fixed-point counterpart. This is because arithmetic 
operations for both mantissa and exponent need to be handled 
in the hardware [1]. Therefore, in order to design a low-power 
and high-speed processor, a synchronous FFT processor is 
usually designed using Q15 Fixed-point format [1, 2]. 

2. PREVIOUS WORK 

1) Synchornous FFT Architecture: 

The synchronous FFT processor in Figure 1 utilizes a 
single stage architecture. 32 butterfly units are used, one for 
each two points [4, 5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Synchronous FFT architecture 

 

The feedback from each stage is hardcoded on MUX 
inputs. The select signal on the MUX is controlled by a 
counter, which counts the computation stages. A 64-point FFT 
requires 6 butterfly computation stages, so computing one set 
of input data will take 6 clock cycles. As shown in Figure 1, 
the 64-bit Data_in first goes through the Bit_reverse unit to get 
bit-reverse ordered Data_Rev. Then, for the first stage, each 
butterfly unit gets two points and calculates the corresponding 
intermediate results, called Processed_Data. These 
intermediate data are then fed back to the multiplexers for 
computations in the next stage. The MUXs take in 
Processed_Data from the previous stage as input for 
computation on the current stage. This kind of data flow 
continues until the final computation stage. After calculations 
in the final stage, a final re-order unit is used to output data in 
the correct order. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Hardcoded MUX inputs of 8-bit FFT  

The calculation of MUX index is presented as follows [3]: 
in the flow graph of FFT, butterflies cross over each other in 
an ascending manner in each stage.  The index_para for both 
inputs and outputs of butterfly0 are 0 and 1, 2 and 3 for 
butterfly1, and so on. For each node on both the right side and 
the left side of the butterfly groups in each stage, index_cross 
is used. Index_cross is the natural order we count from the 
first node all the way to the last node, from 1 to 64. Using 
excel, we can get corresponding relations to transfer 
index_cross to index_para on each stage and vice versa. The 
function to transfer index_cross to index_para on stage i is 
called CtoPi and the function to transfer index_para to 
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index_cross on stage i is called PtoCi. In order to re-arrange 
the output of butterflies at stage i, the following equation is 
used: 

                         CtoPi(PtoCi-1(index_para))  

Using the equations presented, the hardcoded MUX inputs of 
an 8-bit FFT are shown in Figure 2. 

2) Butterfly Unit 

The butterfly unit in Figure 3 computes the following 
equations [4, 5].: 

           Xm[p] = Xm-1[p] + WN
r 
Xm-1[q]  

           Xm[q] = Xm-1[p] - WN
r 
Xm-1[q] 

The twiddle factor multiplier, TwiddleX, as shown in Figure 4, 
calculates the complex multiplication of WN

r 
Xm-1[q] inside the 

butterfly unit.   

 

 

 

 

 

 

 

Figure 3.  Butterfly unit 

TwiddleX gets the value of WN_real and WN_img from a 
ROM, and calculates the following equation for complex 
multiplication: 

( Xr+ j*Xi )*( WN_real + j* WN_img) = ( Xr* WN_real - Xi* 

WN_img) + j*(Xi* WN_real + Xr* WN_img) 

where Xr and Xi are the real and imaginary part of Xm-1[q] 

 

 

 

 

 

Figure 4.  Twiddle factor multiplier 

Each butterfly performs only 6 calculations for the entire 
process, so we only need to store the 6 specific WN values in 
each ROM. Each addition and subtraction in the twiddle factor 
multiplier and the butterfly unit may cause overflow, so all 
overflow detection signals for these operations are combined 
together to get the final overflow signal at the output of the 
butterfly unit. 

A 3-bit up-counter is used to control the FFT data path. 
This counter is reset to 0, and counts up whenever Enable is 1. 

The corresponding algorithmic state machine diagram is 
shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  State machine diagram 

Upon initialization, Xrqst is asserted to request new data, 
and counter is reset to 0. If Xdat is 1 the registers will load in 
the new data; otherwise they wait until Xdat is 1. In S1, FFT 
loads and calculates intermediate data until the count  
reaches 5. S2 is an idle state that is used to wait for Yrqst to be 
asserted before asserting Ydat to signify that the output is 
valid. 

3) Introduction to NCL 

Generally, asynchronous circuits fall into one of two 
categories: bounded-delay model or delay-insensitive model. 
NCL circuits belong to the delay-insensitive model, which 
means they can operate correctly with little timing analysis [6, 
7, 8]. Symbolic completeness of expression is utilized in NCL 
to realize delay-insensitivity. Specifically, dual-rail and quad-
rail logic are used in NCL design. Symbolically complete 
means that the outputs are only determined by the presence of 
the input signals, regardless of the timing relationship between 
the input signals [8].  

In NCL, both dual-rail and quad-rail signals use space 
optimal 1-hot encoding and represent 1 bit by two wires [6, 7]. 
A dual-rail signal D consists of two wires: D

0
 and D

1
, whose 

values are from the set {DATA0, DATA1, NULL}. DATA0 
corresponds to logic 0 in Boolean logic, with D

0
=1 and D

1
=0, 

while DATA1 is equivalent to logic 1 in Boolean logic, with 
D

0
=0 and D

1
=1. NULL means the dual-rail signal is not 

available, so D
0
 =0 and D

1
=0.  Just as logic 0 and logic 1 are 

mutually exclusive in Boolean logic, DATA0 and DATA1 are 
also mutually exclusive; therefore, D

0
 and D

1
 cannot be 1 

simultaneously, which is defined as an illegal state. Similarly, 
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a quad-rail signal uses 4 wires, D
0
, D

1
, D

2
, and D

3
, which can 

have a value of {DATA0, DATA1, DATA2, DATA3, 
NULL}. A quad-rail signal corresponds to two Boolean logic 
signals, X and Y. DATA0 is represented with D

0
=1, D

1
=0, 

D
2
=0, and D

3
=0, which corresponds to X=0 and Y=0. DATA1 

is represented with D
1
=1 and the rest of the rails 0, which 

corresponds to X=0 and Y=1. DATA2 is expressed as D
2
=1 

and the rest of the rails are 0, which corresponds to X=1 and 
Y=0. DATA3 is expressed as D

3
=1 and the rest of the rails are 

0, which corresponds to X=1 and Y=1. NULL means the data 
is not available, so all four rails are 0. The four wires of a 
quad-rail signal are mutually exclusive, which means only one 
of them can be asserted at a time. If more than one rail is 
asserted, this state is defined as an illegal state [6, 9, 12, 13].  

NCL logic is composed of 27 fundamental gates. Each rail 
in NCL logic, both dual-rail and quad-rail, counts as a separate 
variable. Each of the fundamental gates can have four or fewer 
variables as inputs. NCL gates are a subclass of the C-element. 
A C-element output assumes the value of the inputs when all 
inputs have the same value. Otherwise, the output remains its 
previous value [6]. The primary type of NCL gate is the THmn 

gate, where 1  m  n, as shown in Figure 6 [6, 10, 11].   

 

 

 

 

Figure 6. THmn NCL Gate [6, 10, 11] 

The THmn gate has n inputs and threshold of m. The output 
of the gate will only be asserted when at least m of the n inputs 
are asserted.  The inputs are connected to the arc on the left-
hand side. The output is connected from the tip on the right-
hand side [6]. 

3. NCL FFT PROCESSOR 

1) NCL Components  

The NCL overflow detector is designed as shown in  
Figure 7. 

 

 

 

         

 

 

 

Figure 7.  NCL overflow detector  

a) NCL Array Multiplier 

By using the Baugh and Wooley method [14], a 16-bit by 
16-bit NCL array multiplier is designed, as shown in Figure 8. 
A partial product is generated by ANDing two bits of the input 

signal. Then some of the partial products are inverted 
according to the Baugh-Wooley scheme. In the array 
multiplier structure, adders only use wires to communicate to 
adjacent adders, thus making its layout area efficient.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. NCL 2-D array multiplier [14] 

b) NCL Counter 

The NCL counter is comprised of increment circuitry and 
feedback registers. In order to prevent deadlock, at least three 
registers are needed in a feedback loop. The internal data flow 
is controlled by request signal Ki and acknowledge signal Ko. 
Completion detection circuits are used to detect complete 
DATA and NULL wavefronts [7]. The up counter with three 
feedback registers is shown in Figure 9. 

 

 

 

 

 

 

 

 

Figure 9. NCL counter [7] 

Reg0 is reset to DATA0 and Reg1 and Reg2 are reset to 
NULL, to allow the DATA-NULL wavefront flow. This 
counter is initially reset to DATA0; then it counts from 0 to 5 
and is rolled over. The reset signal is a standard logic signal. 
As a result, there is no NCL input signal for the counter. Thus, 
no Ko signal is needed. The counter increment circuitry is 
shown in Figure 10. 
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Figure 10. Counter increment circuitry  

c) NCL 6 to 1 Multiplexer 

In the FFT architecture, the inputs are only DATA at the 
beginning of the whole operation. The intermediate results 
then loop inside the FFT to compute the results. Therefore, the 
NCL multiplexer is designed to be input-incomplete with 
respect to the inputs, and only input-complete with respect to 
the select signal. Output F is DATA when select signal S is 
DATA and the selected input is DATA, and is NULL when S 
is NULL and the previously selected input is NULL. Internal 
control signals S_0 through S_5 are generated using TH33 
gates, as shown in Figure 11.  

 

 

 

 

 

 

 

 

 

 

 

Figure 11. NCL 6 to 1 MUX 

d) NCL Twiddle Factor Storage 

Because the NCL circuit does not have an existing ROM, 
the twiddle factor values are stored using a multiplexer.  The 
stored twiddle factor is in binary format. So, the MUX_ROM 
is very similar to the NCL 6 to 1 MUX, except that the twiddle 
factor value is directly used as D

1
 and its inverse is used as D

0
, 

as shown in Figure 12. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. NCL multiplexer used as ROM 

e) Sequence Generator  

A sequence generator produces a specific stream of 
standard logic output using TH33 gates [9]. The sequence 
generator consists of a single-rail ring structure [15, 16].   

For the NCL FFT, two sequence generators are needed that 
produce the following stream of bits, in order to only output 
the final FFT value by masking the output register’s Ko during 
the internal iterations:  

Table I.  Sequence stream of Y_0 and Y_1 

 

By observing the waveforms of internal nodes, Y_0 is 
obtained by combining D0, D2, D4, D6, D8, D10, and R11, as 
shown in Figure 13. 

 

 

 

 

Figure 13. Sequence generator for Y_0 

 

 

 

 Initial 1 2 3 4 5 6 7 8 9 10 11 12 

Reset 1 0 0 0 0 0 0 0 0 0 0 0 0 

Ki X 1 0 1 0 1 0 1 0 1 0 1 0 

Y_0 1 1 0 1 0 1 0 1 0 1 0 1 1 

Y_1 0 0 0 0 0 0 0 0 0 0 0 1 0 
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Y_1 is just D0, as shown in Figure 14. 

 

 

 

 

Figure 14. Sequence generator for Y_1 

f) NCL Twiddle Factor Multiplier  

The design for NCL twiddle factor multiplier is shown in 
Figure 15.  The NCL overflow component is designed for 
addition. So, the sign bit of XiWi(31) resulting from the 
subtraction needs to be inverted before it enters the overflow 
component.  The overflow signal from addition and 
subtraction are combined using TH12 gate. 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 15.  NCL Twiddle Factor Multiplier  

g)  NCL Butterfly Unit  

The design for the NCL butterfly unit is shown in  
Figure 16. The NCL overflow signals are combined using a 
TH14 and TH12 gate to get the final overflow signal. 

 

 

 

 

 

 

 

 

Figure 16. NCL Butterfly Unit 

2) NCL FFT Top-level Architecture 

The NCL FFT utilizes a similar architecture as the 
synchronous one. In total, 32 butterfly units are used; one for 
each two points. For simplicity, only one butterfly unit is 
shown in Figure 17. It takes 6 DATA/NULL cycles to 
compute all 64 points. In each DATA/NULL cycle, the 
intermediate data is fed back to the multiplexer. The select 
signal of the multiplexer is controlled by a counter. Once the 
computation finishes, the final results are re-ordered before 
being output. 

In NCL FFT logic, the Xrqst, Xdat, Yrqst, and Ydat signals are 
no longer needed since NCL circuits use Ki and Ko as request 
and acknowledge signals. The internal register of the 
synchronous FFT is replaced with 3-register NCL feedback to 
prevent deadlock. The NCL FFT architecture is shown in 
Figure 17. 

Upon reset, all NCL registers are initialized to NULL.  
When Data_in is ready, counter_0 outputs 0 to select bit-
reversed new data to load into Reg_0. In the following  
5 iterations, the intermediate results are fed back to Reg_0 
through the multiplexer. In the 6

th
 iteration, the final results are 

computed and loaded into Select_Reg, and new data is loaded 
into Reg_0 at the same time. The Final_reorder unit rearranges 
the sequence of results and outputs the final result. New data is 
loaded into NCL FFT every 6 iterations. Select_Reg is 
connected to the external Ki signal and is reset to NULL at the 
beginning of each new FFT computation. During these 
iterations, Ko_S from Select_Reg is always requesting DATA. 
In order to let the internal data feedback through, the request 
signal from Select_Reg needs to be masked for the first  
5 iterations. An AND gate and Sequencer_0 are used to realize 
this function. Request signal Ksel from select register is 
masked by an AND gate. As described in Section III.A, Y_0 
from sequencer_0 is asserted during cycles 1, 3, 5, 7, and 9. 
This stream of signal from Y_0 mimics the requesting 
behavior of DATA/NULL wavefront from request register for 
the first 5 iterations. In the last iteration, Y_1 is asserted to 
allow the final result to load into Select_Reg. The request 
signal for Sequencer_0 is connected to the completion 
detection signal Ki1 from Reg_2. In addition, the select signal 
in Select_Reg needs to be asserted to load data.  Sequencer_1 
is used to produce this signal.  

Y_1 from Sequence_1 stays at 0 during the first 5 
iterations and is asserted at cycle 11, which is the data cycle 
for the 6

th
 iteration. The request signal for Sequencer_1 is 

connected to the mask signal.  As seen in Figure 17, data 
needs to propagate through Reg_0 and Reg_1 to arrive at the 
butterfly unit for computation. Two registers are used to latch 
the count value so that the corresponding twiddle factor value 
is loaded from ROM to do the computation. NCL FFT loads 
new data when the count is rolled over to 0, so the Ko signal is 
generated when count is 0. This is done by connecting count0

0
, 

count1
0 
and count2

0
 to a TH33 gate.   
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Figure 17. NCL FFT architecture

4. SIMULATION AND CONCLUSION 

1) Comparison of Results from NCL FFT and Matlab 

The word length of Q15 format is 16 bits. Because of this 
finite bit-length, some least significant bits are truncated 
during FFT computation.  This truncation error is accumulated 
in the feedback path. Compared with Matlab calculation 
results, in the worst case scenario, the last 3 bits from the NCL 
FFT computation are not accurate. There are 16 bits for each 
word, so the error rate for the NCL FFT is 2

3
/2

16
 = 0.012 %.  

2)  Performance of Synchronous FFT and NCL FFT 

The synchronous FFT and NCL FFT are synthesized to the 
the IBM cmr8f 130nm process library. These synthesis results 
are listed in Table II, showing that the NCL FFT uses about 
four times as many transistors compared to the synchronous 
FFT.  

Table II. Number of transistors used in synchronous and NCL FFT 

 Number of Transistors 

NCL FFT 4983104 

Synchronous FFT 1335802 

 

Power consumption and computation speed are simulated 
in Cadence, and shown in Table III. The average computation 
time for one complete NCL FFT operation is 452 ns, which 
means it takes 452 ns to compute the final result after getting 
new data. When running at this speed, the average current, 
Iavg, flowing through the NCL FFT is 0.0267 A.  Running the 

synchronous FFT at the same speed as the NCL version 
requires a clock frequency of 452/6 = 75.3 ns. The average 
current of the synchronous FFT is 0.0354 A at this speed. 
Therefore, the power consumption for the synchronous FFT is 
33% higher than the NCL version running at the same speed. 
The highest clock speed to operate the synchronous FFT 
without any timing violation is 9.75 ns, resulting in a 
calculation time of 9.75*6 = 58.5 ns to obtain the final result. 
At this fastest speed, the synchronous FFT requires 70% 
higher energy consumption than the NCL FFT and 28% more 
than when running it slower. Hence, although the NCL FFT is 
bigger and slower, it consumes less power than the 
synchronous FFT, even when operating at the same speed. 

Table III.  Comparison of NCL and synchronous FFT processor 

 Computation Time (ns) Iavg (A) Energy(10-9 J) 

NCL FFT 452  0.0267 14.49 

Synchronous FFT 452  = ( 75.3  * 6 ) 0.0354 19.20 

Synchronous FFT 58.5 = (9.75  *6 ) 0.3500 24.57 
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Abstract - This paper describes new internet-based face 
recognition system to be used in portable devices. In contrast to 
existing systems, which run computationally intensive face-
recognition tasks at a mobile terminal shortening its battery 
lifetime, the proposed system uses mobile device only for image 
capturing and user-interface. All complex image processing tasks 
are performed by a remote high-powered network server to 
achieve robust and real time face recognition. The system is 
implemented in software and tested on Android-based Sony 
Tablet-S wireless terminal. According to measurements, it 
provides face recognition in images of 240x320 pixels in size at 
10f/sec rate with very high accuracy. The paper discusses the 
proposed client-server architecture and the results of its 
experimental evaluation.  

Keywords- face recognition, face identification, network-based 

I.  INTRODUCTION 

With emerging popularity of camera-equipped wireless 
multimedia devices, such as Apple’s iPhone, iPad and iPod, 
Google’s Android, and RIM’s Blackberry, new applications 
employing face recognition can further enhance usage, 
intelligence and context-awareness of the devices. In this paper, 
we focus on real-time identification of a person from a digital 
image or video captured by the mobile device [1]. Providing a 
stand-alone mobile application can potentially benefit a user in 
remembering people, retrieving names of people, whom he/she 
has met before, and/or finding helpful information about person 
of interest. It could be also useful for elderly people to recall 
faces and names enhancing their memory and social interaction. 
The application can also assist law enforcement when an 
unknown person is being compared with images in a database 
in real time.  

Automatic face recognition has been an active research area 
over the last two decades. Surveys on the methods and systems 
proposed can be found in [2], [3]. Although there are many 
systems capable of performing robust face recognition at 
desktops, incorporating them into mobile devices is not a trivial 
task. Additionally to common problems, such as face 
illumination, occlusion, rotation and movement of the person 
relatively to the camera, mobile face recognition is challenged 
by limited energy budget of batteries, limited computing power, 
limited storage, limited image resolution and size, limited 
network bandwidth, etc. Although it is easy for a human to 
detect and recognize faces, performing it on hardware requires 
complex algorithms and many energy dissipating computations. 
The high computational complexity of the task makes it 

unsuitable for energy and resource constrained mobile devices. 
While work has been done on algorithms which reduce the 
amount of computation for face detection and identification 
(e.g. a unified LDA/PCA algorithm [4], Haar-like Adabooth 
classifiers [5], geometric features [6], Local-Binary Pattern [7] 
and random incremental classifier [8], platform-driven 
mapping [9], etc.), there is an inherent tradeoff between 
computation and recognition accuracy. Unfortunately, those 
algorithms which recognize faces accurately are extremely 
computationally complex, whereas computationally simple 
algorithms often produce incorrect results.  

Several systems for mobile face recognition have been 
already reported in literature. Some of them (e.g. [6, 7, 8, 11, 
12, 1]) utilize fast algorithms to run the face recognition 
process entirely on a mobile device at the cost of accuracy and 
operation time. The others, such as [13-15] overcome the 
performance limitations of mobile platforms through effective 
utilization of the network resources. Rather than implementing 
the whole face recognition process on the energy constrained 
mobile device, these systems transfer the majority of 
computation from the device to a high-powered server on the 
network. For example, the Bluetooth-based system [13] 
implements on mobile device image preprocessing and face 
detection while the face recognition is done on dedicated 
computer (server). Similarly, [14] and [15] use the DROID 
phone to detect a face in an image, preprocess the face 
calculating the Fisherfaces weights, based on which the server 
performs face recognition. However, even these distributed 
architectures still enforce mobile devices to carry out many 
computations, affecting both the battery budget and the 
processing speed. This is due to the lack of mobile processors 
(e.g. ARM) for executing floating point operations and also to 
the fact that face detection performs exhaustive image scans at 
different locations and scales, yielding in hundreds of 
thousands of sub-windows to process, which is time consuming. 
By tuning out the system parameters, one can further speed-up 
the detector but at the cost of quality degradation.  

In this work, we also employ a network-based approach to 
reduce computation on mobile device. Unlike related systems, 
we use mobile device only as input and output interface; all 
functions of face detection and face recognition are done by the 
network server. The key contribution of our work is new client-
server architecture, which effectively utilizes the network as a 
powerful computational resource to achieve face recognition at 
a frame rate. 
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The paper is organized as follows. Section 2 describes the 
proposed network-based face recognition system. Section 3 
reports evaluation results. Section 4 summarizes our findings 
and outlines work for the future.  

II. THE NETWORK-BASED FACE RECOGNITION SYSTEM  

A. An overview 

The proposed network-based face recognition system 
utilizes a high-powered remote server and a battery operated 
mobile wireless device (client), equipped with a video camera. 
The server has access to a face database which contains face 
images with corresponding information of the person. We 
assume that the database is shared between the client and the 
server through a cloud so the user has an option to upload new 
face images and add/delete data from database using either 
his/her mobile device (client) or the server (computer). Also we 
assume that the server is activated before the user initiates face 
recognition application from the wireless device. The client – 
server connection is set before entering the data transfer phase 
and released after data transmission is complete. The 
connection is established based on TCP/IP protocol and 
managed by OS through a programming interface.  

The system splits the face recognition tasks between the 
client and the server, as shown in Fig.1. The server performs 
complex and accurate face recognition, while the client 
implements only I/O operations related to image acquisition 
and display of the results. The face recognition starts as the 
user activates the application from his/her mobile device. In 
this case, the client captures an image and sends it to the server 
with a request for processing. Upon receiving the request, the 
server converts image from YUV to RGB format and runs face 
detection and face recognition (see Fig.2) to identify the person 

of interest based on information stored in database. The results 
in terms of face rectangle and data identifying the person of 
interest are then sent back to the client, to be shown over the 
image displayed on the screen. In the next subsections we 
discuss the face recognition steps in details.  

B. Image conversion 

The color image captured by video camera on mobile 
device is represented in YUV 420 SP format, allowing reduced 
bandwidth for chrominance components. During transmission, 
the luma (Y) and the chroma (U and V) components are 
compressed with the sample ratio of 4:1:1 (see Fig.3); so the 
picture has only a quarter as much resolution in color as it does 
in brightness. Because the server uses RGB888 image format 
(Fig.3, right) for face recognition, each image is converted at 
the server from YUV to RGB format as follows:  

 B[i]={1192×(Y-16)+2066×(U-128) 
G[i]={1192×(Y-16)+833×(V-128)-400×(U-128) 
R[i]={1192×(Y-16)+1633×(V-128) 

B = (B[i]>> 10) & 0xFF            (4) 
G ={(G[i] >> 2) & 0xFF00} >>8            (5) 
R ={(R[i] << 6) & 0xFF0000} >>16            (6) 

C. Face detection 

The goal of this task is to find an area corresponding to 
human face in the given RGB image if any. It is implemented 
based on Viola-Jones algorithm [5], which transforms the 
RGB image into the integral image representation, and then 
scans it with detection window to compute Haar-like face 
features. The features are then applied to a cascade of 25 
AdaBoost classifiers to find a true face from possible 
candidates. The algorithm is implemented in Intel’s OpenCV 
as cvHaarDetectObjects() using the Android’s Face Detector 
class [16]. This class provides information regarding all the 
faces found in an input bitmap image. The confidence factor 
(a number between 0 & 1) by which the face is identified, the 
distance between the eyes, position of midpoint between the 
eyes and the face’s pose (rotation around X, Y, Z axis) are the 
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Figure 1:  The face recognition flow in the proposed system 
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Figure 3: The image format used by the client (left) and the server (right) 
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Figure 2: The face recognition tasks implemented by the server 
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Figure 4: An illustration of an input image (a), the face detection result 
(b) and the result of face recognition (c)  

18 Int'l Conf. Computer Design |  CDES'13  |



extra details the class associates with each face. A face is 
considered detected if the confidence ratio is above 0.3. The 
result of face detection is presented by a face bounding box 
depicted over the input image as shown in Fig. 4(b). The 
derived face image is preprocessed to gray scale and 
histogram equalization to decrease the effects of illumination,  
subsampled to the database sample size and applied for face 
recognition. If no face is detected, the server terminates the 
recognition process, sending a corresponding acknowledge 
signal to the client. 

D. Face recognition 

Given a set of sample images labeled with the person 
identity (the set is stored in database) and the unlabeled face 
image (xi), (derived by face detection), the face recognition 
problem is to identify the name of the person in the test image.  
We solve the problem based on the Eigenface method [17,18] 
with Principle Component Analysis (PCA) for feature 
extraction and the Fisher’s Linear Discriminant Analysis 
(LDA)[19] for feature reduction. Having a set of N face images, 
a1, a2,…, aN, with each image belonging to one of C classes, A1, 
A2,…, AC, the method calculates a mean face of each class 
j=(1/n)×j

n aj, the total mean, =(1/C)× i
N i, and vectors, 

Di=ai -i, which represent difference between the mean and 
the training face images. This covariance matrix 
M={D1,D2,…,DC} of the face images is then subjected to LDA 
to find a set Vo={v1,v2,…,vk} of k orthogonal vectors (i.e. 
eigenvectors), corresponding to the k largest eigenvalues. The 
LDA takes advantage of the fact that the classes are linearly 
separable, selecting the projection in such a way that the ratio 
of the between the class scatter and the within class scatter is 
maximized. The within-class scatter, SW, is defined as the mean 
of the co-variances of samples within all classes, i.e.  
SW =1/C (j

C Mj×Mj
T). The between-class scatter is defined as 

the co-variance of data sets consisting of mean vectors of each 
class: SB =j

C j-
 j-

 . With LDA the problem is 
reduced to finding such a projection Vo that maximizes the total 
scatter ST = SW+SB

 of the data while minimizing the within 
scatter of the classes:  

Vo = arg maxV (V×ST×VT)/(V×SW×VT)= [v1 v2…vk].     (7) 

The problem is solved through transformations such as   
rotating and scaling the axes of tested image in different ways. 
Depending on the size of the data, the projection can be done 
onto to a lower or higher dimension. The computed eigenvector 
matrix Vo is then used for estimating the weights of projecting 
the target face xi onto these eigenvectors. The weights are 

calculated as w	 =Vo (xi−). A class Aj with the minimum 
Euclidean distance of weights is selected. The data related to 
the class is sent to the client as a result. Fig.5 shows an 
example. If no match has been found for the given face, the 
system marks it as an “unknown”.  

E. Implementation 

The proposed system has been implemented based on the 
Sony Tablet-S (1GHz ARM Cortex™-A9 dual core CPU, 
1GB RAM, 16GB internal storage, 9.4-inch display, 
Android™ 4.03 OS) as a client and DELL PC (Intel® Core™ 
i5 2.80GHz CPU, 4GB memory, MS Windows 7 OS) as a 
server. The application software was created by using the 
Microsoft Visual Studio 2010 (Eclipse 3.6) and the Android 
software development kit. The client-server communication 
was implemented through Internet Socket API  (ws2_32.lib) 
and TCP/IP transport protocol [20]. To support the OS-based 
control of the communication, a dedicated programming 
interface was also created. The face detection and face 
recognition software were programmed in C/C++ by using 
Intel’s Open CV 2.4.2 library[21]. 

III. EXPERIMENTAL EVALUATION 

A number of experiments were conducted to assess 
performance of the proposed system. The first group of 
experiments aimed at evaluating efficiency of face detection 
and face recognition software implemented on the server 
computer. The second group of experiment targeted 
performance evaluation of the entire system. Below we discuss 
the experiments in detail. 

A. Evaluation of the face recognition software  

To evaluate the ability of the developed face recognition 
software to detect and identify human faces correctly, we 
applied it to the “Faces 1999” database of 357 static frontal 
face images developed at Caltech [22] in total. For the sake of 
experiment, all the images have been manually transformed to 
grey-scale representation, resized and trimmed to face area 
only as shown in Fig.5. In such a way we prepared an 
experimental database of 17 different persons (9 men and 8 
women), with each person represented by 10 images (170 
images in total). Fig.6 exemplifies face images of the same 
person. All face images were 120x120 pixels in size and 
labeled by a unique digital tag for identification.  

In the experiment, we used all 357 original pictures from Faces 
1999 as an input to the developed face recognition software. 

           
(a)                                           (b) 

Figure 5: An illustration of face sample generation Figure 6: Example face images from the database “Faces1999” 

Int'l Conf. Computer Design |  CDES'13  | 19



Namely, each image was captured by Logicool C600 video 
camera (640x480 frame size) from a display and used as an 
input image of a person to be identified. For each image we 
evaluated whether the face detection and face recognition 
produced correct or false results. To consider effects of face 
inclination, we repeated the test for each image by rotating the 
camera with 5˚ increment and determining the maximal 
inclination angle at which the results were correct. Fig.7 
illustrates an image inclined by 25˚.  

Fig.8 shows the results in terms of the recognition ratio and the 
maximal angle at which the recognition was correct. As one 
can see, the recognition ratio is high, reaching 98% in average. 
Though face inclination affects the results, the software can 
correctly recognize faces inclined by as much as 24˚ and 12.5˚ 
on average.  

The results revealed that glasses, mustaches, beard, hairstyle, 
gender, age, race, etc. had no bad effect on the face recognition 
if the corresponding features are reflected by samples stored in 
database. Nevertheless, there are several factors which can 
impede the face recognition performance. One is face 
brightness. Dark images might either lead to inability to detect 
a face (see Fig.9, top) or cause incorrect face identification (see 
Fig.9 bottom).  Another factor which affects the results is the 
number of sample images in database. For example, if database 

provides only a single image per person, the face recognition 
ratio becomes 76.5%. The recognition rate is also affected 
when the number of samples in each class of database is 
uneven. If for example, one person is represented by 10 images 
while the others by 2 or 3, the recognition rate does not exceed 
83.3%.  To increase the recognition efficiency, the number of 
samples in a class (i.e. for a person) has to be not only large but 
also the same as in the other classes. 

To evaluate the software efficiency in identifying faces of real 
people in typical environment, we added 60 sample face image 
of 6 students (10 images per person, 120x120 pixels image) to 
the database and conducted a set of tests, in which each student 
appeared before the video camera at a distance ranged from 
20cm to up to 2.5m. The room illumination was relatively good 
and the background was typical for computer lab, as shown in 
Fig.10. In the experiment, the students were asked to conduct 
five behavioral patterns: face the camera frontally with open 
and close eyes, turn the face up and down, turn the face to the 
right and to the left. Each pattern was 5 sec long and repeated 
twice by each user. The results (Fig.11) showed that the system 
was able to distinguish and track faces correctly at up to 2 m 

Figure 7: Example face images from the Face1999 database 
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Figure 9: False results. Top pictures: the face was not detected; 

 Bottom pictures: the face was detected but identified incorrectly 

 
 

Figure 10: An example of real person recognition. 
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distance, recognizing them with 91% rate at up to 1.6 meter 
distance unless the face rotation left/right and inclination in 
vertical or horizontal directions is over 15°. With larger 
rotation, inclination and distance to the camera, the 
misdetection rate increases. Although our experience shows 
that extending the database to  rotated and inclined faces 
improves the system performance significantly, recognizing 
faces at farer distances requires a more powerful camera to be 
incorporated into the mobile device. 

TABLE I.  SYSTEM PERFORMANCE (AT 1M DISTANCE) 

Frame size (pixels) 160×120 320×240 848×480

Aspect ratio 1.3 1.3 1.8 

Processing speed (fps) 10 3 0.43 

Recognition accuracy (%) 96 100 71 

 

B. Evaluation of the network-based  system performance 

The system performance was tested by running the developed 
face recognition system wirelessly from the Sony Tablet-S 
device using the 802.11n WiFi protocol and communication 
resources of gigabit local area network. As Tablet-S device 
provides three different picture formats for video capturing, we 
evaluated the system performance using each of them while 
applying the system to identification of same 6 persons. Fig. 12 
shows an image observed at the screen of Sony Tablet-S device. 

Table I summarizes the results in terms of the processing speed 
and the recognition rate versus the size and the aspect ratio of 
images, captured by the mobile device at the 1m distance. We 
observe that the system processing speed decreases as the 
image frame size increases. At the frame size of 160x120 
pixels, it achieves speed of 10 frames per second (fps) with the 
recognition accuracy of 96%. As the image aspect ratio equals 
1.3, i.e. the ratio of images used for sample generation, the face 
recognition quality is high. At the image size of 320x240 pixels, 
the recognition accuracy even increases reaching the maximum 
level due to better image quality. However, the speed of 
processing (320x240) images is 3 fps. The cause of this speed 
drop can be explained by the longer time required for 
transmitting and processing large images. As the frame size 
becomes very large (848x480 pixels) these delays become 
increasingly high, decreasing the speed to 0.46 frames per 
second.  

Table II puts our system in perspective to the mobile face-
recognition systems reported in the literature and online. Here 

the processing time refers to the time in seconds required to 
process one image frame. We observe that the proposed system 
outperforms the existing solutions by both the processing speed 
and the recognition ratio. In comparison to the related solutions, 
which operate on small (160x120) images at the 1 fps rate at 
most, our system runs 10 times faster. Moreover, it supports 
face recognition in larger images which is more preferable for 
the users. Although it looks that more powerful resources, 
which our system exploits in comparison to the others, is the 
main cause of its speed-up. However, it turns out that as long as 
the training is done beforehand, the bottleneck of typical face 
recognition system is actually the face detection, not the 
recognition, since the recognition images are fairly small. 
Detecting a face on a mobile device and transmitting it to the 
server is much longer than sending and processing the image at 
the server. Unlike the others, our system does not run the face 
recognition on mobile device and therefore is fast. It turns out 
that new client-server architecture that relieves the mobile 
device from any complex processing is the key the speed-up 
achieved by the proposed system.  

IV. CONCLUSION 

In this paper we presented novel client-server architecture 
for the network-based face recognition. Experiments showed 
that our system outperforms the related systems in both the 
processing quality and speed, allowing real-time (10fps) 
robust (96% accuracy) face recognition for people located up 
to 1.6m distance from the mobile device. In the current work 
we restricted ourselves to a simple case of a singular person 
and frontal face recognition. We are currently working on 
mobile recognition of multiple faces, extending the work to 
inclined and rotated faces, recognition of faces with partial 
occlusion, as well as issues related to power-aware 
optimizations of face recognition algorithms. Also a 
representative database is important to the success of the face 
recognition system. Therefore, in order to further improve the 
system, a larger mobile face database is necessary. Problems 
related to database development, automatic generation of 
sample images, etc. will be also investigated in the future. 

 
Figure 12: An illustration of face recognition result 
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Figure 11: An example of real person recognition. 
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TABLE II  :     COMPARISON TO EXISTING SYSTEMS 

System [11] [12] [13] [14] [15] This work 

Mobile Device  
(CPU Spec.) 

Motorola DROID
CortexA8@1GHz

Motorola O2 XDA, 
Intel IR@ 520MHz

Sony-Erics.w550i
ARM@300MHz 

Motorola DROID
CortexA8@1GHz 

Motorola DROID 
CortexA8@1GHz 

Sony Tablet-S 
ARM CortexA9@1GHz.

Server PC  
(CPU Spec.) 

Not used 
Intel Core 2 Duo 

CPU @ 2.66 GHz 
Dell Inspiron1520
Core2duo@2.1GHz

T2050@1.6 GHz T2050@1.6 GHz 
Dell Inspiron   

Intel Core i5@ 2.80GHz 

Frame size (pixels) 80x60 144x176 176 x 220 160x120 160x120 160×120 320×240 

Processing time (s) 1.58 1.03 39 1.4 1.05 0.1 0.33 

Recognition rate (%) 94 97 n/a 92 80 96 100 

n/a: data is not available 
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Abstract − This paper presents a Verilog test simulation 

environment designed to inject random transient faults on a 

32-bit microprocessor.  The purpose of the test environment 

is to study a hardware-assisted soft error detection 

technique based on time redundancy. The soft error 

detection method compares the states of the microprocessor 

of two independent executions of the same program. The 

simulation environment takes advantage of the redundant 

execution and divides the process in two phases. The first 

phase operates during the first execution of the program to 

determine the number of cycles that are required to 

complete the task when no faults are present.  The second 

phase is performed during the second execution of the 

program to inject a soft error in the microprocessor. The 

hardware assistance saves the microprocessor states as the 

program is executing the first time and detects the soft error 

as they occur during the second execution. 

Keywords: On-line testing, soft errors, fault injection, time 

redundant double execution, error detection, built-in self-

test. 
 

1 Introduction 

  Design of complex digital systems requires extensive 

testing before fabrication to validate correct operation and to 

detect design or implementation errors. A typical 

verification environment accomplishes this by applying 

stimulus test vectors to the inputs of the device under test 

(DUT) and then monitors its response through the output 

ports of the device.  The functionality of the design is 

validated when the DUT meets the design specifications. 

However, if after applying correct stimulus vectors, the 

DUT does not respond according to the design 

specifications, it usually means that there is a logic or 

implementation error present in the device. These errors are 

permanent as they are intrinsic to the device and can be 

exposed and reproduced with the appropriate stimulus. 

These permanent errors will remain part of the digital 

system until the designer takes the appropriate steps to 

correct them.  Once the logic is corrected, the same test 

vectors that detected the original errors can be used again to 

confirm that the problem has been fixed. 

 The problem with the verification environment just 

described becomes evident when errors are caused by 

transient faults. These transient faults are called soft errors 

and they can occur randomly in any part of the 

semiconductor device. Soft errors are originated by high-

energy subatomic particles. When these particles strike 

semiconductor devices, they can create electron-hole pairs 

with enough energy to produce charge variations large 

enough to change the logic state of elements in the circuit 

[1].  This is why soft errors are not the result of design or 

implementation errors, but they are caused by external 

disturbances that the semiconductors are exposed during 

operation.  Because of their short duration, soft errors 

effects disappear and hence cannot be duplicated with 

traditional verification techniques. That is why a verification 

environment, capable of modeling the effects of soft errors, 

also has to have the ability to introduce random transient 

faults into the DUT during simulations. 

 The test environment we are proposing was designed 

to test a soft error detection technique, which is based on 

time redundancy with some limited support of assisting 

hardware. The technique simulates the effect of a soft error 

during the redundant execution of a task. One of the 

advantages of our verification environment is that it does 

not require special modification of the DUT's RTL. The 

fault injection environment is a simple and robust method 

that uses Verilog features combined with the specific 

knowledge of the DUT to create an environment that models 

a random soft error into any state register of a 

microprocessor.  
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 Other fault injection techniques have been proposed in 

the literature.  Some are based on VHDL [2] or dependent 

on making hardware modifications by inserting blocks 

designed to add controllability to the fault insertion [3]. The 

approach we propose is simple and can be used to evaluate 

other soft error detection methods based on time 

redundancy. 

 Before describing the proposed fault injection 

technique, it is important to first understand the soft error 

detection mechanism. For this purpose, we first describe 

how the time redundancy is used on a basic RISC 

microprocessor to detect soft errors and then we describe 

our soft error injection process. 

2 Soft Error Detection Method 

 The method to detect soft errors is based on a time-

redundant execution technique that requires a limited 

amount of hardware support to assist with this process [4]. 

One of the functions of the supporting hardware is to store 

in memory the states of the microprocessor during the first 

execution of a program. The time redundancy process also 

requires a second execution of the same program to detect 

any transient fault. Figure 1 shows the states of the 

microprocessor as they are generated during each execution 

of the program.  The states generated by the first and second 

execution are then compared in order to detect any 

difference between them.  The reasoning is that the 

probability that a soft error may occur in the exact same 

register at the same relative clock cycle of the program 

execution is extremely unlikely.  Therefore, any difference 

in states between the first and second executions can be 

attributed to a soft error.   

 The soft error detection technique was applied to a 

microprocessor, which was modified with some limited 

amount of hardware to assists in the storage and comparison 

of the first and second execution states. One of these 

modifications included extending the instruction set to assist 

with the control of the supporting hardware. 

2.1 State Storage Module (SSM) 

 The state storage module interfaces with n registers of 

the DUT, and the current states of the registers constitute the 

state from the microprocessor. The DUT's state is 

represented by Si where the index i represent the cycle 

interval at which the state is sampled. The total number of 

states represents the microprocessor execution states of the 

program and they are defined by the state vector S. 

Similarly, the state vector for the second execution can be 

represented as S'.  The index k is the total number cycle 

intervals required to run the program. 

  S = {S0, S1, …, Si, ..., Sk-2, Sk-1}            (1) 

 The SSM accomplishes the soft error detection by 

storing in memory the states of the microprocessor S during 

the first execution of the program. After all the first 

execution states S have been store in memory, the SSM 

compares them with the second execution states S' as they 

are generated during simulation. If at any point of the 

second execution, a difference is detected by the SSM 

between the S and the S' execution states of the program, a 

soft error has been detected.  The program execution is 

stopped and the software upper layer can be notified so that 

it can execute the appropriate recovery protocol procedure. 

 All the states generated during the first execution are 

stored in memory with the assistance of the SSM, as shown 

in Figure 2.  When a particular task is targeted for soft error 

detection, the microprocessor signals the SSM to start 

storing the states of the microprocessor Si by asserting 

Execution1 and de-asserting Execution2.  The SSM then 

stores the states information into memory at specific 

intervals until completion of the task. At this point the 

microprocessor is ready to start re-execution of the same 

task for the second time. The microprocessor accomplishes 

this by asserting Execution2 and de-asserting Execution1 to 

indicate to the SSM that the second execution of the task is 

starting.  The SSM starts retrieving the first execution states 

Si from memory and concurrently compares them with the 

 

 

 
 

Fig. 1.  State vectors S and S' generated during 1st and 2nd execution. 

 

 

 
 

Fig. 2.  SSM hardware support to store and compare first and second 

execution states.  
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states Si' of the second execution that is in progress.  If any 

difference is detected by the SSM logic between Si and S'i, 

then a Soft Error Detected signal is asserted to indicate that 

a soft error has been detected. 

3 Device under Test (DUT) 

 For the purpose of testing our soft error injection 

environment, we designed and implemented the soft error 

detection assisting hardware in a basic 32-bit RISC 

microprocessor, also shown in Figure 2. The test 

environment injects a soft error randomly into any of the 

microprocessor state registers by inverting the next_state 

value of the register and effectively corrupting its state value 

when the register clock is asserted. For the purpose of 

controlling the SSM, the instruction set of the 

microprocessor was enhanced to include two additional 

instructions that are used to control when the execution 

states are saved and compared by the state storage module. 

3.1 Microprocessor 

 The DUT is a basic 32-bit microprocessor with 

floating point unit.  To limit the complexity of the 

simulation environment, the microprocessor has a reduced 

instruction set and the soft error detection study was limited 

to the control unit of the microprocessor (CU). The CU was 

chosen because of its critical interaction with every module 

in the microprocessor. This helped restrict the state space to 

less than 32 registers that needed to be monitored by the 

SSM. This is also the limit of registers that the current soft 

error injection environment could act on.  Future research 

will enable a larger sample of registers from the 

microprocessor. 

3.2 Extended Instruction Set 

 The microprocessor instruction set was extended to 

include two additional instructions that were created with 

the purpose of controlling the SSM. The first instruction 

added for this is 

FES  RX 

The FES instruction (First Execution Start) instructs the 

SSM to start saving the states of the microprocessor because 

the first execution of the program is initiating. This 

instruction is executed before the first instruction of the 

program that is targeted for soft error detection.  The RX 

operand corresponds to an address in the register file of the 

microprocessor that contains the return address for the 

program counter (PC) to start the second execution. 

 Similarly, the second instruction implemented to 

control the SSM is 

SES  RX 

The SES (Second Execution Start) instructs the SSM to start 

the execution of the program by updating the PC address 

with the address pointing to the first line of the program.  

The return address was previously stored in the RX register 

by the FES instruction.  This instruction should be run after 

the last line of the program that was targeted for soft error 

detection. Once the second execution starts, the SSM 

retrieves the states that were previously saved in memory 

and compares the states of the first and second execution.  

4 Soft Error Injection 

 In this section, we describe our soft error injection 

environment and its detailed implementation. 

4.1 Test Bench Specifications 

 To simplify the task of developing a suitable soft 

error injection environment to validate the soft error 

detection mechanism, we defined a set of minimum 

requirements in the specification to help us guide an efficient 

implementation of the test bench. 

 

1) Soft errors can only be injected during any random 
cycle of the second execution of the task or 

program. This guarantees the environment will 

have knowledge of the number of cycles that the 

program normally requires to complete the first 

execution of the program. 

2) Every fault injected to the hardware will always 
cause a flip in the state of a random register. This 

guarantees efficiency by minimizing the number of 

simulations. 

3) Only one fault will be introduced during the 
redundant execution.  This is reasonable, since 

multiple soft errors rarely occur in real situations. 

4) The hierarchical paths of all registers are known 
and they can be accessed directly from the 

verification environment.  This greatly reduces the 

size of the test bench and simplifies the soft error 

injection implementation. 

 

4.2 Test Bench Description 

 The verification environment was specifically 

designed to meet the requirements of the soft error detection 

technique based on time redundancy and it consists of the 

following tasks and functions. 
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4.2.1 Count Cycles Task 

 At the beginning of the first execution of the task, the 

Verilog task count_cycles is called within the test bench to 

count the cycles that the program requires. The task 

continues counting as long the signal Execution1 is asserted. 

When Execution1 is deasserted, the final cycle count is 

saved in the final_count integer variable (see Figure 3). 

4.2.2  Random Integer Function 

 This is described by the function rand_int in Figure 4. 

This function is used to generate a random clock cycle 

where a soft error will be injected during the redundant 

execution of the program. The number of clocks cycles 

required to execute the task for the first execution is passed 

to this function to generate a cycle where the soft error will 

be injected. 

 The function rand_int picks a random number between 

0 and max_int. This function is also used by the softe_fault 

Verilog task to select the random register where the fault 

will be injected. 

4.2.3 Register Selection 

 The test bench task softe_fault keeps a list of all the 

registers in the microprocessor in the form of a case 

statement and randomly picks one to insert the fault that will 

be injected during the second execution.  The softe_fault 

task counts and waits for the exact clock cycle where the 

fault will be inserted. A simplified version of the softe_fault 

task is shown in Figure 5. 

4.2.4 Main Control Initial Task 

 In Figure 6, we show how the tasks are called from the 

main initial block of the test bench.  When the first 

execution starts, the count_cycles task determines the 

number of cycles needed, then as the second execution starts 

automatically, the random cycle where the soft error will be 

inserted has already been calculated and saved in 

softe_cycle. This value is passed to the softe_fault task and 

the soft error is randomly inserted at the exact clock cycle. 

 

 

task count_cycles; 
    output [15:0] final_count; 
    
    integer count; 
        
    begin 
      @(posedge clock); 
      count <= 1; 
      final_count <= 0; 
      while (Execution1 == 1) 
      begin 
        @(posedge clock); 
        count <= count + 1; 
      end 
        $display("count =", count); 
        final_count = count; 
    end 
endtask 
 

Fig. 3.  Routine that counts the number of execution cycles. 

 
function integer rand_int(max_int); 
    integer max_int; 
        
    parameter seed = 3; 
    begin 
       rand_int = {$random(seed)}% 
                        (max_int-1); 
    end 
endfunction 
 

Fig. 4.  Function rand_int selects a number between 0 and max_int. 

task softe_fault; 
 input [15:0] softe_cycle; 
    
 integer softe_location;   
 parameter max_regs = 4; 
    
 begin 
  softe_location = rand_int(max_regs); 
  # (10*softe_cycle); 
  -> soft_error;  
  case (softe_location) 
  0:begin 
     force_tb.duv.controller0.nextstate[0]= 
    ~force_tb.duv.controller0.nextstate[0]; 
     @(posedge clock); 
    end 
  1:begin 
     force_tb.duv.controller0.nextstate[1]= 
    ~force_tb.duv.controller0.nextstate[1]; 
     @(posedge clock); 
    end 
  2:begin 
     force_tb.duv.controller0.nextstate[2]= 
    ~force_tb.duv.controller0.nextstate[2]; 
     @(posedge clock); 
    end 
  3:begin 
     force_tb.duv.controller0.nextstate[3]= 
    ~force_tb.duv.controller0.nextstate[3]; 
     @(posedge clock); 
    end 
  endcase 
 end 
endtask 
 

Fig. 5. The softe_fault task selects a random register to insert the fault. 
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5 Results and Future Work 

  Our random fault injection and verification environment 

successfully inserted soft errors in the control unit of our 

microprocessor while it was performing calculations to 

generate a Fibonacci sequence. Figure 7, shows the 

beginning of the first execution of the Fibonacci program, 

which was targeted for soft error detection. Here, it can be 

observed that the first instruction was FES (First Execution 

Started) and continued with the normal program instructions.  

As it would be expected, current states are updated every 

clock cycle but only 1 in 5 states are sampled and stored in 

memory by the state sample clock.  This control in the 

sampling clock was implemented to study the effectiveness 

of the soft error detection method with different clock 

sampling intervals.  Then, the sampled states are stored by 

the SSM into memory and later will be compared during the 

states of the second execution of the Fibonacci number 

generator program. At the end of the first execution, the test 

bench counted 328 clocks and it randomly generated clock 

64 of the second execution to inject the fault.  The test bench 

also randomly selected a signal index of 2 of the softe_fault 

task to inject the soft error. 

 

 Figure 8 shows the second execution of the program. 

We can observe that exactly at Execution2 count = 64 (at t = 

3990 ns), the soft error event is injected and this event is 

flagged by the symbol φ.   In this case, the state, in which 

the corruption of signal occurs, does not correspond to any 

sampled state by the first execution, but because the 

corruption propagates, when the SSM fetches a state from 

memory at t = 4015 ns, it detects that there is no match. It is 

at this point that the Soft Error Detection flag is asserted. 

The work presented in this paper continues to evolve 

and as we study variations of our hardware-assisted soft 

error detection technique, we plan to investigate some 

related areas of interest. The following are research 

 

 

 
 

Fig 7.  First Execution: Microprocessor states are sampled and stored every 5 clocks (starting after reset). 

 

 

 
initial begin 
   exec_cycles = 0; 
   @ (posedge Execution1); 
   count_cycles(exec_cycles); 
   softe_cycle = rand_int(exec_cycles); 
   softe_fault(softe_cycle); 
end 
 

Fig. 6.  The main initial block. 
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opportunity areas we are currently considering: 

1) Fixed memory size with SSM handshake: This will 

help limit memory usage for state storage. It will 

also allow the environment to control soft error 

insertion on the first cycle of execution. 

2) Additional supporting logic: This logic is for state 

restoration from either a fast RAM or register file. 

These could lead to more efficient ways of 

detecting soft errors using redundant execution. 

3) Shadow registers: The use of shadow registers 

could improve performance by enabling faster 

transitions back to a "good" known state. 

4) Insertion of soft errors during cycles where states 

are not sampled:  This is already in progress and 

further results will be analyzed and architectural 

benefits will be evaluated. 
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Fig. 8.   Second execution: The soft error occurs at time 3990 ns and it is detected at 4015 ns. 
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Abstract- All modern processors, including general purpose microprocessors, digital signal processors and 
GPUs contain an Arithmetic Logic Unit (ALU). The computing efficiency of modern processors mainly 
depends of the efficiency of the ALU. An adder is the basic building block for an ALU which performs 
arithmetic as well as logic operations. This paper investigates the performance of six different parallel prefix 
adders implemented using four different TSMC technology nodes. The parallel prefix adders investigated in 
this paper are: Kogge Stone Adder, Brent Kung Adder, Han Carlson Adder, Sklansky Adder, Lander Fischer 
Adder, and Knowles Adder. The performance metrics considered for the analysis of the adders are: power, 
delay and area. Simulation studies are carried out for 16, 32 and 64 bit input data width. 
 
Keywords- Prefix tree adder, High speed CMOS adder, Low  Power VLSI 
 
1. Introduction 
 
The addition of two binary numbers is one of the most fundamental and important arithmetic function in modern 
digital systems such as microprocessors and digital signal processors. In these systems binary adders are used in 
arithmetic logic units (ALU), multipliers, dividers and memory address generation. The requirements of adders are 
that it should be fast and efficient in terms of power and chip area. Most often, the maximum operating speed of 
most of the modern digital systems depend on how fast adders can process the data and hence responsible for setting 
the minimum clock cycle time in processors.          
 
The major problem for binary addition is the propagation delay in the carry chain. As the width of the input operand 
increases, the length of the carry chain increases. To address the carry propagation problem, most of the modern 
adder architectures are represented as a parallel prefix adder (PPA) structure consisting of pre-processing, carry 
look-ahead and post processing sections. Parallel Prefix Adders have been established as the most efficient circuits 
for binary addition in digital systems. Their regular structure and fast performance makes them particularly 
attractive for VLSI implementation. The delay of a parallel prefix adder is directly proportional to the number of 
levels in the carry propagation stage. 
 
This paper investigates the performance of six different parallel prefix adders implemented using four different 
TSMC technology nodes. The parallel prefix adders investigated in this paper are: Kogge Stone Adder, Brent Kung 
Adder, Han Carlson Adder, Sklansky Adder, Lander Fischer Adder, and Knowles Adder. The performance metrics 
considered for the analysis of the adders are: power, delay and area. In this paper the CMOS adders were realized 
using TSMC 130nm, 90nm, 65nm and 40 nm technologies. For performance comparison, the adders were realized 
using various prefix tree algorithms. Using simulation studies, delay, area and power performance of the various 
adder modules were obtained. It was observed that Kogge Stone Prefix tree adder has better circuit characteristics in 
terms of delay compared to adders realized using other algorithms. 
 
The rest of the paper is organized as follows: in Section 2 a brief description of all the six different parallel prefix 
adders are given, in Section 3, the tools and methodology used for the research is explained. Section 4 gives results 
and performance analysis and finally Section 5 gives conclusions. 

2. Parallel Prefix Adders 

In this section the six different parallel prefix adders that are investigated in this paper are briefly described. 
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2.1 Kogge Stone Adder 
 
The schematic of Kogge Stone Adder is given in Figure 1 [8]. It is widely used in high performance applications. 
The general concept of Kogge Stone adder is almost the same as that of the carry look ahead adder except for the 
second step, called parallel carry prefix chain. In the first level (L=1), generates and propagates of 2-bit are 
computed at the same time. In the second level (k=2), generates and propagates of 4-bit are calculated by using the 
result of 2-bit in level 1. Therefore, the actual carry-out value of the 4th bit would be available while the calculations 
in level 2 are being computed. In the third level (L=3), the carry-out of the 8th bit is computed by using the 4th bit 
carry result. The same method adopted in level 3 is applied to get carry-out values of the 16th bit and the 32nd bit in 
level 4 and level 5. All other carries of bit are also computed in parallel. In Figure 1, red boxes are propagate (P) and 
generate (G) generators for each bit of two inputs. Yellow boxes contain propagate block and generate block and the 
delay of one yellow box is equal to two gate delay (D). The blue boxes keep the original generate value transmitted 
from the previous level. In each level, because all carries are calculated in parallel, the delay is the running time of 
single yellow box. 

 

 

Figure 1:- Schematic of 32 bit Kogge Stone Adder 
 

 
2.2 Brent Kung Adder 
 
Figure 2 gives the schematic of the Brent Kung Adder. Brent-
Kung is a parallel prefix form of the carry look ahead adder. In 
carry lookahead adder, as the size of the input operands is 
increased the delay of the result is also increased. Therefore the 
idea here is to have a gate level depth of O(log2(n)). It takes less 
area to implement than the other prefix adders such as Kogge-
Stone adder and it also has less wiring congestion. Instead of 
using a carry chain to calculate the output, the method shown in 
Figure 2 is used. This will reduce the delay without 
compromising the power performance of the adder. 
. 

 
                                                                                                            Figure 2:- Schematic of 16-bit Brent Kung Adder 
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2.3 Han Carlson Adder 
 
Han Carlson adder is a parallel prefix tree. It helps to reduce 
complexity in Brent Kung adder [7]. It is also a hybrid design 
combined stages of Brent Kung and Kogge Stone adder. This 
scheme performs carry-merge operations on even bits only. 
Generate and propagate signals of odd bits are transmitted 
down the prefix tree. They recombine with even bits carry 
signals at the end to produce the true carry bits [15]. Thus, the 
reduced complexity is at the cost of adding an additional stage 
to its carry-merge path. Figure 3 represents method of 16 bit 
Han Carlson Adder [15].        
                       Figure 3: Schematic 16-bit Han Carlson Adder 

 
2.4 Sklansky Adder  

 
Sklansky Adder [7] is another 
form of parallel prefix adder and 
its schematic is shown in Figure 
7. In this adder, binary tree of 
propagate and generate cells will 
first simultaneously generate all 
the carries, Cin. It builds 
recursively 2-bit adders then 4-
bit adders, 8-bit adders, 16-bit 
adder and so on by abutting each 
time two smaller adders. The 
architecture is simple and regular,                          Figure 4: Schematic of 16-bit Sklansky Adder 
but it suffers from fan-out problems.  
Besides in some cases it is possible to use less propagate and generate cells with the same addition delay [7].  
 
2.5 Lander Fisher Adder 

 
The schematic of Lander Fischer Adder [9] is shown in Figure 5.  This adder structure has minimum logic depth, but 
has large fan-out requirement up to n/2 [9].  
 
 

 
Figure 5: Schematic of 16 bit Lander Fischer Adder 
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2.6 Knowles Adder 
 
Knowles adder is similar to Kogge Stone Adder, but it has different logic to calculate the output. Figure 6 illustrates 
a 16-bit Knowles Adder [8]. 

 
Figure 6: Schematic of 16-bit Knowles Adder 

3. Tools and Methodology  
 
For the the VLSI implementation of all the parallel prefix adders investigated in this research the tools used are 
ModelSim and Cadence Encounter. The technology used for this research are the TSMC 130nm process 
(TCBN130GHPBC), TSMC 90m process, TSMC 65nm process (TCBN65LPBWP7T) and TSMC 40nm process 
(TCBN40LPBWP). The simulations were carried out to obtain the power, area and the worst case delay of all the six 
different parallel prefix adders. The designs of each adder were generated by creating Verilog source file using 
ModelSim. Then each design was synthesized to simulate the functional result for functionality verification. After 
that each design is verified using VCS. After confirming the accuracy of each design, the source was used to create 
the netlist for schematic circuit diagram with Cadence Encounter. Finally, the performance evaluation for each 
design was calculated using TSMC 130nm, 90nm, 65nm and 40nm process libraries. 
 
4. Results and Performance Analysis 

 
A. Schematic and Layout Synthesis 
All the six different parallel prefix adders were synthesized using Cadence Encounter using TSMC 130nm, 90nm, 
65nm and 40nm technology nodes.  In this section the synthesis results of 32 bit Brent Kung Adder and 64-bit 
Kogge Stone Adder are presented in Figures 7 and 8 respectively.   

 

Figure 7: Schematic of 32 bit Brent Kung Adder                                  Figure 8: Schematic of 64 bit Kogge Stone Adder 
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Layout of low power adders were generated to analyze the area of the different parallel prefix adders using cadence 
encounter tool for TSMC 90nm technology node. Figure 9 illustrates the  layout of 64 bit Kogge Stone Adder 
(KSA). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9: Layout of 64 bit KSA for TSMC 90nm technology node 

       
B. Performance Analysis of Various Adders 
 
The delay, power and area of all the six different prefix adders were investigated using simulations for varying input 
bit width for TSMC 130nm, 90nm, 65nm and 40nm technology nodes. Table 1 presents the area, power and delay 
results for all the six parallel prefix adders for 16 bit input width for 90nm technology node. From the results 
presented in Table 1 it can be inferred that 16 bit Brent Kung Adder occupies less area and power compared to any 
other adder investigated. But, in terms of delay it has the worst performance among all the adders compared in this 
study. Speed and Power are difficult characteristics to balance. As expected the 16-bit Kogge Stone Adder is the 
fastest adder among all the adders investigated together with Knowles Adder. This is one of the reasons why Kogge 
Stone Adder has been used in high speed applications.  
 

Table 1: Comparison of area, power and delay for 16 bit input data width (90nm TSMC) 
Adder  Area(μm2) Total Power (μW) Delay(ps)

Brent Kung  329.83 20.93 522

Han Carlson  366.05 22.48 444

Knowles  502.15 27.35 428.8

Lander Fischer  335.87 21.17 458.6

Sklansky  366.05 22.60 429.6

Kogge Stone  502.16 27.35 428.8
         
Table 2 presents the area, power and delay results for all the six parallel prefix adders for 64 bit input width for 
90nm technology node. In this case also, Kogge Stone Adder has the best delay performance and the Brent Kung 
Adder has the best area and power performance. 
 

Table 2: Comparison of area, power and delay for 64 bit input data width (90nm TSMC) 
Adder  Area(μm2) Total Power (μW) Delay(ps)

Brent Kung  1354.99 85.08 825.9

Han Carlson  1832.34 102.51 593.9

Knowles  2345.57 127.64 565.7

Lander Fischer  1512.49 90.21 676.8

Sklansky  1681.52 99.58 831.8

Kogge Stone  2669.91 137.22 561.5
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Figures 10 - 13 presents comparison of all the parallel prefix adders investigated in this research in terms of total 
power consumption and area using four different TSMC technologies. Figures 10 and 11 are for 32 bit adders and 
Figures 12 and 13 are for 64 bit adders. From the data presented in Tables 1 and 2 it can be seen that the Kogge 
Stone adders are the fastest among all the adders compared in this research. But from the simulation results 
presented in Figures 10 – 13 it can be clearly inferred that in terms of power and area performance Kogge Stone 
Adders are not among the best. The Brent Kung Adder exhibit the best performance in terms of area and power 
consumption for both the 32 and 64 bit adder categories. 

 

 
Figure 10: Total power consumption (μW) for various 32 bit adders 

 

 
Figure 11: Total area ( μm2)  for various 32 bit adders 

 

 
Figure 12: Total power consumption (μW) for 64 bit adders  
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Figure 13: Total area ( μm2)  for various 64 bit adders 

 
Figure 14 shows the delay comparison for all the adders for the TSMC 90 nm technology node for 16, 32 and 64 bit 
input data width. As expected, Kogge Stone Adder has the best performance among all the adders for all the input 
data width considered.  
 

   
Figure 14: Delay (ps) 

 Comparison between all adders (90nm TSMC) 
5. Conclusions 
             
The primary objective of this research is the design, realization and performance comparison of various parallel 
prefix adders. In this paper several adders were analyzed to identify the optimal adder modules that can be used for 
the realization of high speed or low power adder structures. The addition algorithms that were studied include six 
different types of prefix tree adders. The performance analysis was based on the silicon area required for the 
implementation of the algorithm in hardware, the power dissipation during computation, and the worst case delay in 
performing the operation. In this research the CMOS adders were realized using TSMC 130nm, 90nm, 65nm and 40 
nm technologies. Based on our simulation studies the Kogge Stone Adder has the best performance among all the 
adders for all the input data width considered. It is widely used in high performance applications and it has the 
merits of uniform structure and balanced loading in each internal node to get high speed performance. The Brent 
Kung Adder exhibited the best performance in terms of area and power consumption for all the input data width 
considered. 
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Abstract – This paper briefly surveys user aware power 

management. In the past, most power saving techniques have 

been focused on power and performance. However, recently, 

there are some power management techniques that 

concentrate on user satisfaction rather than performance itself. 

After reading this paper, power management researchers are 

expected to collaborate with consumer researchers as well as 

HCI(Human Computer Interface) researchers. 

Keywords: User Aware Power Management, Human 

Computer Interface, Consumer research 

 

1 Introduction 

  In the green computing where users utilize computers for 

a longer time with less power consumption, low power is 

crucial as much as performance. Especially, low power 

techniques are considered as much more important for mobile 

devices such as smartphones, pads, and notebooks. As time 

goes on, users need to consume more power, because they 

want to run more powerful (which is more power consuming) 

applications. In this case, however, battery usage time is 

reduced, which eventually makes users uncomfortable. Thus, 

there have been various low power techniques for mobile 

devices: from clock gating and power gating at the circuit 

level to power-aware scheduling at the operating systems level. 

However, most low power techniques at the operating systems 

level have not been applied to commercial systems, since 

there is a high possibility that they may hurt user satisfaction 

due to lowered performance. 

Representative low power techniques used for off-the-shelf 

mobile devices are as follows: 1) DVFS (Dynamic Voltage 

Frequency Scaling) is adopted depending on CPU utilization, 

and 2) display (or even system itself) is turned off, when there 

is no user input for the predetermined time. Unfortunately, 

industries are very conservative to adopt the other previously 

proposed low power techniques, though they all understand 

that power consumption is important as same as (or even more 

important than) performance. The reason is that low power 

researchers have concentrated on power and performance, 

relatively ignoring user satisfaction. When users feel disturbed 

from mobile devices due to low power techniques, they will 

surely reluctant to use the mobile devices again. However, in 

most previous low power researches, there has not been user 

study to evaluate user satisfaction (disturbance). Recently, low 

power techniques detecting user status via HCI (Human 

Computer Interface) have been proposed. In addition, they are 

evaluated in terms of not only power consumption but user 

disturbance through user study widely used in consumer 

research. In this paper, we examine user-aware low power 

techniques for mobile devices. 

2 User Aware Power Management 

 In current mobile devices, user aware low power 

techniques are very simple as follows: 1) when there is no 

user input for a certain time, display is turned off, and 2) when 

an illuminance sensor detects that it is dark enough, display 

backlight is lowered. This implies that mobile devices detect 

user status passively. On the other hand, the following 

subsections introduce low power techniques that actively 

detect user status to minimize user disturbance, still reducing 

power consumption. 

2.1 Biometric Sensors Based DVFS (Dynamic 

Voltage Frequency Scaling) 

Though it is apparent that ultimate goal of computer science 

is to satisfy the users, there is little information about the users 

because of the limited user input devices (e.g. the mouse and 

keyboard). To have more information about the users, Shye et 

al. added three biometric sensors: an eye tracker, a galvanic 

skin response (GSR) sensor, and force sensors [1]. Analyzing 

the information from sensors, their proposed physiological 

traits-based power-management system determines whether 

users are satisfied with the system performance. When users 

are considered as unsatisfied with the performance, CPU 

voltage and frequency are increased to boost the performance. 

Otherwise, they are decreased, which leads to power reduction. 

They also did user study to evaluate user satisfaction. 

However, their proposed technique requires the users to wear 

the eye tracker and GSR sensing device, though the force 

sensors are embedded in the keyboard. Note most users may 

be reluctant to wear the eye tracker and GSR sensing device, 

since they feel uncomfortable with them.  

2.2 Sonar Based Display Power Management 

 Tarzia et al. proposed display power management 

technique based on sonar detecting user presence [2]. The 

insight here is that human bodies bounce back different sound 

waves compared to air and other objects. As shown in Fig. 1, 

the computer sends audio in the range of 15 to 20 kHz, which 

is inaudible to most users. It also records the audio bounced 

back from the user, which is different depending on user 

states: active (input is continued), passively engaged (looking 

at the computer screen), disengaged (sitting in front of the 

computer, not looking at the screen), distant (away from the 
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computer, but still in the room), and absent (left the room). 

According to the user state, different display power mode is 

applied. Since most laptops have speakers and microphones, 

no additional hardware is required.  

 

Fig. 1. User detection scheme for [2] 

Their user study shows that “passively engaged” state can be 

discriminated from “absent” state with more than 96% 

accuracy. However, they did not show how their proposed 

technique is sensitive to external environments such as noise 

and room floorplan. 

2.3 Camera Based Display Power Management 

 To detect user state more accurately, Kim et al. utilized 

camera for display power management [3]. Since most laptops 

have a camera (webcam) for interactive communication, there 

is no need for additional hardware. As shown in Fig. 2, there 

are four user states: interactive, attentive, inattentive, and 

away. To detect user state, they use face detection algorithm 

(to detect whether user face is looking at the display; not to 

recognize specific user face) which incurs negligible power 

and performance overhead. When frontal face is detected, the 

user state is attentive. When face is detected but it is not 

frontal, the user state is inattentive. When face is not detected, 

it is away. In case of interactive and attentive state, display 

power mode is normal. On the other hand, in case of 

inattentive state, display is in slightly low power mode (e.g. 

only backlight is off). In case of away mode, display is totally 

turned off. Note different power mode can be assigned to the 

user state by system vendors.  

Their user study shows that power is saved by up to 14%, 

compared to traditional timeout based display power 

management. It also shows that users experienced less than 

one disturbance per hour, on average, which is acceptable 

enough. 

3 Discussion 

 In this paper, we survey user aware operating systems 

level power management schemes, which are different from 

the traditional schemes, in a sense that information about 

users are utilized. Biometric sensors are used to detect user 

status as explained in Section 2.1. The physiological 

information about user status is used for DVFS (Dynamic 

Voltage and Frequency Scaling). The proposed technique is 

efficient to satisfy users but it should attach additional sensor 

devices to users. Sonar is used to detect user state to save 

display power, depicted in Section 2.2. The proposed 

technique does not need any additional hardware, since most 

laptops have speakers and microphones. However, it may be 

sensitive to external environments. Camera is utilized to 

detect user state for display power saving, explained in 

Section 2.3. The advantage of the proposed technique is 1) no 

additional hardware is required, and 2) user disturbance is 

quite low due to high user state detection accuracy.  

We hope future researches on power management consider 

user satisfaction as well as performance overhead. To 

optimize evaluation metrics, system researchers on power 

management are expected to collaborate with consumer 

researchers for user satisfaction as well as HCI researchers for 

novel sensing devices. 

 

Fig. 2. User states for display power management [3].  
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ABSTRACT

Floating point precision and performance and the ratio
of floating point units to integer processing elements on a
graphics processing unit accelerator all continue to present
complex tradeoffs for optimising core utilisation on modern
devices. We investigate various hybrid CPU and GPU com-
binations using a range of different GPU models occupying
different points in this tradeoff space. We analyse some per-
formance data for a range of numerical simulation kernels
and discuss their use as benchmark problems for character-
ising such devices.

KEY WORDS
MIPS vs FLOPS; computational performance; accelerator;
benchmark; GPU.

1 Introduction
Graphical Processing Units [10, 11] have become almost

mainstream accelerator devices in many applications ar-
eas. They remain non-trivial to program even with the ad-
vent of highly developed software libraries and tools such
as NVidia’s Compute Unified Device Architecture (CUDA)
[12] and Open Compute Language (OpenCL) [16]. There
are still some applications and parts of applications for
which GPUs provide very good speedups and others for
which they are less suitable. To further complicate the users
decision on which platform to deploy upon there have been
many different GPU models released over the last five years
each of which has different design features and performance
characteristics.

In this paper we use some very simple synthetic bench-
marks to experiment with a range of different GPU devices
and benchmark performance across them. Our particular fo-
cus of interest in integer versus floating point performance.

Other factors such as memory transfer bandwidth and the
exact ratio of floating point, double precision and special
function evaluation units also play a part.

Our long term goal is to develop a set of GPU related
benchmarks appropriate for computational fluid dynamics
(CFD) [1, 2, 18] and comparing conventional CFD calcula-
tions [9] that are formulated in terms of partial differential
equations that require raw floating point performance [6]
with those formulated in terms of integer calculations and
a lattice gas model approach [8].

There are a number of well known benchmarks for float-
ing point performance in the context of linear algebra and
matrix calculations [4, 17]. The NAS parallel benchmarks
[3] also exercise some features that are specific to CFD
problems as well. Other benchmarks have considered asyn-
chronous coupling effects between the GPU and its hosting
CPU [13], or have been tailored to specific applications ar-
eas such as particle dynamics [7, 15] or graph and network
problems [5].

There is topical scope to consider multiple GPUs [14,19]
attached to the same CPU and driven or serviced by different
cores. In this present paper however we focus on rather low-
level capabilities of the various GPU accelerators we study
and the main contribution is that we have been able to study
quite a large collection of different vintage devices and can
comment on which particular features contribute to which
low level performance trend.

Our article is structured as follows: We review some of
the key architectural features of graphical processing units
in Section 2. We benchmark the GPUs by separating and
emphasising the individual elements that make GPGPU and
specifically NVidia GPUs both powerful and limiting. The
areas we identified were: integer and double precision com-
putation and global memory access. These elements repre-
sent the greatest divide between the various devices and we
see in Section 3 both the strengths and weaknesses of each
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device relative to the other generations of NVidia hardware.
We present a selection of benchmarks for low level opera-
tions in Section 4. We discuss their implications in Section 5
and offer some tentative conclusions, directions for the fu-
ture and other areas for further investigation in Section 6.

2 GPU Architecture
Since the initial release of CUDA and the rise of GPGPU

computing, NVIDIA has released several GPU architec-
tures. Each of these subsequent GPU architecture releases
have brought with them higher performance and additional
chip capabilities that make GPGPU programs faster and eas-
ier to develop.

The GT200 released in 2008 saw the introduction of dou-
ble precision processing and a reduction on the performance
penalties on non-coalesced memory accesses. The GF100
Fermi architecture GPUs released in 2010 in the GeForce
400 series and saw an increase in the number of cores per
multiprocessor to 32 and most significantly for the GPGPU
community the introduction of an L1/L2 cache structure.
The GF110 was released later in 2010 in the GeForce 500
series which brought with it performance improvements
over the GeForce 400 series. The general architecture of the
Fermi architecture multiprocessor can be seen in Figure 1.

Figure 1: The architecture of a Fermi GPU multiprocessor
with 32 cores, 16 Load/Store units and 4 special function
units.

In 2012 NVIDIA released the new Kepler architecture
GPU featuring the new generation Streaming Multipro-

cess architecture (SMX). These multiprocessors contain 192
cores which has allowed the maximum number of cores in a
single GPU to be increased to 1,536. These GPUs provide
higher performance than the previous generation Fermi de-
vices while using significantly less power. The architecture
of these GPUs is shown in Figure 2.

Figure 2: A Kepler architecture multiprocessor containing
192 cores, 32 Load/Store units and 32 special function units.

While these Kepler GPU have significantly higher perfor-
mance than the previous generation GPUs (theoretical peak
of 3090.4 GFlops for a GeForce GTX680 as compared to
1581.1 GFlops for a GeForce GTX580) the overall mem-
ory bandwidth has remained almost the same 192.2 GB/sec
(GTX680) compared to 192.4 GB/sec (GTX580). This
presents a problem for some GPGPU applications which
maybe limited by memory speed and not computational per-
formance. We evaluate the practical performance of these
two GPU architectures and compare them in terms of com-
putational throughput and memory access.

3 Implementation Method
We decided to reduce the benchmarks (micro bench-

marks) to their simplest possible state. For computation we
chose a basic Linear Congruential random number genera-
tor as shown in Listing 1. While, not the best random num-
ber generator for high quality randomness it only uses in-
teger calculations and no memory access. Each thread has
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one kernel which generates one thousand random numbers.
Only kernel execution time is recorded and averaged over
multiple separate runs.

__global__ void int_compute_benchmark()
{

int ix = blockDim.x *blockIdx.x +threadIdx.x;
int M = 8;
int a = ix;
int c = 3;
int X = 1;
int i;
for(i=0; i<1000; i++)
{

X = (a * X + c) % M;
}

}

Listing 1: Device kernel generating one thousand random
numbers using a Linear Congruential generator for the
integer computation benchmark.

To evaluate the double precision speed of the GPUs we
use the same idea as the integer but change the algorithm
to a simple quadratic equation solver as shown in Listing 2.
This uses both double precision computation as well as the
special function units in each of the multi processors.

__global__ void double_compute_benchmark()
{

int ix = blockDim.x *blockIdx.x +threadIdx.x;
double linear = ix;
double cons = blockIdx.x*blockIdx.y;
double num1=0,num2=0;
double power=0;
for(int i=0; i<1000; i++){

double quadratic = i+1;
power=pow (linear / 2 , 2.0);
num1= ( - linear + sqrt(power - ( 4 *

quadratic * cons )) ) / (2 *
quadratic);

num2= ( - linear - sqrt(power - ( 4 *
quadratic * cons )) ) / (2 *
quadratic);

}
}

Listing 2: Device kernel to solve one thousand different
quadratic equations for the double precision computation
benchmark.

We examine how memory reading and writing speed dif-
fer between the devices. Again we use the most simple ex-
ample to exasperate memory transfer cost. Examining both
random and coalesced reads and writes exposes the advan-
tages and flaws for differing architecture. We expect that
the random reads will perform much worse on all devices
but will affect the 600 series cards the most, as the number
of multi-processes have been reduced.

Listing 3 shows the algorithm we use to test the coalesced
memory reads and writes. Firstly we allocate two integer ar-
rays and populate them with random integers. The memory
allocation and population is not included in the benchmark
timing. Each element is then copied from array A to array
B, incremented and written back to A. This allows for large
coalesced reads and writes with very little other computa-
tion.
__global__ void
coalesced_memory_benchmark(int *A, int *B,int *

rStore)
{

unsigned int i = ((((blockIdx.y * gridDim.x)
+ blockIdx.x) * blockDim.x) +
threadIdx.x);
A[i] = B[i];
B[i]++;
B[i] = A[i];

}

Listing 3: Device kernel to benchmark the coalesced
memory read and write speed of the devices.

__global__ void
random_memory_benchmark(int *A, int *B,int *

rStore)
{

unsigned int i = ((((blockIdx.y *
gridDim.x) + blockIdx.x) *
blockDim.x) + threadIdx.x);

int rnd1 = rStore[i];
int rnd2 = rStore[rnd1];
int rnd3 = rStore[rnd2];
int rnd4 = rStore[rnd3];
A[rnd1] = B[rnd2];
B[rnd3] = A[rnd4];

}

Listing 4: Device kernel to benchmark random memory read
and writes to device global memory.

Listing 4 shows the algorithm we have used to benchmark
the random memory access time for the various GPUs. Each
thread must perform two random reads and two random
writes to global memory. Using the same random number
for multiple threads may result in some collisions. However
as this is consistent across all of the benchmark it does not
present any advantage to a specific device.

4 Performance Results
Figure 3 shows the plot of kernel execution time for the

integer computation benchmark vs the number of thread
blocks, which contain 32 threads each. We see generally
predictable results. With the GTX 680 the fastest followed
but the: 2090, 580, 590 and so on. The order is represen-
tative of the number of cores per GPU and for devices with
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260 480 580 590 660m 680 M2050 M2070 M2075 M2090
Compute Version 1.3 2.0 2.0 2.0 3.0 3.0 2.0 2.0 2.0 2.0
Total Global Memory(MB) 896 1536 1536 1536 512 2048 2687 5375 5375 5375
Number of Compute Cores 216 480 512 512 384 1536 448 448 448 512
Number of Multi Procs 27 15 16 16 2 8 14 14 14 16
GPU Clock Rate(MHz) 1400 1400 1590 1225 950 706 1150 1150 1150 1301
Memory Clock (MHz) 1000 1848 2004 1710 256 3004 1546 1494 1556 1848
Memory Bus(Bit) 448 384 384 384 256 256 384 384 384 384
L2 Cache(KBytes) 0 768 768 768 512 512 768 768 768 768
Const Memory Size(KB) 64 64 64 64 64 64 64 64 64 64
Shared Memory Size(KB) 16 48 48 48 48 48 48 48 48 48
Registers Per Block 16384 32768 32768 32768 65536 65536 32768 32768 32768 32768
Has ECC No No No No No No Yes Yes Yes Yes

Table 1: Table comparing the various NVidia GPU models that we benchmark.

Figure 3: Integer computation test

the same number of cores the clock speed separates them.
Figure 4 shows the kernel execution time for the double

precision computation benchmark vs the number of thread
blocks, again containing 32 threads each. Unlike the integer
computation benchmark we see some unexpected results.
We see that the most recent GPU tested the GTX 680 is the
slowest aside from the 200 series GPUs. As expected the
Tesla compute cards are the best performing cards in this
test. With the 2050 and 2070 again showing nearly identical
results as the main difference between them is the memory
size and minute GPU clock rate difference. The 2075 shows
an improvement over the 2070 and 2050 which is then fol-
lowed by the 580 and 480.

We see in Figure 5 the results of the random access mem-
ory benchmark. Again the results of this test are unusual

Figure 4: Double computation test

as the most recently released GPU the GTX 680 is not the
fastest as it is beaten by the 480, 580 and 590. We believe
this is due to the smaller number of multiprocessors in the
680 with eight compared with sixteen in the 580 and 590
and 14 in the 480. Because the multiprocessors handle the
memory operations for the cores within each one, randomly
accessing the memory will significantly affect the devices
with lower numbers of multiprocessors.

Figure 6 shows us the results of the coalesced memory
access bench mark. We see that unlike the random access
benchmark the 680 performs very well. The 580 also per-
forms well and comes in a close second. The GPUs seem
to be grouped into three distinct groups with the 260 and
the 295 performing surprisingly well compared to the Tesla
GPUs.
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Figure 7: GFlops (above) and GFlops per core (below)

5 Discussion
GPUs are primarily designed to render computer graph-

ics and only recently have begun to be used for general pur-
pose computing (GPGPU). Producing graphics requires pri-
marily integer calculations and we see the result of this in
Figure 3 where each generation of NVidia GPU performs
better than the previous. The main factor in the integer com-
putation performance seems to be the number of cores fol-
lowed by the clock speed. We see evidence of the impact

clock speed makes in the difference between the 580 and
590 which have almost identical specifications aside from a
lower GPU clock speed and lower memory clock speed. The
2075 is also significantly slower than the 2070 and the 2050
as with the memory benchmark this cannot be explained by
the specifications.

Double precision has historically been a weak point for
GPGPU and specifically the NVidia GeForce consumer
GPUs. In the Tesla series they have concentrated on bridg-
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Figure 5: Integer memory test random access

Figure 6: Integer memory test with contiguous access

ing this divide and we see the results of this in Figure 4.
The Tesla cards: 2050, 2070, 2075 and the 2090 all perform
much better than their GeForce counterparts. More surpris-
ingly the best of these cards was the oldest Fermi architec-
ture card, the 480. The 680 being the slowest card despite
being one of the new generation Kepler is reflective of the
growing divide between the consumer graphics cards and
the professional level GPGPU devices such as the 2090 and
consumer graphics focused GeForce cards such as the 680.
Although the 680 has many more cores that all of the other
GPUs, the ratio of special function units to compute cores is
much lower.

The random access memory benchmark shows some sur-

prising results as explained in Section 4. Again we see
the 680 being out performed by the previous generation
of GPUs. As with the Double precision benchmark the
evolving architecture prioritising the number of cores over
the number of multiprocessors and special function units.
The relatively large improvement of the 2075 over the 2050
and the 2070 cannot be fully explained by the specifications
shown in table 4 we can only assume that the change in ar-
chitecture from GF100 to GF110 in the 2070 and 2075 re-
spectively has some unseen performance benefit in access-
ing random memory.

The coalesced memory access benchmark is similar to
the integer computation benchmark as it reflects the NVidia
ideal where all memory access is coalesced. The 680 is not
massively faster than the 580 it represents an evolutionary
improvement over the previous generation. The biggest sur-
prise is the speed of the Tesla cards, which are mostly much
slower than their equivalent GeForce cards. The 2050, 2070
and 2075 are all beaten by both of the 200 series cards.
We believe this is due to the higher memory clock and core
speed.

Figure 7 (lower) illustrates the overall trend of the NVidia
GPGPU architecture. We see that while the overall GFlops
per GPU has been increasing as shown in Figure 7(above),
the computational power per core has been decreasing. This
clearly shows NVidia’s plan for GPU architectures moving
forward. It may reduce the effectiveness of NVidia GPGPU
for memory intensive simulations and possibly more impor-
tantly simulations which rely on special function units as
shown in Figure 4

6 Conclusion
We have shown that by creating simple micro benchmarks

we can easily identify and compare specific functions of
GPUs. We see that although some of the latest NVidia GPU
architectures have raw performance in certain areas they
do not perform as well in fifty percent of our benchmarks.
While we do not propose buying older generation GPUs, it
may give insight into why simulations are not performing as
well on some GPUs and not others. We also show that there
is a growing divide between the GeForce consumer cards
and the professional GPGPU Tesla GPUs. The next genera-
tion of GPUs that have been announced are the K20x and its
GeForce cousin the Titan show the continuing trend towards
the many core less multiprocessors architecture.
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Abstract - Parallel programming is prevalent in every field 

mainly to speed up computation. Advancements in 

multiprocessor technology fuel this trend toward parallel 

programming. However, modern compilers are still largely 

single threaded and do not take advantage of the machine 

resources available to them. A good deal of research has been 

reported on compilers that add parallel constructs to the 

programs they are compiling, enabling programs to exploit 

parallelism at run time. Auto parallelization of loops by a 

compiler is one such example. Parallelizing the compilation 

process itself has received less attention.  

Parallelization brings along with it issues like 

synchronization and communication overhead. In the 

semantic analysis phase of a compiler, these issues are of 

particular relevance during the construction of the symbol 

table. This paper presents an approach to parallelizing 

program compilation during the semantic analysis phase. The 

parallel compiler developed here augments the work done 

formerly on a concurrent compiler developed at the 

University of Toronto. The performance speedup obtained 

using the parallel compiler is evaluated using a shared 

memory multiprocessor and a distributed Beowulf cluster. 

Keywords: Parallel processing, Compilers, Parsing, Shared 

memory, Distributed processing. 

 

1 Introduction 

  A compiler translates a program written in one language into 

an equivalent program written in its target language [1]. The 

target language can be machine code or intermediate code. 

Research continues to this day towards generating efficient 

machine code. Figure 1 illustrates the different phases of a 

compiler. Every phase in the compiler plays a distinct role. 

The scanner also called a lexical analyzer breaks the source 

code into atomic units of the language called tokens. The 

parser performs syntax analysis on the tokens provided by the 

scanner. It verifies that the source code conforms to the 

syntactic structure defined by the grammar of the language. 

The semantic analysis phase verifies that the source code has 

meaning.  In this phase, the compiler typically enters 

information about the data types, scopes and other attributes 

associated with identifiers into the symbol table. This 

information guides the semantic analysis phase. In the 

optimizer phase, the compiler may include code improvements 

or optimizations to the source code.  

 

 

 

Figure 1: Phases of a Compiler [1] 

 

Compilation of large programs could take a substantial 

amount of time. With the availability of multi core processors, 

parallel computing is emerging as a prevalent computing 

paradigm. Modern compilers are now capable of applying 

optimizations that produce highly efficient code targeted for 

multiprocessors. The industry focus is largely on producing 

optimizing compilers that add parallel constructs to the 

programs, therefore allowing the developers of the code to be 

oblivious of the underlying machine architecture. However, 

the compilation process itself is far from optimized. Adding 

parallel constructs to the program can affect the overall time 

needed for compilation. Parallelizing the different phases in 

the compiler will allow the compiler to employ more time 

consuming optimizations. Although compilation in parallel 

sounds promising, achieving overall speedup, efficiency and 

ease of implementation has been an elusive research goal to 

date.    

Seshadri and Wortman [7] propose various techniques for 

parallelizing the semantic analysis phase. The techniques used 

in [7] are discussed in further detail in section 2.1.  The 

present study enhances the work done in [7] and proposes a 

new technique for parallelizing the semantic analysis phase. 

Lexical analysis and code generation appear to be easily 
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parallelizable as compared to semantic analysis [3, 5]. The 

parsing technique used in the proposed parallel compiler is top 

down recursive descent parsing.  The compiler performance is 

evaluated on two different computer hardware architectures: a 

shared memory multiprocessor architecture and a Beowulf 

cluster.    

Section 2 summarizes related previous work on parallel 

parsing and compiling. Section 3 discusses some of the 

implementation issues faced when designing a parallel 

compiler. The technique used for concurrent semantic analysis 

is discussed in section 4. The host environments used to 

evaluate the performance of the parallel compiler are 

discussed in section 5. Section 6 evaluates the performance 

metrics obtained for the parallel compiler and the speedup 

attained with the parallel version as compared to the 

sequential version of the compiler. Speedup is measured as a 

ratio of execution time of the sequential algorithm to the 

execution time of the parallel algorithm.   

2 Related Work 

 The work of Seshadri and Wortman [7] discussed in section 

2.1 is chosen as the primary reference in view of the fact that it 

is also trying to solve the same problem; achieving parallelism 

in the semantic analysis phase.  In addition, the authors 

present a well-structured analysis of the problem at hand.  

2.1 Parallelizing the Semantic Analysis Phase 

 The concurrent compiler developed at the University of 

Toronto [6, 9] takes the approach of applying parallelism in 

the semantic analysis phase of compilation.  The compiler is 

built for source languages that require identifiers to be 

declared before they are referenced.  The lexical analysis stage 

is sequential and is enhanced to recognize structural 

boundaries and split the source code into blocks for further 

processing.  Scope boundaries determine parallel blocks. 

Some of the major challenges encountered in this approach 

were the construction of the symbol table and error reporting.  

The symbol table would have to be protected by mutual 

exclusion mechanisms to prevent simultaneous writes to the 

table. This could result in a lot of time spent by a process just 

waiting to get a lock on the symbol table and consequently 

slow down processing.  Moreover, the symbol table lookup 

operations for identifiers had to take into account that the 

tables could be incomplete.  Because of concurrent 

processing, the declaration of an identifier might not be 

processed before the identifier is used.  It is not possible to 

know at this point if the declaration does exist and will be 

processed subsequently.  The authors term this scenario as the 

“doesn’t know yet” (DKY) problem. The authors [7] propose 

the following three strategies for dealing with the DKY 

problem.  

 

2.1.1 DKY Avoidance 

 In this approach, parent scopes are processed before any 

child scopes resulting in simplified symbol table management.  

If an identifier declaration is not found while performing a 

symbol table lookup then it is safe for the compiler to flag it 

as an error.  However, this strategy can affect parallel 

processing.  The amount of parallelism achieved would 

heavily depend on the structure of the program being 

compiled. 

2.1.2 DKY Handling 

 In this approach, DKYs are allowed to occur; the 

process encountering the DKY is suspended until another 

process resolves the DKY.  This complicates and slows down 

symbol table operations. 

2.1.3 Hybrid Approach 

 Semantic analysis is split into two phases.  In the first 

phase, all the declarations in the program are processed and 

the symbol table is constructed from this information. In the 

second phase, statements of the program are processed. This 

eliminates any synchronization issues in the second phase and 

simplifies the compiler algorithm used for parallelism. 

However, this approach requires an extra parse of the 

program.   

 Experimental results show that performance of all three 

approaches was alike.  The performance difference between 

DKY handling and DKY avoidance was small due to 

significant identifier cross usage between scopes.  Though 

expected, the hybrid approach did not outperform the other 

two approaches.  The compiler was built for Modula-2+.  

Declaration processing in Modula-2+ took more time than 

statement processing and hence the hybrid approach did not 

achieve a significant speedup over the other approaches.  The 

average speedup factor for the above three approaches was 

approximately 2.5.  

2.2 Parallelizing the Lexical Analysis Phase 

G. Srikanth [8] and Kumar et al. [3] parallelize the lexical 

analyzer’s scanning and tokenizing phases. Aho-Corasick is 

used for pattern matching because of its high-speed string 

search capabilities.  In order to split the input, a static block 

size is first determined based on the input file size. Based on 

this static block size, the input file is then split into dynamic 

blocks using the newline character as a delimiter. These 

blocks are processed in parallel.  A 50% reduction in 

execution time was observed as compared to the sequential 

version. 

2.3 Parallelizing the Code Generator 

Gross et al. explored parallelism in the optimization and 

code generation phases of compilation [2].  The structure of 

the programming language used as an input to the compiler 
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consists of a high-level module.  This module can contain one 

or more sections. Sections in turn can contain one or more 

functions that constitute a unit of work.  Parallelism is 

achieved by spinning off processes for each section in the 

program. Processes communicate via messages, as there is no 

global shared memory involved in the host architecture.  

Experiments show a speedup factor ranging from three to six 

over that of the sequential version of their compiler.  

3 Implementation Issues 

The challenge with parallelizing the semantic analysis phase 

is symbol table creation and management. The semantic 

analysis phase accesses the symbol table frequently to perform 

additions, deletions and read operations. It is critical for these 

operations to be efficient and performed in near constant time.  

As with any kind of parallelism that involves a shared data 

structure, concurrency and synchronization problems could 

negate any performance benefit attained. 

 The traditional compiler algorithms for sequential 

compilers ensure that the outer scopes are built and that 

declarations are added to the symbol table before the 

processing of the inner scopes begin and before these 

declarations get used. This makes error reporting 

straightforward because the compiler can flag an error when 

encountering an identifier not found in the symbol table. A 

parallel compiler will have to take into account that the outer 

scope processing might not have completed while the inner 

scope is processed. The compiler will have to defer error 

reporting until all related scopes are processed. 

4 Parallel Compiler Design 

 The source program is divided into multiple parallel units 

such that each unit can be processed and compiled in parallel.  

The approach for data partitioning used in the present study is 

the same as the one used in [7]. Scope or function boundaries 

are used to partition data. This approach to partitioning 

reduces the dependency between processes and can save some 

expensive communication between processes.  

 The parallel compiler is implemented using the Master-

Worker design pattern. A Master-Worker design pattern 

allows identical computations to be performed in parallel.  

Figure 2 demonstrates the master worker pattern. 

4.1 Master 

 The main process invoked when processing begins is the 

master. The master is responsible for lexical, syntax and 

semantic analysis as well as intermediate code generation for 

all global variables and function declarations. The master does 

not analyze the function body itself. The master first invokes 

lexical analysis on the input file specified. During the lexical 

analysis phase, the master looks for any tokens that indicate 

the start of a function. If the master finds a function 

declaration, it invokes a worker and passes the file pointer 

handle that holds the start of the function to the worker. The 

master then skips to the end of the function and continues with 

lexical analysis on the rest of the file, invoking workers when 

needed. A thread pool dictates how many workers can be 

active at a time.   

 

 

Figure 2: Parallel Compiler Structure 

 

 Once the master is done with the lexical analysis stage, it 

continues with syntax analysis, semantic analysis and 

intermediate code generation.  In the semantic analysis phase, 

the master builds the symbol table referred to as the master 

symbol table.  The master symbol table contains all global 

declarations. The master waits for all workers to complete 

their processing.  It then validates and combines the outputs 

from all workers.   

4.2 Worker 

 The worker is responsible for lexical, syntax and semantic 

analysis as well as intermediate code generation for the 

function body. The worker first invokes lexical analysis on the 
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function body. It stops its lexical analysis when it finds the end 

of function. When the worker has enough information about 

the attributes of the function that it is processing, it sends an 

update message to the master with this information.  Attributes 

of a function include its return type, number of arguments and 

the data type of those arguments. The master updates its 

symbol table with this information so that the function 

declaration is available for use by other workers. This is the 

only scenario in which the worker sends an identifier over to 

the master so that the function declaration can be added to the 

master symbol table. 

 In the semantic analysis phase, the worker keeps track of 

any DKY’s.  When the worker encounters an identifier with a 

DKY, the worker marks that identifier as a dummy and adds it 

to a dummy symbol table. As processing continues, the worker 

starts guessing the attributes related to the dummy identifier.  

The logic behind the guesswork is to assign values to the 

identifier that will avoid a compile error at that point in time. 

For example, consider that the worker comes across a 

statement as below: 

                        SUM = ADD(2,3); 

Supposing the worker did not find the declaration of the 

identifier SUM in the master symbol table.  It first adds SUM 

to the dummy symbol table. In order for the above statement 

to not throw a compile error, the type of SUM needs to be the 

same as the return type of the function ADD.  Two scenarios 

are possible here: ADD is found in the master symbol table, or 

ADD also had a DKY.   If ADD is found in the master symbol 

table, the worker assigns the return type of function ADD to 

the data type of SUM.  It stores this information in the dummy 

symbol table.  If ADD had a DKY, the worker cannot deduce 

any information about the data type of SUM. In this case, it 

stores the fact that SUM and ADD are related by type. The 

parser can deduce this information from the order of parsing 

inherent in a recursive descent parser. Information about 

identifiers related by type is stored in a related identifiers list. 

 For future lookups of the same identifier by the same 

worker, first the master symbol table will be searched and then 

the dummy symbol table.  If the master did process the 

identifier by this point in time, the entry from the master 

symbol table is retrieved.  The entry from the dummy symbol 

table will be retrieved only if the master has not processed the 

identifier yet. The dummy symbol table is local to the worker; 

the master symbol table is never updated with the information 

from the dummy symbol table.  When the worker has finished 

processing its block, it hands the intermediate code it 

generated along with the dummy symbol table back to the 

master. If a related identifiers list was created during 

processing, that list is also sent back to the master. 

 When all workers have finished processing their respective 

functions, the master has all the information necessary in its 

master symbol table to validate the results from the workers. 

Validation includes verifying that any identifiers with DKY's 

are in fact present in the master symbol table.  In addition, any 

information that was guessed by the workers is validated 

against the entry in the master symbol table.  If there is a 

disparity between the guessed attributes and the attributes 

found in the master symbol table, the identifier is flagged as an 

error. Consider the previous statement: 

                      SUM = ADD (2, 3); 

Let us assume that SUM is of type integer and return type of 

ADD is a float. If SUM had a DKY and ADD did not have a 

DKY, the worker would have added SUM to the dummy 

symbol table and assigned float as its type.  When the master 

is validating the results from the workers, it finds a conflict 

between the declaration for SUM in the dummy symbol table 

and the master symbol table and reports the conflict as an 

error.  If SUM and ADD both had a DKY, they would be 

added to the related identifiers list.  When examining this 

related identifiers list, the master would catch the fact that 

SUM and ADD have different types. 

 Creating dummy identifiers and guessing their attributes 

reduces the overhead involved with inter-process 

communication.  This approach of having a separate master 

symbol table and individual worker symbol tables drastically 

minimizes the amount of concurrent writes to the symbol 

table.  

5  Host Environment 

      The parallel compiler was run on two different host 

systems to evaluate which computer architecture would suit 

the program better.  Following are the specifications for the 

two systems. 

5.1 Uranus 

 Uranus is a thirteen-node Beowulf cluster with Gigabit 

Ethernet network.  All nodes are made up of 2.83GHz Intel 

Xeon processor. On this distributed Uranus cluster, 

communication between the master and the workers was 

achieved using Java’s remote method invocation (RMI) 

interface. In order to run the tests the workers are first started 

on the remote nodes.  The parallel compiler is then invoked 

which in turn invokes the master.  

5.2 Atlas 

 Atlas is a shared memory multiprocessor machine. It has a  

Quad Quad-Core Intel Xeon processor with a total of 64 

threads running at 2.00 GHz along with 128 GB RAM. In 

order to take advantage of the shared memory system in Atlas 

two versions of the program were created. The first version 

does not use any RMI. The master, at runtime, first creates and 

starts workers and then invokes them with tasks. This program 

is referred to as the Atlas program.  Since the master and 

workers run on the same Java Virtual Machine (JVM), they 

can easily take advantage of the shared memory system 

provided by Atlas.  In the second version, the workers are first 

started and initialized before the compiler is invoked. The 

master does not create or initialize the workers. This is similar 

to the program developed for Uranus in 5.1. It uses RMI for 

communicating between the master and the workers. This 

program is referred to as the Atlas RMI program. 
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 Theoretically, both the versions above have their 

advantages and disadvantages.  In the Atlas version, the 

workers have the advantage that their copy of the master 

symbol table is always current since the master symbol table is 

a shared data structure. This should lead to fewer DKY’s. The 

disadvantage though is that the workers have to go through 

initialization every single time the program runs. This is 

because the master creates and initializes the workers. This 

initialization time adds to the overall response time of the 

compiler. On the contrary, the response time for the Atlas 

RMI program will not be dependent on the time it takes to 

initialize workers. However, since the workers and the master 

do not run on the same JVM, they communicate with each 

other using RMI. In this case, the master symbol table 

becomes distributed.  

6 Results 

   Compiling a program, whose size is measured in KLOC 

(Thousand Lines of Code), can take a significant amount of 

time on a traditional sequential compiler.  Relatively smaller 

programs might not benefit from parallel compilation.  Ideally, 

the speedup in compilation time should be n where n is the 

number of processors involved in compilation.  Linear 

speedup would be the ideal goal, but probably overly 

optimistic. The overhead associated with communication 

between multiple processes can prevent linear speedup. The 

implementation overhead can also contribute to this reduction 

in performance.  In addition, the programming style used in 

the input program can negatively affect the execution times.   

6.1 Performance Results 

 The test bed comprises of input programs with different 

sizes and different programming styles. This includes 

programs that have a lot of identifier cross usage between 

scopes resulting in DKY’s. The sequential response time in 

the following graphs is represented by the value shown in the 

graphs when the number of parallel threads is equal to one. 

Figure 3 shows the response time of the parallel compiler for 

a relatively large program with ten thousand lines of code. 

The parallel response times are significantly smaller than the 

sequential response times.   

 The speedup obtained largely depends on the number of 

functions in the input and on the size of these functions.  For 

an input program that has many small functions in it, the 

overhead of delegating each of these functions to the workers 

proves to be costly.  This overhead can decrease the speedup 

obtained.  

 Scheduling of tasks and processor assignment are good 

candidates for improvement.  Currently, a simple first come 

first serve strategy is used to schedule tasks on different 

processors.  As discussed previously, if the size of the 

function is small, parallel execution could take more time as 

compared to its sequential counterpart.  A better approach 

would be to group together all the small functions and process 

them together using one processor. 

 

Figure 3: Response times for 10000 LOC 

 

6.2 Performance Comparison 

   For smaller programs, namely programs in the range of 

500 lines of code, the Atlas RMI program performs better than 

the Atlas program.  Figure 4 shows a consolidated view of 

performance of all three programs on an input with 500 lines 

of code.   

 

 

Figure 4: Comparison of response times for 500 LOC 

 

 As discussed in section 5.2, the Atlas program does not 

initialize workers in advance.  The time taken to initialize 

workers in the Atlas program contributes towards the total 

response time of the program.  For smaller programs, this 

initialization time results in a significant addition to the overall 

response time and hence the Atlas RMI program performs 

better than the Atlas program. 

 In comparison, as the size of the program increases the 

initialization time of workers is negligible compared to the 

time spent on remote method invocations. Hence, for larger 

programs the Atlas program performs better than the Atlas 

RMI program. Figure 5 shows the performance of all three 

programs on an input with 5000 lines of code.   
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Figure 5: Comparison of response times for 5000 LOC 

 

      The sequential response time for an input of any given size 

on Uranus is better than the sequential response time for the 

Atlas programs. The same cannot be said for the parallel 

response times. The programs for Uranus and Atlas RMI are 

the same. Both initialize workers in advance and the master 

and workers communicate using RMI. However, the speedup 

obtained using Atlas RMI is marginally better than that 

obtained using Uranus. This is true for inputs of any given 

size. 

6.3 DKY versus No DKY 

   During execution of the parallel compiler, if any of the 

parallel threads encounter a DKY situation they guess the 

attributes of the identifier and move on.  Workers add these 

attributes along with their guess information to a list. 

Depending on the style of programming, there could be a 

sizeable amount of DKY attributes in this list.  The master has 

to compare this list with the master symbol table to uncover 

any errors. In order to evaluate the overhead introduced by 

this validation, a comparison was made between the response 

times obtained by an input with no DKY versus response 

times obtained from the same input program written such that 

there would be many DKY identifiers.   

 
 

Figure 6: DKY versus No DKY for Atlas 

 

  Figure 6 demonstrates the results obtained from this 

comparison using an input with 5000 lines of code for Atlas.  

The results show that the overhead introduced by this 

validation is negligible. 

 

7 Conclusion 

    Improving the speed of the first four phases of 

compilation allows the compiler to apply more time-

consuming optimizations. Substantial improvements in 

compilation time can be achieved using concurrency. On the 

parallel compiler using 10 parallel processors, the speedup 

achieved was 3 for smaller programs and 3.5 for larger 

programs.  As expected, the implementation overhead 

prevented linear speedup.  

 The most significant contribution made here is the 

strategy of making use of the parsing technique itself to deal 

with symbol table management. The natural order of parsing 

in a recursive descent parser guides this strategy. This guides 

the semantic analysis phase eliminating the need for blocking 

or suspending threads.  It also eliminates the need for an extra 

parse of the program. This addresses the limitations of the 

approaches used in [7]. Significant identifier cross usage in 

the program does not affect the speedup obtained as shown in 

section 6.3.  The technique used for splitting the program and 

parallel processing of individual functions neither introduced 

nor masked any syntax or semantic errors.  

 This research also compares the implementation of the 

parallel compiler on two different host environments namely a 

thirteen-node distributed Beowulf cluster and a shared 

memory multiprocessor machine. The parallel compiler 

performs best on the shared memory multiprocessor machine.   
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Abstract – We propose a method, called SDD, for 
improving performance of file level de-duplication for 
primary file servers. The processing time of the de-
duplication is increasing because more and more files are 
being stored in the servers, therefore the de-duplication 
process cannot finish during assigned time. According to 
previous studies, large files stored in the servers are 
dominant in terms of the storage space, while rather small 
files are dominant in terms of file count. SDD sets a file 
size threshold to narrow down target files. We develop and 
evaluate a prototype system using SDD, which increases 
the throughput of the de-duplication processes. 

Keywords: De-duplication, File Server, File System, 
Indexing 

 

1 Introduction 
 In order to share information in nowadays digital 
communications world, an increasing number of files are 
being stored in primary file servers. This game change 
concerns mostly server administrators, who are responsible 
for managing infra-structures and cost. One of the 
common solutions for this problem is the use of de-
duplication [1]. De-duplication finds redundant data from 
file system volumes and eliminates them, thus reducing 
storage foot-print. Examples of products that use de-
duplication are EMC Data Domain [1] [2] and NetApp’s 
A-SIS [3]. 

 We can classify de-duplication in terms of its 
abstraction level, i.e., block level de-duplication [2] or file 
level de-duplication [4]. Block level de-duplication detects 
duplicate datasets in the entire file system volume by using 
fixed or variable block sizes, while file level de-
duplication detects duplicate files. Typically, block level 
de-duplication leads to a more effective redundancy 
elimination, but imposes a larger management overhead to 
the system. Therefore, file level de-duplication is usually 
considered to be more suitable for primary file servers, 
where latency and throughput are highly prioritized when 
compared to storage space availability. 

 De-duplication is commonly executed during low-
usage periods, such as on weekends or in the night. 
However, the amount of files stored in servers is rapidly 
growing, and problems arise when de-duplication 
processes are unable to finish during assigned periods. 
This scenario has pointed out the need for better file level 
de-duplication techniques. 

 In this paper we present the selective de-duplication 
method (SDD) for improving file level de-duplication 
performance on primary file servers. In a nutshell, the 
proposed method sets a threshold that represents the 
minimum file size considered for de-duplication. 

 This paper is organized as follows. Section II 
presents the state-of-art method on file level de-duplication 
and current challenges. Section III describes the SDD 
method. Section IV presents our prototype system. Section 
V reviews related work, and Section VI summarizes our 
work and draws conclusions. 

2 File level de-duplication and 
challenges 

 This section summarizes file level de-duplication and 
the challenges of using them on primary file servers. 

2.1 Summary of file level de-duplication 

 File level de-duplication consist of a detection 
process and a deletion process. 

1) Detection process 

 The detection process finds files with identical 
“bodies”, which are referred to later as ‘duplicated files’. 
Generally, duplicated files can be found by referring to 
their hash values. Conventional methods calculate the 
files’ hash values by hash functions, such as SHA-1 or 
SHA-256, when they are stored on the server. Moreover, 
hash values are recalculated and updated if the files are 
modified. To detect duplicated files, the detection process 
searches for identical hash value on a registry or database. 
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 This is an effective method for detecting files that 
have the same data. However, there is a very low 
probability that distinct file bodies present the same hash 
values. Therefore, for the sake of certainty, some file 
servers compare files that have the same hash value byte-
by-byte. 

2) Deletion process 

 The deletion process selects one of the duplicated file, 
possibly randomly, and deletes the bodies of the other ones. 

 Figure 1 shows an example of the deletion process. 
There are two duplicated files, File1 and File2, selected by 
the detection process described above. These files 
comprise a metadata header and a data body, and the 
metadata header points to the data body. The deletion 
process deletes the data body of File2 and updates File2’s 
pointer to point to File1’s data body, achieving a de-
duplication ratio of 50%. 

2.2 Challenges of file level de-duplication for 
primary file servers 

 Figure 2 illustrates the conventional de-duplication 
process and its common issues. 

 One of the issues with de-duplication is that, even 
though file-level de-duplication tends to optimize 
management overhead costs when compared to block-level 
de-duplication, calculating hash values for every file and 
managing them might impose an important burden on 
primary file systems, where potentially millions of files 
may be stored [6]. Furthermore, file servers accessed by 
multiple users present higher operation throughput (file 
creation, update, deletion etc.). 

 Additionally and more importantly, when a de-
duplicated file is modified, it has to be separated from its 
“set”, which might involve extensive data copying, even 
for small modifications. 

3 Proposed method for reducing file 
level de-duplication cost 

 Here we present the selective de-duplication method, 
or SDD, for reducing the management cost of file level de-
duplication on primary file servers.  

Fig. 2. Processes of conventional de-duplication and 
problems: Hashing all the files and updating de-
duplicated files makes challenges.  
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Fig. 1.  Example of deletion process. The deletion 
process deletes all duplicated data bodies except one 
and sets a pointer to it in the de-duplicated files 
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3.1 Policies for reducing costs 

 The SDD method sets two policies, as described 
below. 

1) SDD Policy 1: file size 

 Matsumoto et al. [5] concluded that files of about 
1KB dominate file systems in terms of the number of files; 
however, the file system volumes also likely to have a 
significant number of large files that are over 1MB. 
Meanwhile, Mayer et al. [6] described that a few large files 
might use a large amount of a file system volume. 
Therefore we can process most of the data in file system 
volumes by handling large files. Accordingly, we set a 
threshold on the minimum file size that is to be processed 
in order to narrow down target files.  

 Meanwhile, if files to be processed are different in 
size, it means they cannot be de-duplicated. So by 
checking only the same sized files, we can avoid detection 
overheads on files that absolutely cannot be de-duplicated. 

2) SDD Policy 2: file age 

 Mayer et al. [6] concluded that most files are updated 
shortly after being created. Hence, if these files are 
selected for de-duplication, they may soon be separated 
again. Hence, one can prevent such files from being de-
duplicated by referring to their last modification time. 

3.2 Methodology 

 The SDD method can be described by three key 
points. 

1) Using search engine to find large files 

 The proposed method employs a search engine to 
find such files, using the policies described above. The 
search engine crawls through the file system, and when it 
finds files that matches the policy, it adds it to a list. After 
crawling, it executes the de-duplication process over the 
selected files. 

2) Sharing of data body between de-duplicated files 

 As opposed to conventional implementations of de-
duplication processes [7], the SDD method proposes the 
separation of the data body from the de-duplicated files 
altogether. The separated body, referred to as a shared file, 
or SF, is a special-purpose hidden file of the file system 
and works as a base reference where the de-duplicated 
files metadata point to. 

 As a consequence, when a de-duplicated file is 
updated, it keeps the reference to the SF plus the 

differential data that has been modified, as in a “diff” 
process. Figure 3 illustrates this scenario. 

3) Using file size as a database key 

 The proposed method registers the file size as a 
database key instead of its hash value. Therefore, it can 
narrow down the files to be de-duplicated by referring to 

Fig. 3.  Sharing data body between two de-duplicated 
files. De-duplicated files point to a shared data file. 
The de-duplicated files store differential data in their 
data body 

Fig. 4.  The name space in the file system volume is 
divided into two parts. The “export” directory has 
files stored by end users and the “index” directory 
stores SFs. De-duplicated files in the export 
directory point to the shared file in the index 
directory 
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the file size instead of the hash values. After that, the 
detection process compares extracted files byte-by-byte. 

 Instead of using a conventional database, such as 
Berkley DB [8], to store and organized the metadata, we 
have chosen to use the local file system and an especially 
designed directory structure. The proposed method divides 
the file name space into two main groups as shown in 
Figure 4: export and index. The export directory stores 
end-user files and the index directory stores SFs. 
Furthermore, the index directory is divided into sub-
directories as file access performance generally decreases 
when too many files are stored in one single directory. 

 We also employ a hierarchical sub-directory division 
in which SFs are distributed to directories reserved to its 
specific file size. For example, the 1MB sub-directory has 
sub-directories ranging from 1MB to (2MB - 1B), as 
depicted in Figure 4. Moreover, the 1.1MB sub-directory 
has SFs that are 1.1MB.  

 An additional benefit of using the file size as the 
basic key is that such key is actually managed by the file 
system itself, saving us the need to create a separate 
indexing structure base on additional metadata, as hash 
tags managed by databases. 

4 Evaluation 
 This section describes our evaluation of a SDD 
prototype. 

4.1 Environment 

 Table 1 describes the test environment. We develop 
the prototype system on a server running Debian GNU 
/Linux. The server is connected to a storage subsystem via 

Table 1  Environment of evaluation 

Item Specification 
CPU Intel® Xeon(TM) CPU 3.60GHz 
Memory 8GB 
Internal HDD 
(for OS) 

SEAGATE ST373207LC，73.4 GB 

Operating  
System 

Debian GNU/Linux, Linux 2.6.30.1 
w/ file level de-duplication function 

File System XFS w/ file level de-duplication 
function 

Storage 
Subsystem 
(volume) 

HDD: 75GB, RAID Level: 1+0, 
Connection: Fibre Channel, One LV 
is created by LVM. The size of LV is 
590GB. 

Dataset 
 characteristics  

Office data 

Size of dataset 490GB 

Fibre Channel. The dataset is stored in the storage 
subsystem. The dataset is about 490GB and have about 
1.14 million files.  

 Figure 5 shows the main characteristics of our dataset. 
The x-axis represents the maximum file size in a 
decreasing log scale. The solid line graph is the percentage 
of cumulative total size. The dashed line graph shows the 
percentage of the cumulative number of files. For example, 
focusing on 2MB, these graphs show the cumulative 
values that sum up 2MB files in terms of the total size and 
the number of files. These graphs show that files that are 
over 2MB account for 3% in terms of the number of stored 
files but 80% in terms of occupied capacity. Therefore, 
when the prototype system processes the files that are over 
2MB, it includes 80% of the dataset while keeping the size 
of index directory small. 

4.2 Results 

 Figure 6 shows the de-duplication performance of 
our prototype system. The x-axis is the threshold described 
in Section III in a decreasing log scale. The y-axis stands 
for throughput in a log scale. In this evaluation, we vary 
thresholds from 0B to 1GB and observe the performance. 
Note that when threshold is 0B, all files are processed. 
Figure 7 shows the storage reduction rates, also according 
to the threshold. 

4.3 Analysis 

1) De-duplication performance 

 When the threshold is set to 0B, the dataset can be 
reduced by 24.3% and throughput is 18.7 MB/s. On the 
other hand, when we set threshold of 128KB, the dataset 
can be reduced by 23.2% and throughput is 114.9 MB/s. 
Hence, the reduction rate reaches 98.9% in comparison to 

Fig. 5.  Characteristics of our dataset. The over 2MB 
files occupy our dataset about 80% in terms of the 
capacity; however; the files are less than 5% in terms 
of the number of files
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when all the files are processed. Therefore, for our dataset, 
throughput of the de-duplication increases 6.1 times while 
keeping roughly the same reduction efficiency. Note that 
these results are for our dataset, which means that distinct 
datasets might present distinct results. The dataset we used 
was generated from a file server in an office environment 
with about 100 users.  

 These results show that by setting an appropriate 
threshold, we can achieve good throughputs and reduction 
rates. 

2) I/O performance of de-duplication files 

 Figure 8 shows read I/O performance and figure 9 
shows write I/O performance. We evaluate random and 
sequential I/O performance of partial block I/O and full 
block I/O by using fio[9]. Partial block I/O means accesses 
to file data that are less than 4KB, and full block I/O 

means access to file data that equals to 4KB. To avoid 
cache interferences, we delete all the cached data before 
every evaluation by using Drop_Caches [10] of Linux 
function. The file size used in this evaluation is 318KB 
based on the study of Mayer et al. [6]. 

 These results show that read performance is not 
affected except for that of sequential file read. 
Performance of sequential full read, however, declines at 
about 15%. The reason is that read-ahead techniques don’t 
perform well in this scenario: if there are differential data 
on a de-duplicated file, the read operation issues read I/O 
to the de-duplicated file and the corresponding SF. 
Meanwhile, write performance is not affected by proposed 
method. 

5 Related work 
 Some other studies have aimed to reduce processing 
time of the de-duplication technologies. BloomStore [11] 
intends to improve the search performance of KVS that 
stores the hash values of blocks of the file system volumes 

Fig. 7.  Reduction size of dataset. When the 
threshold is set 128KB, the reduction rate reaches 
98.9% of the total reduced size in our dataset. 

Fig. 6.  De-duplication throughput of prototype 
system. When the threshold is set 128KB, the 
throughput is over 100MB/s. 
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Fig. 8.  Read I/O performance. The proposed method 
affects performance of sequential full read. The 
performance declines 15%. However, other read I/O 
patterns aren’t affected.  

Fig. 9.  Write I/O performance. In terms of write 
throughput, there are little overhead by the proposed 
method. 
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for the block level de-duplication technologies by using 
BloomFilter [12]. BloomStore uses a Flash device as 
storage device for indexes of BloomFilter. Because 
BloomFilter can search the indexes by using the Flash 
device, its detection process becomes faster than other 
conventional detection processes. ChunkStash [13] also 
uses Flash device. ChunkStash calculates checksums of 
de-duplicated blocks and the checksums are stored in 
RAM. ChunkStash can reduce the amount of RAM used 
for storing indexes, and it achieves high search 
performance. 

 These studies aim to improve search performance of 
KVS to achieve high throughput of block level de-
duplication technologies. That is, they don’t focus on 
using file metadata to improve the performance of the file 
level de-duplication technologies. 

6 Conclusions 
 We proposed a method for improving the 
performance of file level de-duplication of primary file 
servers. In this study, we focused on file level de-
duplication performance. According to previous studies, 
the number of small files in the file system volumes is 
greater than the number of large files, however; large files 
dominate the file system volume in terms of the occupied 
amount. 

 The proposed method uses threshold that represents 
the minimum processing size and date, which allows us to 
discard small and recent files on which file level de-
duplication would probably be inefficient. Moreover, the 
proposed method doesn’t use a dedicated database, 
proposing the file name space as the storage medium. 
Furthermore, in order to share data, the proposed method 
creates files to share data and de-duplicated files point to 
the shared file. If the de-duplicated files are modified, 
SDD doesn’t need to update the management information. 

 We implemented and evaluated a prototype system 
on the Debian/GNU Linux. We confirmed that SDD 
improved the performance of file level de-duplication. In 
particular, when we set 128KB as the threshold, SDD was 
about six times faster than it was when it processes all the 
stored files. 
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Abstract - A number of heuristics for near optimal functional 

synthesis of Multi-Valued Logic (MVL) have been reported in 

the literature. Among the well-known heuristics is the Direct 

Cover algorithm (DCA). We have introduced a number of 

improved versions of the DCA. These include the Weighted 

Direct Cover (WDC), the Ordered Direct Cover (ODC), and 

the Fuzzy Direct Cover (FDC). In this paper, we review and 

compare the performance of those heuristic iterative 

techniques using two set of benchmarks. The first consists of 

50000 randomly generated 2-varaible 4-valued functions and 

the second consists of 50000 2-variable 5-valued functions. 

The average number of product terms required to synthesize a 

given MVL function is used as the criterion for comparison. 

The results obtained show that the modified iterative synthesis 

heuristics outperformed the DCA and that among the 

modified techniques the FDC produces the best results. 

 

Keywords: Direct-Cover algorithms (DCA), Weighted DC 

(WDC), Ordered DC (ODC), Fuzzified DC (FDC), non-

binary digital signal processing (DSP)  

 

1 Introduction 

  Digital information processing using Multiple-Valued Logic 

(MVL) is carried out using more than discrete logic levels. 

Due to technological reasons and for easy interfacing with the 

predominantly existing binary digital systems, 4-valued logic 

has been the most widely used. Recent advances in Very Large 

Scale Integration (VLSI) technology made it possible to 

fabricate more efficient 4-valued circuits using binary CMOS 

(Complementary Metal Oxide Semiconductor) technology [1], 

[5], and [7]. These circuits have shown considerable reduction 

both in processing time and chip area compared to their binary 

counterparts [1-8].  

 

The MVL functional synthesis problem is however more 

complex when compared to its binary counterpart. This is 

because of the massive size of the MVL functional search 

space. Consider, for example, the case of two-variable 

functions. While there are only 16 2-variable binary functions 

there are 4294967296416  2-variable 4-valued functions. 

Exact minimization of MVL functions is prohibitively 

expensive [9]. A number of iterative heuristics for near 

minimal synthesis of MVL functions have been introduced 

see, for example, [9]-[16]. Fuzzy-based synthesis of MVL 

functions has also been reported in the literature [17]. 

 

An n -variable r -valued function )(Xf  is a 

mapping RRf n : , where  1,,1,0  rR   is a set 

of r  logic values with 2r  and  nxxxX ,,, 21   is a 

set of r -valued  n  variables. The followings are sample 

MVL logic operators.  

(1) The window literal 



 


otherwise                0

)(         )1( bxaifr
xba
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Where ai  R and  represents the truncated sum operation. 

(3) The maximum (MAX) of two MVL variables 
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(4) The minimum (MIN) of two MVL variables 
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Fig. 1 shows an example of a 2-varaible 4-valued function. In 

this figure 1
0
X1

0


3
X2

3
, 2

0
X1

0


1
X2

1
 and 3

0
X1

0


2
X2

2
 are 

examples for minterms while 2
0
X1

1


1
X2

1
and 2

0
X1

1


1
X2

2
 are 

examples for implicants. 

 
Fig. 1: A Tabular Representation of f(X1, X2). 

 

2 The Direct Cover Algorithm 

 The Direct Cover Algorithm (DCA) for synthesis of MVL 

functions [10]-[13] consist of the following main steps:  

1. Choose a minterm (see Definition 3),  

2.  Identify a suitable implicant (see Definition 4) that covers 

the chosen minterm, 
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3. Obtain a reduced function by removing the identified 

implicant, and 

4. Repeat steps 1 to 3 until no more minterms remain 

uncovered. 

 

The selection of appropriate minterms and the implicants 

covering them play an important role in obtaining less number 

of product terms to cover a given function. The DCAs 

reported in the literature differ in the way appropriate 

minterms are chosen. They also differ in the way appropriate 

implicants are identified. Different metrics to select minterms 

have been proposed in the literature. We have presented a 

comprehensive analysis of the DCAs in [15]. The outcome of 

this analysis has indicated that improvements to the DCA are 

still possible. We have introduced three iterative-based 

heuristics as improvements to the DCA. These are explained 

below. 

 

3 Weighted Direct Cover (WDC) 

It is observed in [15] that all criteria used for selection of 

minterms and/or implicants have linear and monotonic 

function. All criteria, except for RBC and NRC, assume 

values greater than or equal to 0. We use the term weight 

pattern to specify the weight for each selection criterion for 

both minterm and implicant and that the weight should be in 

the set {0, 1, 2, 3}. A minterm weight pattern 112 means that 

wCF =1, wCFN =1, and wIW =2.   Combining the weight patterns 

for minterms with the weight patterns for implicants, we will 

have 4096 different patterns (P-1, P-2, …). Representatives of 

different weight scenarios are examined (see Table 1). These 

weight patterns will be used for both minterm and implicant. 

In total, the number of different algorithms (because of 

different patterns) tested in this paper is (24)
2
 = 576. 

 

Table 1 : Different Weighting Scenarios. 

 WM-1 WM-2 WM-3  WM-1 WM-2 WM-3 

P1 0 0 1 P13 1 2 2 

P2 0 1 0 P14 1 2 3 

P3 0 1 1 P15 2 0 1 

P4 0 1 2 P16 2 1 0 

P5 0 2 1 P17 2 1 1 

P6 1 0 0 P18 2 1 2 

P7 1 0 1 P19 2 1 3 

P8 1 0 2 P20 2 2 1 

P9 1 1 0 P21 2 3 1 

P10 1 1 1 P22 3 1 2 

P11 1 1 2 P23 3 2 1 

P12 1 2 1 P24 3 3 1 

 

All of the 576 patterns will be tested using our benchmark. 

Since presenting all results from the 576 different algorithms 

is not practical, we only present the best 10 results (in terms of 

average PTs) for both 2-variable 4-valued and 2-variable 5-

valued functions among the benchmarks used. Tables 2 and 

Table 3 show these results, respectively. The results presented 

in these tables show that the best result is obtained using the 

following pattern: for minterm, CF = 0, CFN = 1 and IW = 2 

and for implicant, RBC = 1, NRC = 0 and LRZ = 0. Using this 

pattern (written shortly as 012-100), the average number of 

product terms (PTs) required to cover a given 2-variable 4-

valed function is 7.24914 while it is 12.1658 in the case of a 

2-variable 5-valed function. 

 

Table 2 : The best 10 weight patterns for 2-variable 4-valued 

 Minterms Implecant #PTs 

 CF CFN IW RBC NRC LRZ  

P1 0 1 2 1 0 0 7.2491 

P2 1 2 3 1 0 0 7.2502 

P3 0 0 1 2 1 3 7.2623 

P4 0 1 1 1 0 0 7.2625 

P5 1 2 2 1 0 0 7.2629 

P6 0 0 1 2 1 2 7.2636 

P7 0 0 1 3 1 2 7.2636 

P8 1 1 2 1 0 0 7.2636 

P9 0 0 1 2 1 1 7.2650 

P10 1 2 3 2 1 0 7.2707 

 

Table 3 : The best 10 weight patterns for 2-variable 5-valued 

 Minterms Implecant #PTs 

 CF CFN IW RBC NRC LRZ  

P1 0 1 2 1 0 0 12.166 

P2 1 2 3 1 0 0 12.175 

P3 1 1 2 1 0 0 12.189 

P4 1 2 2 1 0 0 12.196 

P5 0 1 1 1 0 0 12.197 

P6 1 1 1 1 0 0 12.208 

P7 0 2 1 1 0 0 12.213 

P8 1 2 1 1 0 0 12.222 

P9 2 2 1 1 0 0 12.224 

P10 2 3 1 1 0 0 12.229 

 

4 Ordered Direct Cover (ODC) 

According to this approach selection criteria are ordered based 

on a given priority [16].  There are three criteria for minterm 

selection. These are Smallest CF, Smallest CFN, and Smallest 

IW. There are three criteria for implicant selection. These are 

Smallest RBC, Smallest NRC, and Largest LRZ.  Assume that 

for minterm selection we set Criterion 1 as ‘Samllest CF”, 

Criterion 2 as “Smallest CFN” and Criterion 3 as “Smallest 

IW” and for implicant selection we set Criterion 1 as 

“Samllest RBC”, Criterion 2 as “Smallest NRC, and Criterion 

3 as “Largest LRZ” (See Table 4). In Table 5, we summarize 

the different scenarios for ordering (O-1, O-2, …) the above 

mentioned criteria.  

 

The performance of the WDC algorithm is assessed through 

the results obtained using a benchmark consisting of 50000 

randomly generated 2-variable 4-valued functions and a 

benchmark consisting of 50000 randomly generated 2-

varaiable 5-valued functions. This assessment is presented in 

Section 6.  
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Table 4: Criteria used for ODC Algorithm. 

 Criterion 1 Criterion 2 Criterion 3 

Minterm Smallest CF Smallest 

CFN 

Smallest IW 

Implicant Smallest RBC Smallest 

NRC 

Largest LRZ 

 

Table 5: Different Order Scenario. 

 Order-1 Order-2 Order-3 

P1 CR1 ~ ~ 

P2 CR1 CR2 ~ 

P3 CR1 CR3 ~ 

P4 CR1 CR2 CR3 

P5 CR1 CR2 CR3 

P6 CR2 ~ ~ 

P7 CR2 CR1 ~ 

P8 CR2 CR3 ~ 

P9 CR2 CR1 CR3 

P10 CR2 CR3 CR1 

P11 CR3 ~ ~ 

P12 CR3 CR1 ~ 

P13 CR3 CR2 ~ 

P14 CR3 CR1 CR2 

P15 CR3 CR2 CR1 

 

We assess the performance of the ODC through the results 

obtained using the same benchmark used in the case of the 

WDC. Table 6 and Table 7 show ten orderings that give the 

best results for 2-variable 4-valued and 2-variable 5-valued 

functions, respectively. 

 

Table 6: The best 10 results of ODC for 2-variable 4 valued 

Order Pattern  

#PTs Minterm Implicant 
Order 1 Order 2 Order 3 Order 1 Order 2 Order 3 
Smallest 

IW 

  Smallest 

RBC 

Largest 

LRZ  7.20234 

Smallest 

IW 

  Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 7.20234 

Smallest 

IW 

Smallest 

CF 

 Smallest 

RBC 

Largest 

LRZ  7.20248 

Smallest 

IW 

Smallest 

CF 

 Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 7.20248 

Smallest 

IW 

Smallest 

CFN 

 Smallest 

RBC 

Largest 

LRZ  7.20248 

Smallest 

IW 

Smallest 

CFN 

 Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 7.20248 

Smallest 

IW 

Smallest 

CF 

Smallest 

CFN 

Smallest 

RBC 

Largest 

LRZ  7.20248 

Smallest 

IW 

Smallest 

CF 

Smallest 

CFN 

Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 7.20248 

Smallest 

IW 

Smallest 

CFN 

Smallest 

CF 

Smallest 

RBC 

Largest 

LRZ  7.20248 

Smallest 

IW 

Smallest 

CFN 

Smallest 

CF 

Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 7.20248 

 

The performance of the ODC algorithm is assessed through 

the results obtained using a benchmark consisting of 50000 

randomly generated 2-variable 4-valued functions and a 

benchmark consisting of 50000 randomly generated 2-

varaiable 5-valued functions. This assessment is presented in 

Section 6. 

Table 7: The best 10 results of ODC for 2-variable 5 valued 

Order Pattern  

#PTs Minterm Implicant 
Order 1 Order 2 Order 3 Order 1 Order 2 Order 3 

Smallest 

IW 

Smallest 

CF  
Smallest 

RBC 

Largest 

LRZ  12.0682 

Smallest 

IW 

Smallest 

CF  
Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 12.0682 

Smallest 

IW 

Smallest 

CFN  
Smallest 

RBC 

Largest 

LRZ  12.0682 

Smallest 

IW 

Smallest 

CFN  
Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 12.0682 

Smallest 

IW 

Smallest 

CF 

Smallest 

CFN 
Smallest 

RBC 

Largest 

LRZ  12.0682 

Smallest 

IW 

Smallest 

CF 

Smallest 

CFN 
Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 12.0682 

Smallest 

IW 

Smallest 

CFN 

Smallest 

CF 
Smallest 

RBC 

Largest 

LRZ  12.0682 

Smallest 

IW 

Smallest 

CFN 

Smallest 

CF 
Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 12.0682 

Smallest 

IW 

Smallest 

CF  
Smallest 

RBC 

Largest 

LRZ  12.0685 

Smallest 

IW 

Smallest 

CF  
Smallest 

RBC 

Largest 

LRZ 

Smallest 

NRC 12.0685 

 

5 Fuzzy-based Direct Cover (FDC) 

The Fuzzy Direct Cover (FDC) algorithm employs fuzzy rules 

to select the best minterm and the best implicant covering it 

[17]. A fuzzy logic rule expresses the way in which linguistic 

variables (objectives) are interrelated, the relationship between 

these objectives, and the overall function value [18].  The goal 

is to find a high quality solution, represented by a linguistic 

variable. See the next two illustrative examples. 

1. IF a minterm has a good CF OR good CFN OR good IW, 

THEN it is a good minterm for selection. 

2. IF an implicant has a good RBC OR a good LRZ OR a 

good NRC, THEN it is a good implicant for selection. 

 

Our proposed Fuzzy-based Direct Cover (FZDC) algorithm 

employs fuzzy rules (along with preferences) to select the best 

set of minterm and the most appropriate implicant covering 

each such that the whole function is covered. The goodness of 

a minterm (implicant) is examined using the abovementioned 

fuzzy rules and preferences. Looking at these rules, it is easy 

to deduce that we can use the ‘OR-‘like operator to aggregate 

all decision criteria. Table 8 shows the mathematical formulae 

we introduced for each membership function in the minterm 

selection. Table 9 shows the same for implicant selection. 

 

Efficiency of the proposed fuzzy selection process is 

influenced by the parameter used in fuzzy operators, i.e. the 

value of   in OWA operator. In addition to that, fuzzy 

preference rules will also impact the performance of the 

proposed algorithm. Since there are three criteria for each of 

the minterm and implicant selection, there will be additional 6 

parameters to fine tuned in order to get the best performance 

of the algorithm. In order to obtain the best result using the 
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proposed fuzzy-based selection criteria, the following set of 

experiments are conducted: 

1. Experiments with different fuzzy operators  

2. Experiments with parameters in fuzzy operators 

 

Table 8: Membership functions in Min terms selection. 

Minterm Selection 
Technique Criterion Formulated Membership Function 

DM [10] CF 
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CFCFMax
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CFμ
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0

0                 1
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otherwise
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Table 9: Membership functions in implicant selection. 

Implicant Selection 
Technique Criterion Formulated Membership Function 

DM [10] RBC 
























otherwise

RBCMaxRBCRBCMINif

RBCMinRBCif

RBCMinRBCMax

RBCRBCMAX

RBC  

 

0

1



 

ND [8] NRC 
























otherwise

NRCMaxNRCNRCMINif
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NRCMinNRCMax

NRCNRCMAX
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LRZ
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0

1



 

 

Table 10 shows the fuzzy preference used for the first 

experiment.   

Table 10: Fuzzy preference for minterm and implicant. 

Minterm Implicant 

Criteria Fuzzy Preference Criteria Fuzzy Preference 

IW 0.9 RBC 0.9 

CF 0.2 LRZ 0.2 

CFN 0.1 NRC 0.1 

Using the above mentioned fuzzy preferences, we tested the 

proposed fuzzy selection criteria against the 50000 randomly 

generated 2-variables 4-valued MVL functions. Five different 

fuzzy operators are used for this purpose. Table 11 shows the 

results of the experiment. It should be noted that we list the 

results obtained in two cases: not considering minterm values 

in any order (No CMV) and taking minterm values in 

ascending orders; lower to higher values (With CMV). We set 

 = 0.5 while collecting the results reported in Table 11. 

 

Table 11: Performance of different fuzzy operator in FDC. 

Operator # PT No CMV # PT With CMV 

Max 8.5513 8.0301 

Max with pref. 7.30344 7.21964 

OWA 7.38226 7.28898 

OWA with pref. 7.27186 7.19450 

Weighted Average 7.30646 7.19784 

 

6 Comparison 

In this section we provide a comparison among the iterative 

heuristics presented above.  The results shown in Table 12 

reveal that the three heuristic algorithms outperform other 

existing DC-based techniques, regardless of the number of 

minterms in the given MVL function. Among the three 

introduced algorithms, it is clear that in the worst case, the 

FDC produces results that are as good as those produced by 

the other two algorithms. However, in vast majority of the 

cases, the FDC produces results that are better than those 

produced by the other two algorithms in terms of the average 

number of product terms needed to synthesize a given 

function. 

 

Table 12:  Average #PT with Respect to Different Number of 

Minterms of MVL Functions used. 

# minterm # functions Promper Besslich Dueck 

 

ODC    WDC   

 

FDC  

16 500 7.594 7.562 7.002 7.086 7.01 
6.946 

15 2679 8.295 8.307 7.51 7.481 7.501 7.423 

14 6589 8.355 8.405 7.569 7.516 7.559 7.500 

13 10585 8.275 8.352 7.541 7.491 7.545 7.484 

12 11230 8.049 8.098 7.382 7.33 7.383 7.320 

11 9003 7.707 7.757 7.129 7.086 7.134 7.087 

10 5434 7.323 7.366 6.831 6.787 6.837 6.794 

9 2575 6.871 6.879 6.473 6.436 6.479 6.444 

8 1038 6.309 6.322 6.023 5.978 6.022 5.981 

7 277 5.726 5.751 5.527 5.484 5.523 5.505 

6 75 5.133 5.147 4.973 4.96 4.987 4.960 

5 13 4 4 4 3.923 4 4 

4 1 4 4 4 4 4 4 

3 1 3 3 3 3 3 3 

Total 50000       

 

The following tables 13 to 15 provides tabular forms of the 

obtained percentage  improvements achieved using the three 

iterative heuristics as compared to the results obtained using 

the conventional DC heuristics.  

 

Table 13: The percentage of improvement achieved by FDC. 
Type of functions Number of functions  % functions 

 12% Functions  

improvement  

6589  13.2% 

10%   improvement <12% (2679+10585+11230) = 24494   49% 

< 10% improvement  5% (500+9003+5434+2575+1038)  

= 18550 

  37.1% 

< 5%  improvement (277+75)= 352   0.7% 
No improvement 15   0.03% 
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Table 14: The percentage of improvement achieved by WDC 
Type of functions Number of functions  % functions 
Functions with  

improvement  10% 

(2679+6589+10585)=19853  39.7% 

Functions with  5%   

improvement <10% 

(500+11230+9003+5434+2575) 

 = 28742 

  57.48% 

Functions with 

improvement < %5 

(1038+277+75)  = 1390   2.78% 

Functions with no 

improvement 

15   0.03% 

 
Table 15: The percentage of improvement achieved by ODC. 

Type of functions Number of functions  % functions 

 10%  improvement  (2679+6589+10585+11230) = 

31083 

 62.1% 

5%   improvement 

<10% 

(500+9003+5434+2575 +1038) = 

18550 

  37.1% 

< %5 improvement  (277+75+13) = 365   0.73% 

No improvement 2   0.004% 

 
From Table 13, we can see that the maximum percentage of 

improvement achieved using the FDC heuristic over all DC-

based techniques is 12.067% and this is achieved in 6589 

functions out of the 50000 (about 13.2% of the benchmark 

functions).  From Table 14, we can see that the maximum 

percentage of improvement achieved using the WDC heuristic 

over all DC-based techniques is 11.192%. This has been 

achieved in 6589 functions (about 13.2% of the 50000 

benchmark functions). From Table 15, we can see that the 

maximum percentage of improvement achieved using the 

ODC heuristic over all DC-based techniques is 11.828%. This 

has been achieved in 6589 functions (about 13.2% of the 

50000 benchmark functions).  

 
A summary of the results obtained using the three heuristic 

algorithms is provided in Table 16 in the form of an overall 

comparison among the heuristic algorithms and the existing 

DC-based algorithms in terms of the average number of PTs 

used using the randomly generated 50000 2-variable 4-valued 

and the 50000 2-variable 5-valued benchmarks.   

 

Table 16: Comparison among three different heuristic 

algorithms 

 #PT (2-variable 5-valued) #PT (2-variable 4-valued) 

Promper 13.4404 7.89012 

Besslich 13.6507 7.93882 

Dueck 12.1525 7.24786 

WDC 12.1525 7.24914 

ODC 12.0682 7.20234 

FDC 12.0694 7.19422 

 

7 Concluding Remarks 

In this paper, we have presented three iterative heuristics for 

synthesis of MVL functions: the WDC, ODC, and FDC. We 

have also compared the results obtained using these 

algorithms through simulating the three algorithms using two 

benchmarks: 50000 2-variable 4-valued and 2-variable 5-

valued functions. The results obtained showed that the three 

heuristics outperform the conventional DCs. Among the three 

heuristics the FDC achieved the best improvements. 
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Abstract—This paper describes a FPGA-based hexapod robot 

spider, which is used for student education purposes. In the 
paper mechanical design, kinematic analysis, electro-mechanical 
device and FPGA system are introduced. Some key points about 
gait mode, non-stop PWM signal，filter of reflex ultrasonic wave 
and Bluetooth control are given in detail. At the end of the paper 
a discussion section gives some technical opinions about FPGA-
based system, gait mode, filter of sonar echo and remote control. 

Index Terms—FPGA, robot spider, mini-sever, PWM ，
Bluetooth Control 

I. INTRODUCTION  

Robot spiders are widely built and researched for a variety 
of purposes, including space exploration, mine cleaning in 
battle fields and rescue work in disasters. Robot spiders can be 
used in such application situations because of their special leg-
walking mode. Compared with wheel mode robot, the 
efficiency of robot spider is not higher, but a robot spider can 
easily cross over obstacles. 

The hexapod robot spider CC-Balck5 described in the 
paper is used for educational purposes for college students. 
They can take it as an experiment platform, and write their own 
VHDL program to realize varieties of movements. 

II. MECHANICAL DESIGN 

The robot spider CC-Black5 consists of 6 legs, which are 
located on both sides of the body, as shown in Fig.1. Each leg 
has 2 joints, i.e. each leg includes 2 freedoms. One freedom is 
rotating around lengthways axis. This is defined as the small-
leg joint. Another freedom is rotating around the crosswise axis 
and it is defined as the big-leg joint. The whole structure 
includes 12 freedoms. Some mechanical data are listed in 
TABLE I. 

 

 
 

Fig.1  Top view and front view of CC-Black5 

 

TABLE I.   MECHANICAL CHARACTERISTICS 

length 250(mm) 

width 230(mm) 

height 130(mm) 

Height of bottom space 100(mm) 

Total  mass 615(g) 

mass of each leg including 2 joints 82(g) 

stride 50(mm) 

speed 50(mm/s) 

 

III. KINEMATICS ANALYSIS 

A. Gait Mode 

A robot spider with six legs could have a lot of gait modes. 
The gait mode of CC-Black5 is similar to the mode of 
coxswainles-six-oar rowboat. With the rowboat mode the 
movement of all six paddles are same  at the same time, but for 
CC-Black5 there are some differences. All six legs of CC-
Black5 are divided into two groups: Group A and Group B, as 
shown in Fig.2. Group A includes two left legs, L1,L3 and one 
right leg, R2. Group B includes two right legs, R1,R3 and one 
left leg, L2.Each group forms a triangle. All three legs which 
are in one group will make the same movement at the same 
time. The main consideration is that, when the legs of one 
group leave from the ground, then the other three legs of the 
other group keep standing on the ground. This can keep CC-
Black5’s movement stable. 
In term of kinematics design, the movement of each leg 
includes four beats: leg rising→return stroke→leg descending

→paddling. The movement is like as human arm in free style 
swim, or like as paddle in a rowboat. The positions of one right 
leg of CC-Black5 during 4 beats is shown in Fig.3, where in 
states 3 and 4, the leg contacts the ground, in states 1 and 2, the 
leg leaves the ground. In state 4, the leg carries CC-Black5 
forwards. At this moment, the three joints of the three big legs 
in one group output the maximum power. The CC-Black5 
takes 250ms for one beat. Four beasts form a loop, which takes 
one second. A stride length of a loop is 50mm. 
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Fig.2  Two groups of legs    Fig.3  Four-beat movement mode 
 

B. Eight-beat gait or four-beat gait mode 

The experimental program has been tested for two ways of 
gait: 8-beat gait and 4-beat gait. 

In the 8-beat gait program, Group B is standing on the 
ground until 4-beat movement of Group A is completed, and 

vice versa. The 8-beat sequence is: Group A leg rising→return 

stroke→ leg descending→paddling→Group B leg rising→

return stroke→ leg descending→paddling. In this way CC-
Black5 moves very stably. But the efficiency is lower. One 
loop of walking costs 2 seconds, and because there are always 
3 legs standing on the ground, a bigger friction occurs. 

In the 4-beat gait program, Group A and Group B move 
simultaneously following 4-beat mode, but two groups have 2-
beat phase difference. The 4-beat sequence is: Group A leg 

rising and Group B leg descending→Group A return stroke and 

Group B paddling→Group A leg decending and Group B leg 

rising→Group A paddling and Group B return stroke. In this 
way the movement of CC-Black5 is faster and more lively. 
One loop of walking takes 1 second. 

However it is very important to notice that, in 4-beat gait 
program beat 1 and beat 3 demand 3 legs rising and 3 legs 
descending simultaneously. In fact it leads to a strongly 
harmful push-up movement. A fine adjustment of time 
sequence during beat 1 and beat 3 must be made. With 
adjustment every time leg-rising allways occurs a little bit later 
than leg-descending. This adjustment makes the walking of 
CC-Black5 more stable and stronger. 

C. Basic Status 

The basic statuses of CC-Black5 are: standing, going 
forward, going backward, turning left and turning right. The 
standing status is the most important one, and all joints of CC-
Black5 are located in their middle position. Because of 

mechanical deviation, the duty values of each PWM signal for  
each jiont is not in the same. These initialization values must 
be carefully adjusted. All other statuses need only off-set 
parameters based on standing status. All off-set parameters are 
nearly the same. Other additional statuses, such as hand-
waving, body up-down, swing dance are also possible to 
configurate.  

IV. ELECTRO-MECHANICAL DEVICE 

The electro-mechanical device used as a joint of legs is a 
mini-server, as shown in Fig.4. Its electrical and mechnical 
characteristics are listed in the TABLE II. 

A mini-server consists of an IC for control-drive, a DC 
motor, a gear set and a proportional potentiometer, as shown in 
Fig.4 and Fig.5. Control-drive module can detect a specific 
PWM signal and drive the DC motor. The gear set reduces the 
rotating speed of the motor. According to the duty time of a 
signal the control module fixes  the axis of the mini-server to a 
certain position. The proportional potentiometer outputs an 
electrical level to the control module to correct this position. So 
the mini-server then rotates to a fixed position between 0 and 
180 degree according to the duty of PWM signal(see Fig.7). 
Because the gear set has no self-lock characterristics, the mini-
server can not keep this position if the signal disappears, or is 
broken.  Fig.6 shows the control conception of a mini-server. 

 

 
Fig.4  Mini-server                               Fig.5 Structure of mini-server 
 
 

 
Fig.6  Control conception of a mini-server 
 

TABLE II.  ELECTRICAL AND  MECHANICAL CHARACTERISTICS OF MINI-
SERVER 

power 5(V DC) 

Max. current 100(mA) 

Control signal 
50(Hz), PWM with duty 0.5(ms) – 2.5(ms), 
LVTTL 

Rotating angle 0 – 180(degree) 

torque ≥20(N-cm) 

weight 35(g) 

 

68 Int'l Conf. Computer Design |  CDES'13  |



 

 

 
 
Fig.7  PWM signals of 2 mini-servers 

V. FPGA SYSTEM 

A. Minimum System of FPGA 

The movement of CC-Black5 is all under the control of a 
FPGA(Field-Programmable Gate Array) system. A standard 
minimum system of FPGA is used in CC-Black5, according   
to the system recommended by Xilinx Inc. Other than this 
minimum system no other additional components and devices 
are used. The hardware design is based on the Master Serial 
Mode as shown in Fig.8. It is a low cost, high-performance 
solution for a robot spider. 

The system consists of two ICs only. The main one is 
FPGA, which type is XC3S500E-PQ208. It belongs to Spartan-
3E FPGA family of Xilinx Inc. Inside of the chip 500K system 
gates, 158 I/O pins are integrated. The run speed of FPGA is 
high up to 300MHz. Another chip in Fig.8 is a flash memory, 
which type is XCF04S of Platform PROM family of Xilinx Inc. 
The size of XCF04S is 4 Mb. It is used to keep the 
configuration data of FPGA. The configuration data is 
programmed with VHDL(Very high speed Hardware 
Description Language), and is down loaded into the flash 
memory through JTAG interface. 

B. Sonar device 

A sonar device as shown in Fig.9 is used to measure the 
distance between CC-Black5 and a wall. If the distance is 
smaller than 10cm, CC-Black5 will turn back and change 
forward direction. A speaker of the device sends 40kHz 
ultrasonic wave. The receiver has the same size as the speaker. 
Both of them are resonated under 40kHz ultrasonic wave. The 
transmission speed of ultrasonic wave in the air is 340m/s. A 
counter in FPGA measure the response time of the echo, and 
gives a signal to change the the walking direction when the 
response time is shorter than 0.59ms. 

 

  
Fig.8 FPGA system based on Master Serial Mode 

 
Fig.9  Sonar device 

C. Bluetooth Module 

A Bluetooth module as shown in Fig.10 is used to control 
CC-Black5.Through it man can use a mobile phone or a laptop 
to remote control movements of CC-Black5. The control 
distance is more than 50m. The frequency of the Bluetooth 
module is 2.4GHz. The control commands include “stop”, 
“forward”, “backward”, “turn right”, “turn left”, and “hand 
waving”. The communication between the host and the 
Bluetooth module is on the basis of protocol V2.1+ EDR. The 
interface between Bluetooth module and FPGA is LVTTL-
UART with 115,200 Baud rate.  The Bluetooth module 
consists of  the chip BlueCore4-Ext (CSR Ltd.) and a MCU. 
The functional block diagram is shown in Fig.11.  

  
      Fig.10 Bluetooth Module 
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    Fig.11 Functional Blocks of The Bluetooth 

D. I/O Port Assignments 

The I/O resourece of FPGA, XC3S500E is very rich. It has 
158 I/O pins on the chip. CC-Black5 has 12 joints, which need 
12 I/O ports. The sonar device needs one input to get the 
response of the echo and one output to trigger ultrasonic wave. 
The Bluetooth module needs one output pin to connect its 
RXD, and one input pin to connect its TXD. Additional 2 
outputs are used for LEDs as indicators. All 18 I/O ports 
occupy only a small part of the I/O resource of FPGA. Fig.12 
shows the I/O assignment of FPGA. 

E. Synchronous and Non-Stop PWM  Signal 

The all 12 PWM signals are synchronous. Fig.7 shows only 
2 signals of the 12 signals, and they are exactly synchronous. 
The FPGA is clocked with an external 50MHz crystal 
oscillator. Through frequency divides it results in some basic 
clocks: 50Hz for PWM signal, 4Hz for beats of walking, and 
other clocks for the Sonar and for UART of the Bluetooth 
module. Because of concurrent characteristics of FPGA it is 
easy to keep all 12 PWM signals non-stop and synchronous. It 
means that during the whole running cycle of CC-Black5 all 12 
PWM signals will never be broken, but can be changed. It is 
important for mini-server. If the PWM signal stops, the rotate 
position of mini-server will be easily changed under a load. It 
will make a robot spider weaker and instable. 

Using Xilinx hardware design tool ISE it is easy to create 
the schematic of the FPGA system of CC-Black5, as shown in 
Fig.13 and Fig.14. Fig.13 shows that the FPGA system 
becomes an ASIC(Application Specific IC), having three input 
pins on the left side of  the IC: clk pin, echo pin and txd pin, 
and 16 output pins on the right side of the IC: led, led1, 12 
mini-server signals, trig and rxd pins.  

 
Fig.12. Assignment of I/O pins 

 

 
Fig.13  Schematic of FPGA    Fig.14 Fine schematic 

 
The input clk pin gets external 50MHz clock, the input 

echo pin gets a reflex ultrasonic wave signal, and the input txd 
pin gets signals from Bluetooth module, which form a 8-bit 
command. The signal type of the three input pins is rising-edge 
of externals. Both led pin and led1 pin output high level (3.3V) 
or low level (0V). 12 mini-server signal pins output 
synchronous non-stop PWM signals, which control  
movements of spider legs.  The trig pin outputs a rising-edge 
signal to start the sonar device. The rxd pin outputs an 
acknowledge to the Bluetooth module after the command is 
implemented. Fig.14 shows a detail of schematic, which 
includes a lot of counters to divide frequency and FFs(flip-flop) 
to capture rising-edge of signals and output synchronous 
signals. 

In the field of robot spider, some of them have been built 
based on the 32-bit embedded system. For these kind of robot 
spider to keep all PWM signals synchronous and non-stop is 
not so easy. Compared with control by the embedded system, 
the FPGA-base robot spider CC-Black5 walks more stably. 

F. Communication of the Bluetooth Module 

Between the host and Bluetooth module the communication 
is 2.4GHz RF according to the protocol V2.1+ EDR. The host 
can be an android mobile phone, or a windows laptop. The App 
for Bluetooth on the mobile phone must support UART format. 
The communication between the Bluetooth module and FPGA 
is LVTTL-UART. The Baudrate for both of them are set as 
115,200.  

For example, if the host sends a character “r”, the Bluetooth 
module gets it, then transmits it to FPGA through its TXD pin. 
According to “r” FPGA changes its moving status into “turning 
right”,  and gives a response character back to RXD pin of the 
Bluetooth module. The Bluetooth module sends  the response 
back to the host. It is a complete transaction. 

 

VI. DISCUSSION 

By the concurrent feature of FPGA and its rich resources of 
I/O, the demand for more synchronous and non-stop PWM 
signals can be easily met. In the authors’ point of view, FPGA 
system is more suitable to such loading case than the 32-bit 
embedded system. 
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CC-Black5 uses 12 mini-servers, which can be drived by 
FPGA XC3S500E directly. If more powerful big servers are 
used, then additional drive modules are needed to insert 
between output pins of FPGA and servers. 

Because the gait mode is not as stable as the wheel mode, it 
causes instable reflex ultrasonic waves. A filter design for 
sonar device in FPGA is then necessary. In CC-Black5 , when 
a reflex echo continues more than 2 seconds, it can be 
confirmed that there is a real obstacle wall in front. Sometimes 
when a reflex ultrasonic wave from the floor reaches to the 
receiver of the device, the filter will ignore it. 

The UART interface as a process in FPGA has been 
programmed. The remote control can be easily realized with 
various devices. Except of the Bluetooth module, the GSM  
base-band module  SIM300S, or SIM900A(Siemens) are 
successfully constructed in CC-Black5.  A Man-Spider 
communication through a mobile phone can be set up.   

The battery is always a problem just like in other kind of 
robots. Here, CC-Black5 needs 5V and maximum 1.5A power 
supply. 
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Abstract— Field Programmable Gate Arrays (FPGAs)
offer significant performance advantages over general
purpose compute architectures for certain scientific prob-
lems, including lattice-based Monte Carlo simulations of
complex systems models. We report on a custom logic
design for the 3D-lattice Ising model that keeps the entire
system state in on-chip memory to achieve very high
throughput rates. The pipelined architecture, which is
implemented in Verilog, is able to process an entire row of
cells per clock cycle. When processing a system of 2563

spins on a Xilinx Virtex-7 device, about 3000 full system
sweeps can be performed per second. We discuss imple-
mentation issues and solutions that apply in similar ways
to a variety of nearest neighbour, lattice-based Monte
Carlo simulations, as well as the performance of the Ising
model implementation on two FPGA architectures.

Keywords: FPGA-based design; simulation; complex systems;
parallel computing; performance evaluation.

1. Introduction
While Field Programmable Gate Arrays (FPGAs) were

at first predominantly used by engineers to implement
time-critical applications, recent advances in FPGA tech-
nology [1]–[3] have led to an increasing interest from the
scientific high-performance computing community.

FPGAs are now more and more frequently utilised to
accelerate complex systems simulations that were pre-
viously the domain of general purpose compute clus-
ters, supercomputers or data-parallel accelerators such
as graphics processing units [4], [5]. They have been
successfully employed to accelerate physics calculations
[6], bio-informatics data processing [7], image processing
[8]–[10], and agent-based models [11] to name but a few.

We are interested in three-dimensional (3D) Monte
Carlo simulations [12] and explore the FPGA platform
for these types of problems using the Ising model [13],
one of the most widely studied systems of interacting
particles, which remains an important tool for theoretical
and numerical analysis of phase transitions in critical
systems. Real magnets exhibit phase transitions at the
Curie temperature – above which iron for example ceases
to exhibit spontaneous ferromagnetism – and this macro-
scopic phenomena can be reproduced and scrutinised with
the Ising model.

While the Ising model has been solved analytically
[14] on both one and two-dimensional lattices, the three-
dimensional Ising model remains intractable and its prop-
erties have only been investigated using numerical sim-

ulations. The critical temperature and critical exponents
have been determined to some degree of precision using
computer simulations [15], but to compare the 3D Ising
model with other models and systems, greater accuracy is
needed. This can only be obtained using very large system
sizes, which in turn require parallel computing solutions
to be practically feasible. While specialist processor and
accelerator units and computer clusters have been brought
to bear on the 3D Ising model and associated problems
[16], there is still scope for considerably improved com-
putational performance.

FPGAs have already been applied to the 2D Ising
model [17], which is useful as numerical properties can be
compared to the known analytic solutions. It is however
the 3D Ising system that represents the great unknown and
it is hoped that modern FPGA accelerators may provide
a more feasible route towards a greater precision answer.

This paper presents an investigation into using FPGA
processing elements to address the problem of using
Monte Carlo methods to simulate large systems like the
3D Ising model. We give an overview of the Ising model
in section 2 and explain our approach to implementing the
model on FPGAs in section 3. Section 4 describes the re-
sults of the chosen approach and sections 5 and 6 discuss
our findings and offer some conclusions respectively.

2. Ising Model Simulation
The Ising model is used to investigate the properties of

the phase transition from unordered (non-ferromagnetic)
to ordered (ferromagnetic) domains, and vice versa, of a
computational ferromagnet as the system temperature is
adjusted. This transition occurs at the Curie temperature
Tc for models with more than one dimension. In general,
the Ising model can be used to study macroscopic phe-
nomena caused by pairwise correlations between neigh-
bouring sites on the microscopic scale. For instance, it can
be applied to the propagation of opinions in a network of
social interactions [18].

The widespread interest in the Ising model can be
attributed to its simplicity, which makes it a good test
case for new approximate methods for the investigation of
systems of interacting particles. As Newell and Montroll
put it: “If a proposed method cannot deal with the Ising
model, it can hardly be expected to be powerful enough
to give reliable results in more complicated cases” [19].

The common approach to dealing with the lack of an
analytic solution for the 3D Ising model is to use Monte
Carlo simulations to approximate the critical temperature
and exponents through random sampling.
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Each spin in the Ising model takes on one of only two
possible values, “up” and “down” or +1 and −1, but an
extension to Q spin values can be found in the Q-state
Potts model [20]. The spins are arranged in a graph, most
commonly a lattice, but irregular graph structures are also
of interest, as these structures more accurately represent
some natural systems. Examples of the latter include Ising
model studies on small-world networks [21], [22] and
scale-free graphs [23].

The simulation typically starts with a random “hot”
spin configuration, which is then quenched to a tempera-
ture T . If this temperature is at or below the Curie temper-
ature Tc, then clusters of like-spins begin to form, creating
order in the initially random system. Neighbouring spins
interact according to an energy function or Hamiltonian
of the form [24]:

H = −
∑
〈i,j〉

Jijσiσj , (1)

where σi = ±1, i = 1, 2, ...N sites. Jij = 1/kBT is
the ferromagnetic coupling over neighbouring sites i and
j, T is the temperature and kB is the Boltzmann constant.
The total energy E of a particular system configuration
is obtained from the Hamiltonian. The magnetisation M
is defined as [24]:

M =
1

N

∣∣∣∣∣∑
i

σi

∣∣∣∣∣ (2)

Different Monte Carlo algorithms have been proposed
to investigate the Ising model [25]–[29], with the the
Markov-chain method of Metropolis et al. [25] being the
scheme most commonly used. It was later generalised by
Hastings [30] and is now commonly referred to as the
Metropolis-Hastings algorithm. Subject to certain proce-
dural limitations on the way the update is conducted, this
method is known to produce an appropriate sampling of
the Ising model configuration space.

In practice great care is needed so that the probabilities
of updating a spin site are chosen with the correct weights.
The Boltzmann factors described below must be com-
puted on the basis of the states of the nearest neighbouring
spins and neighbouring spins cannot therefore be updated
simultaneously. However, as will be described later in this
present paper, choosing the order of update is crucial to
being able to exploit the parallelism inherent from having
many FPGA processing elements working together.

For the latter half of the 20th century it was believed
that a very strict ordering of the spins to update was
necessary to obtain the strong detailed balance condition
[31] and that a systematic sweep order of the update
violated this. More recent work [32] using a transition
matrix formulation has shown that providing the updates
of neighbours that are energetically linked to one another
is avoided, then the order in which the updates are
performed is not important. This is an important consider-
ation and it allows us to arrange our parallel updates to be
performed in an order that best exploits the data locality
available in the processing pipeline, providing we do not
update immediate neighbours at once.

Table 1: This lookup table specifies the probability to flip
a spin and thus transition to a new state for every possible
∆E, which is directly related to the number of unlike
neighbouring spins xµ in the current state. The factor of
two in the exponent adjusts for the bidirectional nature of
the spin neighbourhood.

xµ ∆E e−2β∆E

0 6 p0 = e−12β

1 4 p1 = e−8β

2 2 p2 = e−4β

3 0

always flip4 -2
5 -4
6 -6

At each discrete time step, the Metropolis algorithm
chooses a random spin and flips its value if:

• the system energy E of the proposed configuration
is lower than or equal to the current configuration,
i.e. ∆E ≤ 0, or

• the proposed configuration is accepted with random
probability e−β∆E , where β = 1

kBT
.

If neither of these conditions is fulfilled, then the
change is rejected and the system remains in its previous
state. Table 1 expresses this as a lookup table for all
possible values of the number of unlike neighbouring
spins in the current configuration xµ.

Due to the local nature of the system updates in the
Metropolis algorithm, it is well suited for parallel imple-
mentations of the Ising model. Parallel implementations
can exploit the knowledge that, assuming the spins are
arranged on a regular lattice, the checkerboard pattern can
be used to update half of the sites concurrently without
the risk of race conditions, as neighbouring spins will
never be updated at the same time. We have previously
demonstrated [33], [34] that this approach can be used
to efficiently implement the Metropolis algorithm on
graphics processing units.

3. FPGA Implementation
To achieve any significant advantage over the software

implementations, computation of updates must be highly
paralellized. We were able to successfully achieve this
in our previous work [35] – implementing the Game
of Life cellular automata – resulting in some significant
computational throughputs. The implementation of the
Ising model, however, carries a number of additional
complications:

• the lattice is 3-dimensional and must be linearized
to be stored in memory

• the on-chip block RAM (BRAM) is used, which has
large bandwidth, but limited capacity

• 7 memory reads and 1 write are required for each
spin computation (current state + six neighbouring
states + writing the result)

• periodic boundary conditions on 6 sides
• a (pseudo-) random number is required for each spin

computation
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Fig. 1: The 3D lattice arrangement for the spins of the
Ising system. The neighbourhood of a spin (x, y, z) con-
sists of the spins {x−, x+, y−, y+, z−, z+}, which refer
to the cells to the left, right, above, below, in front and
behind respectively. Periodic boundary conditions apply.

• cannot compute updates for neighbouring spins si-
multaneously

We opted for a similar strategy to our previous work
– designing a N wide by N2 deep dual port memory to
store the N3 lattice, with the whole row of spin states
along the z-dimension bit-packed into a single memory
word. By pipelining memory access and processing, one
complete z-row can be read from memory, another com-
plete z-row processed to update the spin states and another
one written back to memory in a single clock cycle. z-

Fig. 2: The movement of z-rows from memory, through
the processing stages of the pipeline and back into mem-
ory.

rows are read and processed in ascending order along the
x-dimension (see Figure 1), which has the effect that z-
row (x+ 1, y) trails row (x, y) in the pipeline.

However, due to the constraint that neighbouring cells
cannot be updated at the same time, our architecture only
processes half of the elements in the z-row at a time,
by separating the processing into two pipelined stages.
This means that when the z-row at (x, y) is in processing
stage 1 of the pipeline, which processes all cells with
an even index in the vector, the z-row at (x − 1, y)
is in stage 2, which processes all cells with an odd
index. Figure 2 illustrates this process. The pipeline is
in full use at clock cycle i + 3 in the diagram, where

Fig. 3: Architecture of the 3D Ising model compute module: 2 banks of dual-port memory to store the spin states,
2-stage processing pipeline to update odd and even spins separately and the control logic. See text for a detailed
explanation.
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Fig. 4: Each processing element consists of a D-type flip-
flop to store the current spin state, a 24-bit random number
generator and combinational logic to compute the next
state.

z-row (x, y) has been processed and is being written to
memory, (x + 1, y) is in processing stage 2, (x + 2, y)
is in processing stage 1 and (x + 3, y) is being read
from memory. It remains fully utilised until the end of
the x-row is reached, at which point three flush cycles
are needed to move the remaining z-rows through the
pipeline and write the results to memory. Similarly, when
processing begins at the start of the new x-row, three
prime cycles are necessary to place the required data
into the correct stages of the pipeline for z-row (0, y)
to begin processing. This differs from traditional parallel
implementations that utilize the checkerboard pattern, as
some neighbouring elements for each cell have already
been updated for this generation and some have not been
updated.

One advantage of processing an entire z-row of data
within the pipeline is that neighbours z+ and z− have
also been read from memory and can be made available to
the appropriate processing elements from the same stage
with simple buffering. The right hand side of Figure 3 de-
picts the architecture of the processing pipeline, showing
processing elements (PE) being interleaved with storage
elements (SE) that buffer these values. Spins x+ and x−

can be accessed from the earlier and later stages of the
pipeline respectively. To access neighbouring spins y+

and y−, the respective z-rows (x, y + 1) and (x, y − 1)
are loaded into and moved through collections of storage
elements (running in parallel to the processing pipeline)
as (x, y) moves through the pipeline. In order to be able
to read these two extra z-rows into the y+ and y− buffers,
as well as read a new z-row into the processing pipeline
and write a processed z-row into the memory in a single
clock cycle (4 separate memory accesses) we split the
memory into 2 banks with bank0 storing only elements
with even y value and bank1 storing elements with odd y
value. Now each bank either reads a new z-row into the
processing pipeline using port A and writes a processed
z-row using port B or alternatively reads (x, y + 1) and
(x, y − 1) z-rows into the y+ and y− buffers. This is
controlled by the least significant bit of the y coordinate,
as can be seen in Figure 3.

Fig. 5: Combinational logic implementing the Metropolis
update algorithm. The number of unlike states xµ drives
a multiplexor that either unconditionally flips the current
state (xµ = {3, 4, 5, 6}) or flips the current state with
probabilities p0, p1 or p2 (for xµ = 0, 1 or 2 respectively).

The design of the processing elements is illustrated
in Figure 4 consisting of a single D-type flip-flop to
store the current state, a 24-bit pseudo-random number
generator and the combinational logic that implements
the Metropolis update algorithm. This logic is shown in
Figure 5 and represents the direct implementation of the
look-up table detailed in Table 1.

A 63-bit linear-feedback shift register (with XNOR
feedback from last and next to last taps) has been em-
ployed for the generation of pseudo-random numbers.
This was selected because of its efficient FPGA imple-
mentation using the shift register primitives (see [36] for
detail) - it can be implemented using a single CLB. Each
PE contains 24 of these LFSRs connected in parallel to
produce a new 24 bit random number every clock cycle.

To take care of the periodic boundary conditions, z-
row (l − 1, y) has to be fed into the pipeline before
(0, y) without being processed and this is accomplished
during the pipeline priming with the use of the ’Enable
Processing’ signal (seen in Figure 4), which can turn off
the state update logic as necessary. The ’writeEnable’
signal (seen in Figure 3) is also used during priming to
stop garbage outputs from being written to the memory.

4. Results
The design was described using Verilog HDL and

implemented on two Xilinx FPGA development boards.
One hosting a Virtex-6 family device (xc6vlx240t) and
one hosting a Virtex-7 family device (xc7vx485t). The
advantage of using these development boards is the pres-
ence of an on-board PCIe interface that can be used for
exchanging the data between the host PC and the FPGA.
We have used Xilinx ISE Design Suite 14.3 for HDL
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Fig. 6: Percentage resource utilization for each device

design entry, synthesis and implementation and Xilinx
ISIM for behavioural simulations.

The available resources on the two FPGAs are summa-
rized in Table 2. It was our original intention to implement
a 2563 Ising model, but unfortunately the Virtex-6 device
did not have enough on-chip memory for this and we
opted for a 2003 model on Virtex-6 and a 2563 model on
Virtex-7.

The implementation results are summarized in Table 3,
showing the resource utilization (the number of utilized
flip-flops and look-up tables and also the total number
of used CLBs), the maximum clock frequency in mega-
hertz and the compilation time in minutes for the two
model sizes. As expected, the resource utilization ratio
between the two devices is 30% (Virtex-6 has 200 PEs
in the pipeline vs 256 on Virtex-7). A large difference
in the maximum frequency can be partly attributed to
the manufacturing process: 40 nm for Virtex-6 and 28
nm for Virtex-7. The resulting throughput is 24 and 51.2
billion individual spin updates per second for Virtex-6 and
Virtex-7 respectively, equivalent to around 3,000 full 3D
field generation updates per second. Figure 6 shows that
logic and register utilization is very small, whereas the
BRAM utilization is at 96% for Virtex-6 and 50% for
Virtex-7.

Our first implementation attempt on Virtex-6 resulted
in fairly poor timing because of large routing delays. To
improve this, each bank of memory was implemented
using BRAMs configured as 1 bit wide by 32768 deep
and 200 of these were used in parallel to store a single
z-row at each address. This configuration was selected
to associate each bit of the pipeline output with a single
BRAM (all of the spins with the same z-coordinate are
stored in the same BRAM). This allowed for placement
of the storage and processing elements associated with
the computation of each bit relatively close to the BRAM
where those bits are stored (as Figure 7 demonstrates).
This has improved the timing somewhat, however, there
were still large delays associated with memory address
and write-enable signals that are shared by all BRAMs in
one bank. Compare the relatively short nets connecting
processing pipeline outputs to BRAMs with the very large
net connecting one bit of the memory address register to
all of the BRAMs in Figure 8. Pipelining these signals,

Fig. 7: White arrows indicate the relative location of each
of the 200 bits of pipeline output and their associated
BRAM on the Virtex-6 device.

Fig. 8: Left image shows a very large net connecting
memory address register (bit 3) to BRAM blocks. Right
image shows relatively short nets connecting every 20th

bit of the pipeline output to corresponding BRAM blocks.

xc6vlx240t xc7vx485t
Flip-flops 301,440 607,200
LUTs 150,720 303,600
CLBs 37,680 75,900
36Kb bRAM 416 1,030

Table 2: FPGA resource summary.

as well as register replication has helped to achieve the
frequency of 120 MHz. Further low-level optimisations
are possible, but they come at a big cost of time and
not being able to modify the design at higher level, as it
would undo all of the low-level optimisations.
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2003 2563

Flip-flops 17,563 22,314
LUTs 20,781 25,548
CLBs 8,673 9,842
BRAMs 400 512
Max clock (MHz) 120 200
Compilation Time (min) 30 98

Table 3: Resource utilization for different size simula-
tions. Note: 2003 implemented on xc6vlx240t and 2563

implemented on xc7vx485t.

5. Discussion
We have shown how a 3D Ising model can be im-

plemented on an FPGA system with encouraging perfor-
mance results.

There are a number of strategies that could be em-
ployed to obtain useful statistical results to attempt better
estimates of the critical properties of the model. One
is to deploy FPGA accelerators on a large scale cluster
with independent statistical jobs farmed out to processors
and their slave FPGA units. This can be analysed using
conventional techniques based upon the Binder cumu-
lant and other moments [37]. Another is to attempt a
renormalisation group calculation using a still larger Ising
system size that can be block-averaged and analysed using
techniques such as [15], [38].

In both cases it will be desirable to have model systems
be as large as possible which is constrained by available
memory on the FPGA units at present. It may be required
to deploy external memory units to support the FPGA
processing elements, but this would significantly reduce
the available bandwidth from the current 200 Gb/s to
around 7.5 Gb/s for quad-bank DDR3 SDRAM and
dramatically increase the hardware costs.

Beyond applying these techniques to the simple Ising
model there is also scope to address variants of the model
for which less is known and for which smaller simula-
tion systems are necessary as lower numerical precision
of critical temperature and exponents are needed. Such
system include the dilute or damaged Ising model where
some bond links are removed to mimic crystal defects,
or the frustrated Ising model where some links have a
reverse in the sign of the coupling J to mimic impurities
or mixtures at the atomic level.

6. Conclusions
We have shown that it is possible to implement a 2563

lattice of Ising model spins on a modern FPGA device
using on-chip memory. Using a pipelined implementation
of the Metropolis Monte Carlo algorithm, our design is
capable of 3000 full system updates per second.

We found the system size to be limited by the amount
of available on-chip memory and the maximum frequency
to be mostly limited by routing propagation delays, which
can be optimised using standard digital design techniques;
however, at a high manual labour cost. Alternatively,
the computational throughput may be increased through
further parallelisation. Additional processing elements can
be easily added as the current logic resource utilization is
low.

Another use for the available logic resources could be
the implementation of a true-random number generator to
seed the pseudo-random number generators initially and
at regular intervals to increase average entropy per bit.

This approach has great scope for investigations to
obtain greater precision on the critical properties of the
Ising model itself but also variations of it such as dilute
and frustrated magnetic systems.
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Abstract - An approach to consider computers and connected 
computer systems using structural, time and information 
redundancies is proposed. An application of redundancy for 
reconfigurability and recoverability of computer and 
connected computer systems is discussed, gaining 
performance, reliability and power-saving in operation. A 
paradigm of recoverability is introduced and, if followed, 
shifts connected computer systems toward real-time 
applications. Use of redundancy for connected computers is 
analysed in terms of recoverability, where two supportive 
algorithms of forward and backward tracing are proposed 
and explained. As an example, growth of mission reliability is 
formulated. 

Keywords: redundancy; reconfigurability; recoverability; 
performance-reliability-energy-wise systems 

 

1 Why Recoverability: Instead of 
Introduction 

  The human world evolves and progresses by applying 
knowledge derived from observations of and familiarity with 
repeatable aspects of nature. Our perceptions, understanding, 
and ability to model reality enables us to develop the policies, 
processes, and products required, in order to attempt to 
control the behaviour of natural phenomena, or human-made 
objects. 

 Nature tends to achieve stable and reliable progress 
(sustainable growth) and avoid regression and degradation. 
Sustainable growth can be considered as a fundamental 
descriptor of living matter, while regression and degradation 
are descriptors of dead matter. A clear differentiation between 
live and dead is required, but, so far, there has been no 
substantial research, or projects, on it. 

 The authors of this paper believe that the fundamental 
distinction and difference between living processes and dead 
matter is recoverability. 

 Essentially, recoverability in the system is based on the 
ability to use available redundancy to recover from 
environmental, or internal impacts and shocks. Two things 
are worth mentioning here: first—redundancy is necessary for 
recoverability, and second—redundancy must be deliberately 

introduced into systems, policies, and processes to make them 
resilient and efficient. 

 The recoverability approach and its analysis, 
application, and conceptual development in the domain of 
computers is one of the aims of this paper. The second aim is 
the analysis of the phases required for the implementation of 
recoverability for stand-alone and connected computers. 

 Usually, connected computer systems display 
fluctuations due to changes in the underlying systems. 
Reasons for this may include, for instance, workload, 
software completeness, consistency, and size of applications, 
or changes and shocks emanating from their environment. So 
far, networks sporadically and inconsistently exploit 
recoverability phenomena to tolerate these various 
fluctuations. 

 Connected computer (further CC) systems can be 
considered in terms of time, i.e., as a process of operation. 
Recoverability can then be applied to keep this process within 
a restricted set of properties, “smoothing” the process. We 
can apply and investigate various recovery algorithms 
implicit in such systems and tune the underlying parameters, 
reducing the extent of fluctuations and hence, reducing the 
cost they impose in structure, information, or performance. 

 Natural recoverability phenomena exist in almost any 
natural system, but we do not understand them. Hence, we 
cannot specify how the algorithm works and therefore, use it 
properly. This is exactly the purpose of the methodology 
proposed in this paper. In a practical sense, an understanding 
of recoverability enables us to advocate for the re-design of 
the whole world of CC systems, making them resilient to 
internal and external fluctuations. 

1.1 Why Reconfigurability: An Example 
 Let us consider a case: an element is deformed by 
environmental impact. Destructive deformation of the 
element could cause the loss of its properties. 

 Let’s assume an element has internal structural 
resources (redundancy). Redundancy of the element structure 
might enable the element to return to its previous state, or 
condition, after impact. The external impact does not change 
the element, if redundancy is applied and sufficient. A second 
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impact might occur and be tolerated in exactly the same way. 
Let us now consider a situation where the element has 
properties of being alive, such as amoeba. 

 If an amoeba has sufficient resources available to it to 
use and to protect itself from the destructive energy of the 
environment or an impact, it will recover and continue to 
live—the amoeba exhibits redundancy in order to survive. 

 If the external event is repeated, the amoeba can self-
tune and be able to react to the impact faster, tolerate the 
event for longer, and as a consequence, suffer less long-term 
damage. The external event itself might be periodic heat from 
the sun, cold water, fire or gas, electric discharge, etc. 

 Having sufficient internal redundancy to tolerate 
repeated external impacts caused by various events makes 
recovery possible. Live matter differs from man-made 
systems in terms of the time required for recovery and the use 
of available redundancy. The speed of recovery increases 
when the impact is the same. Here, “recovery training” takes 
place and either the level of redundancy, or speed of recovery, 
or both increase. A sequence of impacts and element recovery 
is presented in Figure 1. 

Figure 1. Periodic impacts, element’s time to recover 

 

 

 

 

 The circles show the state of an element over time, 
where green indicates an element in a good, or acceptable 
steady state and red indicates an element under recovery. 
Figure 1 indicates an element that adapts to the periodic 
external stimulus, can decrease the time for its recovery. 

 Where the element may be considered alive, such as in 
the case of the amoeba, using redundancy for recovery can 
reduce the time it takes to react to the same event, provided 
the event is periodic. Thus, life might be defined as the 
following: 

An element is called alive, if in repeatable conditions, it is 
able to recover progressively, using internal redundancy 
actively. 

 The adaptability of the live element has its limits. Figure 
2 shows, for example, an element approaching the limit of its 
adaptability and the role of its ability to recover. Whilst 
wildlife evolution may be seen as similar to the lower curve, 

the evolution of “smart” species should be smoother and 
faster to reach the same, or higher, limit of adaptability—the 
shortened curve in the diagram. 

 Thus, our design of information processing systems, 
computers, especially complex systems such as connected 
computers, can be measured in terms of efficiency of 
recovery/resilience in comparison with wildlife phenomena, 
where available redundancy is used and adaptability grows. In 
other words, how good we are at designing our systems to be 
adaptable can be checked against living objects.  

 What is the point of this? Without external repeatability 
of events, evolution is hardly possible; having internal 
redundancy to recover is not enough. Evolution depends on 
the repetition of the same external events—i.e., no repetition, 
no evolution. 

Figure 2. The adaptability of a live element to a repeated 
external stimulus has its own limits 

 

 It means, for example, that the merit of sending a NASA 
probe searching for advanced forms of life on asteroids is 
worth questioning. An asteroid does not have the repeatability 
of environmental events during its flight. Even if life forms 
were there initially, their redundancy was spent for nothing in 
attempting to tolerate sporadic impacts. 

1.2 Organization of the paper 
 How is this two-part introduction about recoverability 
and reconfigurability related to CC systems? At first, nature-
made living systems are much more reliable and resilient than 
human-made ones. Therefore, some of the key principles of 
“mother nature designs” are good to adapt for CCs. Secondly, 
an analysis of existing technologies and applications, even if 
it is brief one, might highlight what is required to make our 
designs smarter. 

 Further, commercially and technologically speaking, we 
will address recoverability and other properties that might be 
required for connected computer systems. Why do we need to 
make this clear? Market segmentation in computer and CC 
systems might be reduced, or eliminated, enabling unified and 
modernized technologies to be applied.  
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 We will discuss properties such as reliability and some 
ways to achieve it, using deliberate redundancy and 
recoverability when required. We extend redundancy from 
fault tolerance to PRE-smart system design. PRE here stands 
for Performance-, Reliability-, and Energy-smart systems. 
Later, we will be able to estimate the efficiency of 
redundancy use for reconfigurability and recoverability for 
CC systems, balancing the trade-off between PRE properties. 

2 Connected computers: technologies 
and applications 

CC technologies in general are divided into two almost 
independent clusters: Communication and Computer, as 
Figure 3 shows. 

Figure 3. Connected computers - technologies and 
applications 
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 The Communication cluster deals with various media 
(wired, wireless) using different signal carriers (copper, fibre, 
air).  The cluster faces problems of complexity and the 
volume of data that needs to be transferred, together with 
requirements of timely data delivery over complex 
interconnected networks. 

 The Computer cluster addresses all three zones of 
information processing to make them faster and 
technologically feasible. The zones differ semantically. The 
Active zone is the one where information is transformed and 
is currently known: in the form of complex instruction set 
computers (CISC), reduced instruction set computers (RISC), 
single instruction multiple data (SIMD) architecture and 
multiple instructions multiple data (MIMD) architectures. 
Flynn’s [1] classification was used to reference these 
architectures. The Passive zone is known in the form of static 
and dynamic memories, flash memory, disks, etc. The 

Interfacing zone deals with data transfer between zones and 
getting them in and out from environment.  

 Historically, computer systems were not really fit for 
purpose for working within CC systems, which reduces our 
expectations when addressing the aspect of distributed 
computing by design. Attempts, such as a transputer, also 
prove that introducing distributiveness into CC is challenging 
and not an easy task. CC systems such as the Internet and 
Ethernet are expanding enormously in terms of data transfer, 
video, audio and e-mails and are moving in a strange 
direction, allowing home-makers, young people, financial 
sector operatives and bureaucrats communicate and “deliver 
their messages and instructions”.  

 All of the aforementioned applications are not critical in 
terms of real-time operation; VOIP requires some traffic 
shaping to deliver packages with time and other constraints, 
known as Quality of Service. This is what the vast majority of 
CC systems are using. At the moment, according to various 
sources, around two billion IP addresses are allocated 
permanently. This prodigious amount of data requires 
handling procedures that need to be much more effective, as 
everyday life becomes dependent on the “health” of CC 
systems. There is a visible shift in the distributed computing 
paradigm (using distributed, connected computers to solve 
large-scale tasks), toward distributed databases, financial 
services such as ATM, and so-called “cloud computing”. 
Putting scepticism aside and leaving other papers and 
researchers to discuss what is the real technological progress 
of cloud computing, we note here only that the efficiency of 
large-scale applications, including cloud computing, depends 
on the algorithmic skeleton—graphs of data, control and 
address dependencies [4] and their use, in order to prepare 
flexible, reconfigurable and resource-efficient algorithms for 
distributed computing.  

 To be effective, distributed computing requires a 
periodic “tuning” of the CC topology and computers as the 
elements in that topology. These tunings of application 
software, system software, topology, and internal structure of 
the computers should be handled statically, before execution 
and supported dynamically, during execution.  

 So far, there has been no visible progress in this 
direction, in spite of substantial investment under the flag of 
cloud computing. At the same time, there is a segment of 
human life that really requires attention and the involvement 
of CC: safety-critical, real-time active control systems, 
military applications, health monitoring, etc. All these 
applications should benefit from CC, but they require the 
integrity of a CC system, in terms of hardware, system and 
application software, user and system data, and the billions of 
connected computers to be applied much more efficiently, 
following the maxima: 

Remark 1. Technology must help people to become better, not 
to be more comfortable. 
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 Therefore, safety critical applications (military, health 
monitoring, emergency management, air-traffic control, 
traffic control at large) should emerge and exploit existing 
connected computers. Two approaches to making CC useful 
are becoming obvious: the application of existing CC to wider 
and more challenging areas and the use of specially-built, 
safety-critical systems for “common” applications, as a part 
of the family of CC.  

 Ignoring any of theses approaches will lead to bigger 
market clustering and industry segmentation, resulting in the 
communication between entities becoming less efficient and 
which contributes to increased energy and ecological 
overheads - an unforgivable waste of resources for human 
race. 

2.1 Problems and properties 
 To avoid this segmentation in technology and market 
clustering a CC system should be redesigned to have new 
properties. In addition to the requirement for trustworthy CCs 
(security of hardware, system and application software and 
user data), widening CC adoption in terms of application use 
requires the development of recoverability. Recoverability 
requires an implementation of a generalized algorithm of fault 
tolerance (GAFT).  Note also that recoverability is practical, 
if it is invisible for the application software. GAFT assumes 
the execution of several sequential steps related to hardware 
(HW) and software (SW), in terms of proving the integrity of 
the system, (step A), detection of a fault and determination of 
its type (step B), defining the “level of damages” Permanent 
of malfunction (step C), location of faulty element (step D) 
and reconfiguration of the hardware (step E) and proof of 
correctness of integrity of software (step F) and determination 
of correct state (step G) and software to correct in order to 
continue operation. GAFT has two main phases - one for 
hardware (steps A-E), another for software (steps F and G).  
GAFT is initiated if a fault of CC, or any other deviation, has 
been detected. During the first step, it recognizes fault type in 
order to gauge location and tolerance.  

Figure 4. Redundancy application for GAFT 

 

 As Figure 4 shows the redundancy types application for 
fault tolerance are based on the categories of structure “s”, 
information “i” and time “t”. The white boxes show a possible 
application of fault tolerance, using the described 
redundancies. 

 While we are capable of using redundancy for checking, 
reconfiguration and recovery within a CC system, we should 
ask ourselves: 

  Could we use this redundancy for other purposes? 

 Introducing system redundancy might allow us to 
achieve recoverability. We need all the ingredients - 
redundancy, reconfigurability and fault modelling - in order 
to understand and analyse existing mutual dependencies at 
every stage of the design and development process. 

 At the same time, redundancy can be used for 
reconfiguration of the CC system for other purposes such as 
performance improvement, or power efficiency. Figure 5 
illustrates how properties may be inherited for PRE-wise 
systems. Thus, PRE-wise systems might be designed 
rigorously, using reconfigurability and recoverability as 
system features, if they are introduced at conceptual level.  
The success of PRE designs for CC systems depends on the 
careful balancing, or “trading-off”, of redundancy against the 
desired PRE property. 

Figure 5. Redundancy and reconfiguration application for 
PRE systems 
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2.2 Trading P, R, E 
 Structure, Information and Time, as the various types of 
redundancy, might be weighted, say, in units or values, with 
or without reference to the steps of GAFT, or any other 
algorithm where redundancy has been applied to achieve 
performance-, reliability- or energy-wise features. The 
relative importance (and cost) of the redundancy type chosen 
for the steps in the algorithms shown might be introduced as a 
coefficient αi, related to the cell i (Figure 4). Similar 
“valuations” of redundancy types might be applied for any 
other algorithms designed for the implementation of PRE 
properties.  

 While time and information is understandable in units - 
seconds and bits, the structure, especially structural 
redundancy requires some extra effort. Note also that time, 
information and structure are considered as independent 
variables. Structural redundancy for our purposes might be 
measured using the graph-related notation: 

 dS :  <  dV ,  dE  >  

where dS denotes introduced structural redundancy, while dV 
and dE denote extra vertices and edges added into the 
structure in order to implement the steps of GAFT, or any 
other algorithm. 

 Then, our efforts toward the goal of PRE can be 
measured quantitatively, as a vector of redundancy use: 

 dR =  <  dT ,  dS,  dI  >  

 In determining the cost of each type of redundancy used 
and describing the steps of an algorithm to achieve 
performance-, reliability- or energy-wise improvement, we 
can quantify each solution, according to the redundancy types 
applied.  

 This approach explains and quantifies, for example, the 
limitations of system software-based developments using 
Java - it will always consume more time, hardware, software 
and energy to store and process. In other words, we always 
will waste much more energy than really required.  

 Furthermore, the over-use of flash-based memory will 
also add to the energy wastage, as the activation of one 
memory cell in flash requires the application of power to the 
bulk of a 64K, or 64M memory segment.  

 The principles of PRE- design should be applied to the 
CC system as a whole, using the redundancy- and 
reconfigurability-wise approach for each of the goals. That 
being the case, tables similar to those proposed above have to 
be crafted individually for various purposes. 

 

 A PRE-wise system design paradigm is the future. 
When a computer, or CC system is designed with redundancy 
and reconfigurability in mind, with possible smart 
configurations and reconfigurations for PRE purposes, the 
market segmentation of information computer technologies 
(ICT) will be reduced dramatically. The combination of steps 
in the sequence described above implementing the declared 
properties is a simplification, as design of a system is not, in 
fact, sequential. It most likely follows a pattern as illustrated 
by Figure 6, where the various steps are dependent on and 
have feedback loops with other steps. 

 One approach to cope with these forms of dependencies 
in the algorithm (or project) phases assumes the application of 
a semi-Markov model to analyse the impact of these 
feedbacks on design efficiency [2,5].  

Figure 6. Dependencies of project phases 
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2.3 Recoverability in connected computer 
systems 

 Applying the same approach to CC systems to suit real-
time and safety-critical applications highlight differences 
between stand-alone and CC structures: 

• Redundancy in CC systems already exists (each 
computer  “deals” with neighbour); 

• Latency of threat impact for CC systems is 
unavoidable; 

• Propagation of threat impact for CC systems is 
similar to flooding. 
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 Let us look at a notional segment of a CC topology with 
incoming and internal connections as Figure 7 presents. 
Incoming and out-going edges are shown with arrows. 
Threats here mean physical faults (permanent, or as a 
malfunction) of hardware, incomplete or deliberately 
damaged software, viruses, worms, etc. Thus, the 
recoverability of a CC system might require more effort and 
extend GAFT actions, namely: 

• Find where threat propagates; 

• Estimate damages; 

• Stop propagation; 

• Find source of the threat (internal, or external); 

• Exclude, or block the source; 

• Restore best-fit configuration of hardware; 

• Restore best-fit configuration of system software; 

• Restore best-fit configuration of applications. 

 To make a system of CC for real-time applications, 
GAFT must be performed, together with an estimation of the 
potential consequences for the topology of the CC, as well as 
its elements. The speed of propagation of a threat through the 
topology has to be addressed as a factor of performance for 
recovery.  

  The potential damages caused as a result of the threat 
may differ in severity - sometimes substantial and 
exponentially dangerous (gateway routers), if we do not react 
accordingly. 

Figure 7. Connected computers topology (fragment) 
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Existing solutions with local restarts and segmental switching 
do not comply with the requirements of real-time, or safety-
critical applications. A CC system can be presented in the 
form of probabilities of the propagation of a threat (or 
symptom of a fault) through the topology, where thickness of 
the edges defines the strength of dependency between 
vertices. The dependencies between vertices are not 
symmetrical: vertex 9 might have, say, a much higher impact 
on vertex 6, than vertex 6 might have on vertex 9.  

A propagation of a threat along the CC system might be 
described as a vector P of predicates {pi} that define the 
condition for each vertex: 

P =  p1 m1 v1 d1 t( )( )( )( ),  p2 m2 v2 d2 t( )( )( )( ),  ...,  pk mk vk dk t( )( )( )( ){ }      (1) 

where m1,...,mk stand for models of vertices in terms of 
vulnerability to threat;  v1,...,vk  are vertices,  d1, ...,dk are 
data available about each vertex condition. 

 Data about each vertex might be accumulated using 
checking (testing, or online checking, including historic 
knowledge and their combination), as well as processed in 
real time. 

 Note that for a CC system, we assume flood-like threat 
propagation; i.e. all adjacent vertices to the initial point, 
namely for vertex 1, one has to consider adjacency with the 
2nd, 6th and 9th vertices, vertex 11’s adjacency to vertex 3 and 
10, etc.  The role of the initial point that starts off the process 
of recovery requires further discussion.  

2.4 How this works 
 The recoverability of CC systems assumes the 
involvement of two algorithms: Forward Tracing and 
Backward Tracing. When the symptoms of a threat are 
manifested through the detection of a change in behaviour at 
an element, the Tracing algorithm searches through a 
Dependency Matrix for the subsequent propagation of that 
threat along the system.  The potential consequences to the 
system can be hereby identified, starting from the vertex from 
where the threat presence was first detected.  

 Performing the Forward Tracing algorithm, a 
cumulative probability is calculated along each possible path 
(of edges) until a termination threshold ε is reached. 
Threshold ε is defined empirically using engineering expertise 
and considered as constant for a particular configuration of a 
CC. 

 Another termination condition for searching the path of 
threat propagation is obvious - checking all dependent 
vertices.  When all elements have been traced, one can fully 
guarantee 100% threat checking coverage. Unfortunately, this 
termination condition becomes scale-dependent on CC 
system size.  
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 Note here that the probabilistic matrix for a system from 
Figure 7 is not Markovian, because the sum of probabilities 
on the edges at each node may not be equal to 1; in contrast, 
several edges of a single node may have significant 
probabilities. 

Figure 8. Forward tracing of possible consequences 
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2.5 Probability along the path 
 In the tracing algorithm, the cumulative probability of 
threat propagation from one element (vertex) to another along 
the edges from the suspected node i to node j (possibly via a 
series of other nodes), is defined as Π(pi,j).  

  When several paths lead from node di to node dj, all 
possible Π(pi,j) are ranked and nodes along the paths are 
included into the set of suspected nodes. Starting from the 
vertex, i, that manifests the threat, its impact is evaluated by 
searching from d1 to all directly, or indirectly connected 
nodes (elements). The result of this search is a ranked list of 
the nodes most likely to be affected - the “consequence” of 
threat propagation. As the threat paths from each node are 
evaluated, only the edge with the highest probability is 
followed at each node. At most, each node is only ever 
included once in any path to ensure termination in a graph 
which contains loops. 

 The proposed Forward Tracing algorithm does not solve 
the problem of threat elimination from CC systems and, at its 
best, can only be part of the solution. The reason is explained 
in Figure 9. The time gap between the appearance of a threat 
at one vertex and the detection of it impact at another has 
arbitrary duration. Above all, while the consequences are 
being detected, threat propagation continues.  Thus, the 
Forward Tracing algorithm helps to localize damages, and 
assist when possible, in order to block propagation, but does 
not solve the whole problem.  

 To locate the first damaged node and discover the real 
reason for its changed behaviour, we need another algorithm 
called Backward Tracing, Figure 10. This algorithm discovers 
the source(s), or reason(s) from the sequences of exhibited 
threat symptoms and defines areas where each element 
(vertex) was involved. Thus, we search for the reason, not just 
the symptoms. 

 When the elements that are likely to be the cause of the 
manifest discrepancies are detected, the recovery is initiated 
from the vertex where the threat first appeared dealing with 
the damaged area only, reducing the need for the brute force 
of a restart, saving real-time mode for the whole CC system. 
The results of the recovery process also need to be saved for 
security improvement, monitoring of reliability and 
maintenance efficiency. 

Figure 9. Threat propagation timing along a CC system 
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 The threat checking procedure over a CC system might 
be activated, either by a signal indicating that there is a 
discrepancy in behaviour of one or more elements (vertices), 
or by a predefined sequence of maintenance, if necessary. For 
the purpose of maintaining CC system integrity, the 
procedures for condition checking might be initiated by 
choosing any vertex of the CC system at random, or even in a 
loop, covering all vertices, when it is convenient. 
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Figure 10. Backward threat tracing for a CC system 

 

2.6 How much recoverability costs 
 As shown above, recoverability requires the introduction 
of several new processes into CC system management, 
including online checking of CC conditions and the 
implementation of two mentioned above algorithms. The 
gradient of this change is a function of the quality of checking 
(coverage), success of recovery (algorithms of tracing) and 
quality of maintenance shifting it to the “light” mode with 
preventive actions against threats. 

 The gain from introduced and implemented 
recoverability was recently measured using a comparison of a 
standard CC system with a system that implements real-time 
maintenance was analysed in details in recent book [3]. 

3 Conclusions and future work 
• Recoverability supported by redundancy and 

reconfigurability is introduced and analysed for 
connected computer systems. 

• A design concept of PRE-wise (Performance-, 
Reliability- and Energy-wise) systems is proposed 
as a unified approach.  

• Shown that recoverability using Forward and 
Backward Tracing algorithms makes connected 
computer systems closer to real-time and safety-
critical applications.  

• As a future development, it is suggested that the 
development of a PRE framework, assuming 
mutual dependencies of phases of design, 
development and run time use using a semi-
Markov model. 
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