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Abstract - Augmented reality applications are becoming 
increasingly popular with technological advancements in 
mobile technology.  Such applications rely on available 
sensor information to determine current position in the world, 
and direction in which the camera is pointing.  This is known 
as the camera pose problem.  The goal of this research was to 
experiment with the accuracy of the available sensors in 
common mobile devices and attempt to devise means to 
increase the accuracy.  To visually understand the accuracy, 
a visualization tool, CameraPose, was developed to compare 
photographs taken with a mobile device to a drawn model of 
the world based on the estimated camera pose from sensor 
data.  This paper describes the project and tool, demonstrates 
how the tool is used to determine accuracy, and proposes 
alternative approaches. 
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1 Background 
 Augmented reality (AR) is the process by which computer 
stored information is actively displayed over real time images. 
In mobile applications, this is typically seen as information 
overlaid on the view from the camera. This information can be 
text, image, video, or sound data that is superimposed over the 
real world image. The two most common types of augmented 
reality applications today are AR browsers and AR 
applications that render virtual objects [1]. AR browsers use 
geopositioning data to display relevant location based 
information to the user. AR applications that render virtual 
objects are frequently used for gaming and entertainment 
purposes. One example would be the AR gaming experience 
delivered by Nintendo’s 3DS. Augmented reality is commonly 
used for navigation, entertainment, and sightseeing, but its 
potential applications are many. 
 
 Today, AR technology is growing quickly in popularity as it 
becomes more interactive and applications are being 
developed in diverse areas. Augmented reality has recently 
been ported to mobile platforms. There are several open 
source systems that enable mobile AR development such as 
AndAR and Mixare [2,3]. Closed source options include 
Qualcomm’s AR SDK “Vuforia” or Layar’s “Reality 
Browser” and “Layar Player,” [4,5].  
 

 On mobile platforms, augmented reality applications often 
rely on the accuracy of the on-board sensors. In order for a 
device to accurately display data integrated with a real-time 
image, the device must know where it is in the world and 
where it is facing. In order for the AR application to make it 
seem as if the augmented data actually exists in the real world, 
an accurate orientation of the device is crucial [6]. This is 
known as the “camera pose” problem and there are currently 
three common ways to solve it. 
 
 The first method of solving the “camera pose” problem is to 
use the on-board compass, accelerometer, gyroscope, and GPS 
sensors. The compass, accelerometer, and gyroscope 
determine the orientation of the device in the X, Y, Z axes. 
Many devices do not have a gyroscope and must default to 
using only the accelerometer, giving a less accurate reading.  
GPS data is utilized to determine where the device is 
physically located in the world. Combining orientation and 
device location give a camera pose which can then be used to 
augment the experience with relevant computer-generated 
information.  This approach relies on the accuracy of the 
sensors which varies greatly between devices. GPS availability 
on mobile phones has been found to be near 100% outdoors, 
however, its accuracy has been found to be somewhat 
unreliable with positions up to 100 meters off [7].  
Accelerometer sensors offer more reliability for orientation 
purposes, but magnetic compasses can be very inaccurate for 
certain devices. 
 
 Another common way of solving the camera pose problem 
is to utilize fiducials.  Fiducials are markers placed in an 
image that are used as a point of reference or as a trigger to 
display some predefined data. Fiducials can look like QR 
codes and are often placed on a card or some sort of flat 
surface [9].  Layar’s “Layar Vision” scans images and creates 
a “fingerprint” which is then recognized and used to deliver 
the corresponding AR experience.  This “fingerprint” is 
essentially a fiducial.  With fiducials, GPS data is irrelevant as 
visual recognition of the marker is all that is needed to deliver 
the corresponding information. Fiducials are commonly used 
to display virtual objects and allow the user to move around 
the virtual object in the real world while the object maintains 
its virtual position.  Nintendo’s 3DS uses fiducials to create a 
video game that is seen in the real world, for example, on the 
living room carpet or kitchen table [10]. In order for a system 
using fiducials to work, the designer must have some degree of 
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control over the environment in which the application is 
running. The designer must be able to place or generate 
fiducials in the desired location. This method is not suitable 
for unprepared environments [6]. 
 
 A third method to solve the camera pose problem is to 
perform natural feature recognition with the device’s built in 
camera. Natural feature recognition is computationally 
expensive and has been found difficult to implement on 
mobile devices due to their limited computational power [11].  
It is also possible to determine camera pose by combining 
natural feature recognition with on-board sensor data. 
Researchers at the Christian Doppler Laboratory used this 
method by first creating a 3D model of an environment. They 
then analyzed the mobile device’s camera feed and performed 
natural feature tracking. By comparing what was seen by the 
camera and what was known from on-board device sensors, 
the device was able to calculate a full 6DOF camera pose [12]. 
 

2 The project 
 The purpose of our research was to investigate the accuracy 
of Android device on-board sensors when used to determine 
camera pose. We also wanted to devise and experiment with 
ways to enhance the accuracy of the pose estimation. The 
devices used were an HTC Incredible and a Samsung Galaxy 
Tablet 10.1.  
 
 Our approach was to first create a simple 3D model of the 
environment. For simplicity, we chose to model our local area 
- the cadet terrazzo and buildings at the United States Air 
Force Academy. We modeled the five prominent buildings in 
the area: Vandenberg Hall, the Chapel, Sijan Hall, Mitchell 
Hall, and Fairchild Hall. Using Google Earth, we obtained 
latitude and longitude coordinates for each corner of the 
buildings. Each building had a total of eight coordinates: four 
at ground level and four at roof level.  An arbitrary origin 
point was chosen (a local statue on the cadet terrazo), and X, 
Y coordinates for the lat/lon value were determined by 
computing distances to the origin point.  Building heights were 
obtained from building schematics. 
 
 In addition to the 3D model, we needed real world data 
captured by the device. To do this, we developed an Android 
OS application that brings up the camera view and 
dynamically displays the real-time data for device orientation 
and GPS position. GPS data is captured using the 
GPS_PROVIDER, an on-board GPS chip as opposed to 
network based GPS. GPS information from the GPS chip is 
slower, but more accurate than the data received from the 
NETWORK_PROVIDER. The orientation data is labeled as 
yaw, pitch, and roll. Yaw corresponds to the compass heading 
of the device where the compass vector is pointing out of the 
back side camera and away from the user. To account for 
magnetic declination, a 9 degree offset was used for our 
geographic location.  Pitch describes the elevation of the 
device where 0° occurs when the device is lying face up on a 

flat surface and 90° when it is upright in portrait configuration. 
Roll is measured from the bottom left hand corner of the 
screen and changes as the device rotates around the axis 
coming out of the camera. 0° roll is when the device is right 
side up and 180° would be upsidedown.   
 
 The app has a “Take Picture” button that, when pressed, 
writes the current orientation data and GPS location to a text 
file and the picture taken is saved.  To compare the collected 
data to the 3D model, we wrote a visualization tool called 
“CameraPose”. 
 

2.1 CameraPose 

 CameraPose is a Java-based application to compare camera 
pose information captured from a mobile device to a 
computer-generated display of what the scene “should” look 
like.  Figure 1 shows a sample screen shot.  The tool consists 
of the following four panes: 
 

• Menu pane (upper left) for manually setting map scale, 
camera orientation, and camera FOV 

• 2D map (lower left) showing buildings, camera 
location, and camera direction 

• Camera picture (lower right) showing the captured 
image from the mobile device 

• Model view (upper right) of the 3D scene based on the 
captured camera orientation 

 CameraPose reads in the model of the world and 
displays it in the 2D map pane which is scalable and can 
be panned.  The camera can be dragged to any location.  
The orientation of the camera is set by changing the Yaw, 
Pitch, Roll, and Height sliders in the menu pane.  The 
camera’s field of view (FOV) can be adjusted in both the 
horizontal and vertical direction.  The 3D wireframe 
scene of the model as viewed from the camera’s location 
and orientation is shown in the model view pane. 
 
 To compare the model view with the captured data, 
CameraPose reads in a text file of captured data points 
with their associated camera image.  The user selects an 
image, and the application adjusts the camera location and 
orientation to the values in the data file, regenerating the 
model view.  In theory, if the data is accurate, the 
wireframe model view should match the camera picture. 
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Figure 1.  CameraPose screen shot. 
 

 
 

Figure 2.  Overlaying camera picture with model view. 
 

  
 

Figure 3.  Adjusting parameters to match images. 
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2.2 Determining accuracy 

 To ensure the model view was a true representation of what 
the camera “should” see, the FOV for tested devices were 
physically determined by measuring widths and heights of 
images at known distances.  The FOV slider values are set 
appropriately for the device and used in the perspective 
transformation.  Care is taken to make sure the correct aspect 
ratio is used when displaying the picture in the smaller camera 
picture pane.  
 
 Overlaying the model view and picture allows a more 
accurate comparison of the two images (Figure 2).  In this 
example, the top of the building matches fairly accurately, 
while the bottom and right front corner of the building are 
obviously off.  The camera parameter sliders and camera 
position can be adjusted in the tool until the two images match 
exactly.  At this point, the difference between the captured 
data values and adjusted parameters represents the error term 
in the captured data.  Figure 3 shows an example of an original 
overlay with the same overlay after adjustments.  In this 
example, yaw, pitch, and camera location were adjusted.  Note 
the left building (Mitchell Hall) is modeled from the overhang 
at the top. 
 

3 Results 
 The Samsung tablet was significantly more accurate than the 
HTC Incredible.  Table 1 shows the results of applying the 
above image registration process to over 20 sample images for 
the HTC and 19 for the tablet.  For orientation parameters 
(yaw, pitch, roll), the average error is shown in degrees.  For 
camera position, the error is shown as distance in feet. GPS 
coordinates were not recorded for the Samsung tablet.  Rather, 
pictures were taken from the same locations as the HTC data. 
 

Table 1.  Average error terms for devices. 

Device Yaw Pitch Roll Position 
HTC 19.99 2.4 1.1 16.6 
Tablet 11.0 1.3 3.3 N/A 

 

 The largest error factor is in the yaw parameter, or camera 
direction.  For the HTC Incredible, two outliers, (a 63 and 88 
degree error) resulted in the large 20 degree average error.  
Without those outliers, the average error was still 14.7 degrees 
which is significant for an augmented reality application.  If 
you were looking at a point, such as a building, 100 feet away, 
this error term represents 25 feet on either side of the point.  
This is a result of the inherent inaccuracy of the mobile 
magnetic compass. 
 
 The pitch and roll angles, which rely on the built-in 
accelerometers were much more accurate than the compass.  
The GPS accuracy of 16 feet is consistent with reported 
measurements in the literature. 

3.1 Attempts to improve accuracy 

 The unreliability of compass readings in Android devices is 
a known problem [1]. In order to get accurate readings, the 
device must frequently be calibrated. This is done by either 
moving the device in a figure eight pattern, or by rotating the 
device repeatedly over all three axes. Even when calibrated, if 
the device is subject to sudden extreme or jerky movements 
the data jumps wildly and provides inaccurate information. 
Close proximity of metal objects also distorts the compass 
data. 
 
 Because of this inaccuracy, we wanted to find a better way 
of determining the yaw vector. Our first approach was to 
analyze recent GPS positions to try and generate a “direction 
moving” vector. The idea is to capture recent GPS coordinates 
as the user moves and use them to identify the line of travel. 
Assuming the user was moving in the desired direction of the 
taken image, this line of travel would then be considered the 
yaw vector. We experimented with this approach to determine 
feasibility, how many GPS coordinates were required to 
establish a stable “look” vector, and how accurate this 
approach was compared to using the compass. 
 
 The Android data capture tool was modified to keep a 
circular buffer of GPS coordinates that was constantly 
updated.  GPS coordinates were captured whenever they 
changed.  When the user selected the “Take Picture” button, 
the previous 100 GPS coordinate were dumped to the text file 
along with the other sensor data and image.  The CameraPose 
application was modified to display the “trail” of GPS points 
on the 2D map leading up to the picture (Figure 4).  The 
vector represents the captured compass direction.  The true 
direction was true north (up).  Unfortunately, as evident in the 
picture, the distance between captured points were too 
separated and scattered to form an accurate direction vector, 
unless the user was moving in the exact direction of the 
desired image for several feet.  In addition, the relative error in 
each measurement did not provide sufficient consistency to get 
an accurate direction.  This approach was deemed impractical 
for estimating an accurate direction vector. 
 

 
Figure 4.  Trail of GPS coordinates prior to picture. 

 

 Our second attempt to improve accuracy was to see if taking 
an average of the compass readings would yield a better result. 
After plotting 100 sequential readings from the devices’ 
compasses in each of the cardinal directions, we found that 
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readings were generally centralized around a common value. 
This value however, was still significantly displaced from the 
true heading of the device. While taking an average might help 
reduce some of the noise within the compass readings, the end 
result would still be an unacceptably inaccurate heading. The 
graphs below (Figures 5 and 6) show the compass reading 
plotted over time. It is interesting to note that the HTC 
Incredible’s compass would pause on certain values then 
begin to change, then pause again. The Samsung tablet’s 
readings were constantly changing. 
 

  
 

Figure 5. 100 sequential HTC Incredible compass readings, 
true heading 180°, not accounting for declination. 

 

 
 

Figure 6. 100 Sequential Samsung tablet compass readings, 
true heading 180°, not accounting for declination 

 
 

4 Future research areas 
 Future research for this project could include looking at the 
application of Kalman filters for achieving a more accurate 
compass reading. When the user selects the button to take a 
picture, a Kalman is applied to the last n compass readings to 
account for the error term and attempt to increase the 
accuracy.  Kalman filter approaches have been used 
successfully in robotics and autonomous vehicle navigation.  
Another avenue would be to examine the accuracy when 
combining the gyroscope and compass sensors to achieve a 
faster and steadier reading, as has been done in applications 
such as “Steady Compass.” A third approach might be to 
experiment with methods to reduce electromagnetic 
interference, such as leaving the device in “airplane mode”. 
 

5 Conclusions 
 Augmented reality is an increasingly popular area for 
mobile applications.  The effectiveness of an AR approach 
relies heavily on the accuracy of the location and orientation 
of the mobile device.  Current sensor technology limits the 
ability to rely on internal sensors, and applications that require 
a high degree of accuracy must use image processing 

techniques with external registration.  Approaches such as 
image registration with a 3D model or known fiducials in a 
scene provide greater accuracy, but can only be used in known 
environments. 
 
 The CameraPose application provides a visual approach to 
“seeing” the accuracy of estimated camera pose in a known 
environment.  It can be used to compare different estimation 
techniques without requiring high quality sensors.  It also 
provides a manual method for measuring the accuracy of the 
estimation. 
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Abstract - Intravascular ultrasound (IVUS) has been 

utilized primarily to evaluate plaque formation of the 

coronary and carotid arteries. Several studies have reported 

three-dimensional (3D) IVUS image reconstruction 

algorithms to better provide anatomical information of the 

arterial wall structure. However, most of previous 3D IVUS 

studies provided unrealistic morphology and acoustic 

information in the arterial wall due to the low quality of 

input image data and the linear interpolation algorithm. In 

the present study, we proposed an improved algorithm to 

generate intermediary slices using a shape-based nonlinear 

interpolation method, and created volumetric 3D IVUS 

images using radio frequency (RF) raw IVUS signal data of 

a porcine femoral artery. Both arterial structure and 

acoustic intensity information of the intermediary slice were 

created by the cubic spline interpolation. This novel 

volumetric 3D IVUS visualization strategy has the potential 

to improve vascular ultrasound imaging for better 

determination of atheroma distribution in the arterial 

structure.  

Keywords: Intravascular ultrasound (IVUS), Shape-based 

nonlinear interpolation, Volumetric visualization, Three-

dimensional ultrasound, Intermediary slice, Acoustic 

intensity 

 

1 Introduction 

 Clinical procedure of the intravascular ultrasound 

(IVUS) has been utilized to identify the pathological 

alterations of atherosclerotic plaque by evaluating acoustic 

intensity information of the cross-sectional images of the 

artery [1-3]. 

 Comparison of the relatively proximal vascular 

segment to distal segments in the standard clinical 

procedure of IVUS requires a repeated review of 

sequentially recorded cross-sectional two-dimensional (2D) 

IVUS images to determine the spatial relation of the regions 

of interest (ROI) [1]. Therefore, it is often difficult for 

clinicians to determine the type and morphology of 

atherosclerotic plaque or lesion within the arterial wall [4]. 

IVUS imaging can demonstrate a series of cross-sectional 

images of the arterial wall structure in the longitudinal 

direction using a pull-back device with IVUS catheter. This 

sequential imaging of 2D IVUS images can provide three-

dimensional (3D) IVUS visualization. 

 Two methodologies have been commonly utilized to 

create 3D IVUS imaging. A popular method is simply to 

generate a longitudinal cut-view of the artery showing 

acoustic intensity information of the arterial wall along the 

blood flow direction [5]. However, this method only creates 

another 2D image inside the arterial wall along the 

longitudinal direction, and thus cannot provide 

comprehensive information pertaining to spatial plaque 

distribution over the entire arterial structure. The other 

popular technique for 3D IVUS is to focus on creating 

anatomically realistic arterial border of the lumen and 

media-adventitia contour using a smooth 3D surface 

reconstruction algorithm [6]. But detailed information of 

acoustic intensity distribution through the arterial wall 

structure is discarded in this technique once surface 

rendering is performed. 

 Several studies have reported three-dimensional (3D) 

IVUS image reconstruction algorithms to better provide 

anatomical information of the arterial wall structure and 

overcome the limited 3D visualization capability of 

currently available commercialized IVUS systems [1, 6-8].  

An early study demonstrated a computer-automated 3D 

reconstruction method to generate a tangible format with a 

series of 2D IVUS images using linear interpolation method, 

and compared the reconstructed 3D images to the sequential 

images obtained during IVUS examination [1]. Another 

study introduced a shape-based interpolation method of 

multi-dimensional grayscale images to create coarser and 

finer discretized images to combine images of the same ROI 

from two independent image modalities [9]. Although 

previous studies on 3D IVUS reconstruction presented 3D 

images of arterial structure, most of the 3D images had 

unrealistic morphology and acoustic information in the 

arterial wall due to the linear interpolation to create 

intermediary slices and the low quality of input image data 

from video tapes. 

 We have recently proposed a volumetric 3D IVUS 

visualization methodology for early and inflammatory 

arterial atheroma characterization [10]. Volumetric 3D 

images can provide both visualization of the 3D arterial 

structure and acoustic intensity distribution for plaque and 

atheroma detection. However, linear interpolation was 

utilized in the volumetric 3D IVUS visualization. In order to 
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quantitate the geometric characteristics of plaque volume 

and atheroma formation, an improved volumetric 3D IVUS 

visualization method is required to more distinctly 

demonstrate acoustic intensity information overlaid on a 3D 

structure image of the artery. 

 In the present study, we proposed an improved 

algorithm to generate intermediary slices between adjacent 

slices using the shape-based nonlinear interpolation method 

and create a volumetric 3D IVUS image using raw radio 

frequency (RF) IVUS signal data of a porcine femoral artery. 

Since the distance between neighboring pixels in a cross-

sectional image is usually smaller than the distance between 

the images leading to non-isotropic voxel dimensionality 

between neighboring pixels, this often yields deterioration 

in the quality of the 3D image [11]. Therefore, increasing 

the level of discretization between the acquired 2D IVUS 

images may provide improved quality of the consequent 

volumetric 3D IVUS image of the arterial structure. We 

compared the improved volumetric 3D IVUS images 

created by the proposed shape-based nonlinear interpolation 

method with those created by the linear interpolation in 

previous studies. 

2 Materials and Methods 

 We developed a straightforward algorithm to convert a 

series of raw RF IVUS signal data into a fully volumetric 

3D visualization (Fig. 1). The entire protocol including 2D 

image reconstruction from raw RF signal data, border 

tracing, segmentation, sequential alignment of 2D images, 

and intermediary slice generation was conducted in a single 

image processing platform. Volumetric visualization of 3D 

IVUS images was performed using ImageJ, an open-source 

Java-based image processing software provided by the 

National Institutes of Health (NIH). 

2.1 Volumetric 3D IVUS Visualization 

 An atherosclerotic Yucatan miniswine atheroma 

model (20 kg, Sinclair Research Center Inc., Columbia, 

MO) was used. The animal protocol was approved by the 

Institutional Animal Care and Use Committee of The 

University of Texas Health Science Center at Houston. 

Following full anesthesia, the right femoral artery was 

exposed with groin incisions, and an arteriotomy was 

performed. A 5F sheath was inserted in the femoral artery. 

A high frequency (20 MHz, 3.5F) IVUS imaging catheter 

was utilized connected to a Volcano s5i IVUS Imaging 

System (Volcano Co, Rancho Cordova, CA). The IVUS 

catheter was inserted through the arterial segment past the 

region of interest. The IVUS catheter was withdrawn using 

an automatic pullback device at a constant speed of 0.5 

mm/s, while IVUS images and raw RF signal data of the 

arterial segment were continuously recorded. A total of 256 

scan lines with 1,024 sampling data per each scan line were 

recorded (dynamic range of 40-60 dB). Since there was no 

curvature in the arterial segment evaluated, it was assumed 

that the direction of pullback of the IVUS catheter was 

parallel to the longitudinal direction of the artery. 

Electrocardiogram (ECG) was synchronized with IVUS 

imaging in real time thus serving as a time reference for 

systolic and diastolic phases while recording the RF IVUS 

signal data. In order to construct 2D grayscale images from 

the raw RF signal in beam space, the pre-determined cutoff 

threshold (1,050 mV) was applied to the RF signal data to 

create 2D IVUS images comparable to that directly 

generated from the Volcano IVUS system. The enveloped 

amplitude (i.e., acoustic intensity) under the threshold value 

was utilized to reconstruct grayscale images in beam space. 

In this beam space, x- and y- axes refer to radial and 

circumferential directions, respectively.  

The reconstructed image in beam space was transformed to 

the Cartesian coordinate system for standard vascular 

imaging. A graphical user interface (GUI)-based image 

processing system was developed for interactive tracing and 

segmenting procedure under MATLAB (Mathworks Inc., 

Natick, MA) platform. 

 

Figure 1. Protocol of the volumetric 3D IVUS visualization 
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The endothelium/atheroma border and the outer edge of the 

dense adventitia in each image were manually segmented, 

and a series of segmented RF data set in the ROIs were 

placed in tomographic sequence for intermediary slice 

generation. The extracted RF signal data of the ROIs were 

utilized to generate intermediary slices using the shape-

based nonlinear interpolation method. 

2.2 Shape-based Nonlinear Interpolation 

 Fig. 2 demonstrates the algorithm to generate 

intermediary slices between 2D IVUS image slices 

(collected and segmented from original raw RF data) using 

the shape-based nonlinear interpolation. The basic concept 

in this shape-based nonlinear interpolation method is to 

interpolate the vascular structure geometry using three 

neighboring slices (Step 1, Fig. 2). We first applied the 

cubic spline interpolation method to obtain the segmented 

ROI of the arterial wall along the longitudinal direction 

using the traced 20 cross-sectional IVUS image data. The 

interpolation was performed on the 256 scan lines along the 

circumferential direction between original slices, and the 

boundary information was calculated along the same 256 

scan lines in the intermediary slices. Next, nonlinear 

acoustic intensity interpolation was performed (Step 2, Fig. 

2). The segmented ROI of the arterial wall in each slice 

contains acoustic intensity distribution profile. This 

information was utilized to interpolate acoustic intensity 

distribution within the ROI in the consequent intermediary 

slice using the cubic spline interpolation.  

We collected RF data set of the segmented ROIs in 20 

IVUS images with a distance of 0.5 mm between images to 

generate 5 intermediary slice images between adjacent 

images resulting in a total of 115 cross-sectional images 

along the longitudinal direction. Acoustic intensity 

information in the 2D IVUS image data was preserved in 

the RF data of the segmented ROIs in each slice. In order to 

interpolate RF data (i.e. acoustic intensity distribution) 

within the segmented ROIs between 20 slices in a 3D space, 

we utilized the cubic spline interpolation considering the 

nonlinearity of the vascular structure geometry and acoustic 

intensity in the arterial wall. The essential idea of the 

interpolation is to fit a piecewise function of the form 
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where si is a third degree polynomial defined by 

iiiiiiii dxxcxxbxxaxs  )()()()( 23
   (2) 

for i = 1, 2, ..., n-1. 

The first and second derivatives of these n-1 equations are 

fundamental to this process, which are 

iiiiii cxxbxxaxs  )(2)(3)( 2'
                     (3) 

iiii bxxaxs 2)(6)("                                             (4) 

for i = 1, 2, ..., n-1. 

Using the following four stipulations, we can determine the 

weights for n-1 equations. 

1. The piecewise function S(x) will interpolate data points. 

2. S (x) will be continuous on the interval [x1, xn]. 

3. S
′ 
(x) will be continuous on the interval [x1, xn]. 

4. S
″
(x) will be continuous on the interval [x1, xn]. 

 

Figure 2. Intermediary slice generation using the shape-

based nonlinear interpolation 
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 Detailed information of the shape-based nonlinear 

interpolation procedure is described in Fig. 3. The first step 

is to register the original 2D IVUS slices in the global 

coordinate, and align the centroids of the arterial structure 

on each slice to a centerline. Considering the distance 

between slices, the interpolated curvatures were created on 

each of the 256 scan lines by means of the cubic spline 

interpolation method. Radial distances r(x1), r(x2) and r(x3) 

on the slice #1, #2, and #3, respectively, were utilized to 

calculate r(x) on the interpolated intermediary slice. Both 

inner and outer boundary points of the arterial wall structure 

on each scan line were generated on the intermediary slices. 

Since there were a varying number of data points between 

these two boundary points of the arterial wall structure on 

each scan line, it is necessary to create the same number of 

acoustic intensity data points within the ROI along each 

scan line. Therefore, the acoustic intensity data within the 

ROI on each scan line were resampled with 100 data points 

allowing generation of the same number of discretized 

acoustic intensity data points in the corresponding ROI on 

the intermediary slices. Nonlinear interpolation of the 

acoustic intensity values at 100 data points on 256 scan 

lines was performed to complete the shape-based nonlinear 

interpolation for both vascular structure geometry and 

acoustic intensity information. 

 

Figure 3. Schematic diagram of the shape-based nonlinear 

interpolation 

3 Results 

3.1 Intermediary Slice Generation Using the 

Shape-based Nonlinear Interpolation  

 Fig. 4 shows the original slices of the porcine femoral 

artery from the raw RF IVUS data and the consequent 

intermediary slices created by using the developed shape-

based nonlinear (left) and linear interpolations (right). The 

first, third and fourth row images indicate three original 

slices, and the second row images demonstrate the 

intermediary slices between slice #1 and #2 using two 

different interpolation methods. 

 The linear interpolation method demonstrated a blur 

intermediary image calculated by a simple averaging 

function between the two adjacent slices for both 

segmentation and acoustic intensity information resulting in 

an unrealistic image of the arterial intermediary slice. The 

shape-based nonlinear interpolation method developed in 

this study, however, provided a clearly reconstructed 

intermediary slice image with accurately predicted 

segmentation and acoustic intensity information calculated 

based on the corresponding information of the three 

neighboring original image slices. The shadow effect in the 

linear interpolation method was not observed in the shape-

based nonlinear interpolation method. Shape-based 

nonlinear interpolation method can, therefore, provide 

better interpolation outcome and generate more realistic 

geometry of the arterial segment with accurate acoustic 

intensity values. 

 

Figure 4. Intermediary slice generation using two different 

interpolation methods 
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3.2 Volumetric 3D IVUS Visualization 

 Volumetric 3D IVUS images reconstructed by the 

developed shape-based nonlinear interpolation and the 

conventional linear interpolation methodologies are 

demonstrated in Fig. 5. Both volumetric 3D reconstruction 

models were created utilizing the raw RF IVUS signal data 

from a total of 20 slices, and presented along the 

longitudinal direction to facilitate 3D visualization. It is 

clearly observed that the shape-based nonlinear 

interpolation method provided better demonstration of the 

3D structure of the arterial segment and more realistic 

acoustic intensity distribution compared to the linear 

interpolation method. 

 

  

Figure 5. Volumetric 3D IVUS visualization using the 

shape-based nonlinear and linear interpolation methods 

 In particular, the half-cut view of the 3D IVUS image 

created by the shape-based nonlinear interpolation provided 

excellent information with smooth acoustic intensity 

distribution over the luminal surface of the arterial wall 

where plaques are usually observed (Fig. 5A top). The full 

volume view of the arterial segment well described the 

boundary surface of the outer edge of the dense adventitia 

with corresponding acoustic intensity distribution along the 

longitudinal direction (Fig. 5A bottom). 

 On the other hand, the linear interpolation method 

poorly demonstrated the vascular structure geometry with 

noticeable discontinuity between slices and striped acoustic 

intensity distribution in both half-cut and full volume 

images (Fig. 5B). Due to the blur images with gray shaded 

areas in the intermediary slices, the morphology of lesion 

along the longitudinal as well as circumferential directions 

were not correctly demonstrated leading to unrealistic 

volumetric visualization of the arterial structure.  

4 Discussion 

 Conventional cross-sectional images of an arterial 

structure from most of the commercialized IVUS imaging 

systems can hardly provide comprehensive information 

pertaining to complex spatial distribution of lesions such as 

atherosclerosis in a 3D space. Volumetric 3D IVUS 

visualization of the arterial structure can provide a powerful 

tool to overcome this limited spatial demonstration issue 

with 2D IVUS alone. Visualization of both 3D morphology 

of the arterial structure and corresponding acoustic intensity 

distribution within the arterial segment can help better 

understand the extent and stage of plaque formation. 

 Previous studies have established 3D visualization 

methods of the vascular structure using 2D IVUS images 

captured from analog video tapes [1, 6-8]. However, the 

volumetric 3D reconstruction in these studies demonstrated 

images with a poorly low resolution as non-isotropic voxel 

dimensionality was used due to the smaller distance between 

neighboring pixels than the distance between slice images 

along the longitudinal direction (blood flow direction). In 

general, the longitudinal resolution of commercial IVUS 

imaging systems is much lower than that of the 2D cross-

sectional IVUS images. This often yields deterioration in 

image quality. In order to provide better visualization of 

volumetric 3D IVUS images, it is imperative to improve 

interpolation techniques for intermediary slice generation. 

In the present study, we developed a novel volumetric 3D 

IVUS visualization strategy to create intermediary slices 

between original IVUS image slices using the shape-base 

nonlinear interpolation method. 

 An important aspect of the volumetric 3D IVUS image 

reconstruction is to improve image quality of the 3D 

visualization of the arterial structure. Poor image quality 

may reduce the accuracy of 3D quantitation and 

visualization of plaque formation. In most of previous 

studies, low image resolution has hampered 3D IVUS 

visualization. In this study, we utilized raw RF IVUS signal 

data with high resolution to generate intermediary slices 

between the IVUS image data. 
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 The shape-based nonlinear interpolation method using 

the cubic spline algorithm was proposed to create vascular 

structure geometry and acoustic intensity distribution 

information in intermediary slices between neighboring 2D 

IVUS slice images. The intermediary slices clearly 

demonstrated accurately predicted segmentation and 

acoustic intensity information of the arterial segment. 

Volumetric 3D IVUS reconstruction with the shape-based 

nonlinear interpolation provided better visualization of 

morphology of lesion in the arterial wall with realistic 

acoustic intensity distribution. In particular, the longitudinal 

half-cut view of the arterial structure demonstrated excellent 

continuity between original IVUS slices with respect to both 

geometry and acoustic intensity information.  

 There are some limitations in the present study. 

Manual tracing was performed to segment the 

endothelium/atheroma border and outer edge of the dense 

adventitia on the cross-sectional 2D IVUS images along the 

artery. We are developing a semi-automated image 

segmentation algorithm for more accurate volumetric 3D 

visualization and quantitation. In addition, we were not able 

to perfectly adjust the rotational offset of IVUS catheter 

probe which can occur during pullback recording. 

Volumetric 3D IVUS image can be affected by this 

rotational offset effect.   

 In summary, we have successfully developed an 

improved 3D reconstruction algorithm using the shape-

based nonlinear interpolation method, and performed 

volumetric 3D IVUS visualization of a porcine artery. A 

superiority of the shape-based nonlinear interpolation 

method over the conventional linear interpolation algorithm 

in terms of the quality of volumetric 3D IVUS visualization 

was clearly demonstrated. This novel volumetric 3D IVUS 

visualization strategy has the potential to improve vascular 

ultrasound imaging for better determination of atheroma 

distribution in the arterial structure. Moreover, precise 

volumetric 3D visualization with accurate acoustic intensity 

information may improve advanced molecular ultrasound 

imaging of atheroma components. 
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ABSTRACT
Spatial data partitioning techniques are important for
obtaining fast and efficient simulations of N-Body par-
ticle and spatial agent based models where they con-
siderably reduce redundant entity interaction computa-
tion times. Highly parallel techniques based on con-
current threading can be deployed to further speed up
such simulations. We study the use of GPU accelerators
and highly data parallel techniques which require more
complex organisation of spatial datastructures and also
sorting techniques to make best use of GPU capabili-
ties. We report on a multiple-GPU (mGPU) solution to
grid-boxing for accelerating interaction-based models.
Our system is able to both simulate and also graphi-
cally render in excess of 105 − 106 agents on desktop
hardware in interactive-time.

KEY WORDS
grid-boxing; sorting; GPU; thread concurrency; data
parallelism

1 Introduction
Simulation problems involving interacting spatially lo-
cated entities such as N-Body particle models [1–4]
or spatial agent-based models often require consider-
able computational power to support simulation of ad-
equately large scale systems. Large size is important
to expose and investigate complex and emergent phe-
nomena that often only appear on logarithmic length
and systems size scales. To reduce the O(N2) compu-
tational complexity of such interacting systems, spatial
partitioning methods are often used. Depending upon
how effective the scheme used is, the computational
complexity can be reduced down to O(N logN). Fur-

Figure 1: A visualisation of a uniform grid datastructure
as generated by GPU, using NVIDIA’s CUDA.

thermore, a good scheme will also support - and not
impede - the introduction of parallelism into the com-
putation so that an appropriate parallel computer archi-
tecture [5] can be used to further reduce compute time
per simulation step. As a vehicle, we use the Boids
model originally by Reynolds [6, 7].

Spatial partitioning [8–10] has been employed as far
back as the earliest attempts of Andrew Appel [11] who
produced the first multipole partitioning method, with
many subsequent developments [12]. The N-Body par-
ticle simulation has served as a simple but effective test-
ing platform for improving the performance of parti-
cle simulations and generally interaction-based models
which rely on particle-particle interactions [13]. The
vast majority of particle simulations find themselves
suffering an inherent performance problem and a severe
lack of system size scaling. This is mostly due to par-
ticle interaction with every other particle inducing an
O(N2) complexity. Even for a conceptually simple in-
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(a) Screenshot of our Boids sim-
ulation.

(b) Screenshot of the same sim-
ulation state with visualisation
of the grid-box algorithm super-
posed.

Figure 2: Visualisation of the same set of agents with
and without a uniform grid.

teraction such as a nearest neighbour (NN) interaction,
it is still necessary, in the simplest cases, to perform cal-
culations (such as Euclidean distance) for every combi-
nation of two particles. Collision detection is one such
problem.

This problem is mitigated by using methods such as
Barnes-Hut [14, 15] treecodes, Fast Multipole meth-
ods [16], and tree organisational methods [17, 18] in-
cluding Octrees [19–26], K-D trees [27, 28], Kautz
trees [29], Adaptive Refined Trees [30], and more, all
of which fall under the category of spatial partitioning.
Not all of these algorithms would necessarily be suit-
able for any one particle simulation. Some of these al-
gorithms are suitable for simulations which frequently
have high density in one or several spatial locations.
Some perform best with uniformly distributed particles,
and some attempt to systematically treat several parti-
cles in the same light as a point mass to reduce compu-
tation in exchange for losing a small amount of preci-
sion. This technique is often well-suited to applications
in astrophysics. There also exists algorithms which
sacrifice precision for performance, with techniques as
simple as updating only a certain number of agents per
simulation time step, which dramatically increases per-
formance but the loss of precision is so great it will no
longer reflect the original simulation code. Choosing
which one of these algorithms or methods to use in a
simulation therefore ultimately depends on the purpose
of the simulation.

This work contributes towards efficiency in the simula-
tion of large multi-agent systems which do not require
high precision in very small clusters. To accomplish
such a task in a single-threaded environment, one would
normally employ standard techniques such as Octrees,
or K-d trees which are relatively simple to implement
in single-threading. K-d trees offer some parallelisation
opportunities with some authors reporting piece-wise
GPU datastructure construction algorithms which are of
O(N log2 N) and alsoO(NlogN) complexity [27,28].

(a) A visual example of a K-d tree datastructure used
extensively on CPU implementations for spatial par-
titioning purposes.

(b) K-d tree datastructure, with particles clustered so
densely that the datastructure loses its effectiveness.

Figure 3: Examples of datastructures used in other im-
plementations for the same purpose.

The former is normally the case when constructing a K-
d tree by performing anO(NlogN) sort for every node
in the tree to obtain the median. The latter is the case
when using a linear median-finding algorithm, which
is not trivial to implement on GPU, nor well-suited on
GPU either.

One space partitioning algorithm responds very well
to parallelism: grid-boxing [8] (sometimes known as
uniform grid space partitioning). The NVIDIA CUDA
SDK comes with a particle simulator which makes use
of this technique [31]. Our single-GPU implementation
of grid-boxing is heavily based on this.

Graphical Processing Units (GPUs) [32] lend them-
selves particularly well to accelerating simulations es-
pecially after the advent of NVidia’s CUDA. CUDA is a
powerful addition to C++ which allows the programmer
to write code in C or C++ containing sections of special
syntax which NVidia’s special compiler in the CUDA
SDK compiles into GPU instructions before handing
the rest of the program code to the system’s built in C
or C++ compiler.

Figures 3(a) and 3(b) show examples of K-d trees,
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which are very popular for accelerating ray tracing pro-
grams [27, 28]. Since many aspects of ray tracing
are inherently parallel, K-d trees have also received a
large amount of research effort in order to offload as
much as possible computation from the CPU to GPU.
For this reason, GPU K-d trees are of great interest,
and numerous implementations already exist [33–35].
Each of these implementations have different ratios of
CPU code to GPU code. Significant parallelism can be
achieved by building the tree level-by-level instead of
node-by-node, but even with this advantage, it is diffi-
cult to retain most computation on the GPU.

Our article is structured as follows. In Section 2 we
present the method by which we construct the grid-
boxing datastructure, and also the method by which we
use the result to accelerate body-body interactions with
multiple-GPUs (mGPU) and also single-GPU in a stan-
dard simulation of the Boids model as propounded by
Reynolds. Following this, in Section 3 we discuss the
results we obtain and the approximate scaling we ob-
serve from this algorithm, from low numbers of agents
(16384) to excessive numbers (1,000,000+). In Sec-
tion 4 we discuss our results and implementation, and
how it compares to other techniques. Section 5 provides
conclusions and future work that we may pursue in this
area.

2 Method
We use NVidia’s CUDA as the parallelisation platform.
With this choice comes several restrictions, and perhaps
the most prominent of these comes with the memory
architecture. A CUDA device’s memory architecture
is divided into several kinds: constant, global, shared,
and texture. Each of these have different scopes and ac-
cess penalties. Global memory takes by far the longest
at about 200 cycles, followed by faster constant mem-
ory and very fast shared memory. The scope of these
range from application to block level, and also kernel
level. A CUDA block is conceptually a 1, 2 or 3D grid
of CUDA threads, whose dimensions are arbitrarily de-
fined by the user. For optimal results, it is beneficial to
adjust these parameters to suit the program. This is es-
pecially important to allow latency hiding when reading
global memory (the slowest).

Due to this architecture, it is impractical to use pointers
and other simple data structures which require them on
GPU. Efficient practical algorithms for generating trees
on GPUs generally make use of hash tables, or space-
filling curves.

Morton ordering (also known as Z-ordering or N-
ordering) is a very popular space-filling curve for the
purpose of ensuring spatial locality [36]. Treecodes
on GPU make use of Morton codes, which serve the
purpose of encoding tree nodes for storing in hashta-
bles [20, 34]. We use this method to increase coalesced
global memory reads. The CUDA architecture gener-
ally reads fixed-size blocks of memory, and caches this
for a short time when a thread requires it. It is for this
reason that scattered reads from many threads earns a
very large time penalty.

Algorithm 1 Single-GPU implementation of grid-
boxing in boids.

Allocate and initialise a vec4 array as velocity
Allocate and initialise a vec4 array as position
Allocate a uint array as hashes
Allocate a uint array as indices
Allocate a uint array as gridBoxStart
Allocate a uint array as gridBoxEnd
Copy simulation parameters to device
copyVectorsToDevice()
//For n frames.
for i← 0 to n OR NOT exit condition do

i← i+ 1
//Calculate hashes for all boids.
for j ← 0 to NUM BOIDS do

hashes[j] = calculate hash(position[j])
end for
Sort by hash key (hashes,indices)
Populate gridBoxStart and gridBoxEnd
Scatter write boids
Perform Boid kernel
copyVectorsFromDevice()
drawBoids()
swapDeviceBuffers()

end for

Algorithm 1 presents the single-GPU version of grid-
boxing. All actions in this algorithm are performed in
parallel, except for the loop containing the exit condi-
tion. This loop is simply used to advance to the next
frame.

The very first kernel launched in this algorithm is the
hash calculation kernel. This kernel has a simple task,
and that is to populate the hashes and indices ar-
rays. Algorithm 2 contains a pseudocode version of this
kernel. Once this kernel has completed, the next step is
to sort by the hash key. This step is accomplished us-
ing Thrust [37]. Thrust makes use of a parallel merge
sort for our purposes. In appropriate situations, it uses
an aggressively optimised GPU Radix sort written by
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Algorithm 2 Data-parallel CUDA kernel which calcu-
lates hashes for all boids.
func calc_hash_d(...)
i = blockIdx.x * blockDim.x
+ threadIdx.x
if i < numBoids then
p = positions[i]
//Morton ordering for hashes
hash = calc_grid_hash(p)
hashes[index] = hash
indices[index] = index

end if
end

Merrill and Grimshaw [38].

Following the sorting phase of the algorithm, a single
kernel is executed to populate the grid box starting and
ending indices, as well as to perform a scatter write of
the boids into their sorted positions, so that the hashes
will be effective when the boid kernel is executed. The
boid kernel itself simply evaluates the boids within the
8 grid boxes surrounding the grid box that the current
boid is in. During this process, the sorting phase will af-
ford improved coalesced memory reads for the device,
and this greatly speeds up the process. The Morton or-
dering used when the hashes were calculated also in-
crease memory locality of the grid boxes surrounding
the current boid.

The kernel which calculates the grid box starting and
ending indices does so by having each thread keep track
of one grid box hash, and comparing itself against the
next thread’s hash. The threads which do not match
the hash of the next thread are the ones which mark the
boundary points of the grid box, and these threads sim-
ply write their starting and ending indices into an array
in global memory. To accelerate this process, shared
memory is used. The threads then reuse themselves by
copying the boid indicated by their indices into the new
sorted positions indicated by the index array reordered
by the Thrust sorting phase.

We modified this algorithm to execute across several
GPUs in order to both reduce computation time, and
also to reach into even larger numbers of agents. In
order to achieve this, we only parallelise one part of
the algorithm across more than one GPU - the agent-
agent interaction kernel. In larger systems, the com-
putation time required by this kernel dwarfs that of the
datastructure construction time and all other subsequent
steps taken. Therefore we find it most suitable to extend
the algorithm in this manner first.

The first modification we made was the addition of host

POSIX threads. One thread is created for every GPU,
and these control the memory and execution of each.
A POSIX thread barrier is used to synchronise between
the threads. Following this change, we modified the
kernel execution code to perform interaction to parts of
the total number of agents. For every POSIX thread,
the range r of agents to evaluate is r = t/g where t
is the total number of agents, and g is the total num-
ber of GPUs available. The starting index s is simply
s = it/g. Once the agent interactions have been evalu-
ated, the POSIX threads are synchronised and the com-
plete parts are copied from each GPU back to the host.
This process is effectively a gather operation. Once
a frame is drawn or finished, each POSIX thread copies
the entire host memory into its GPU, and the process
repeats. It is worth noting that one could either have
one GPU calculate the initial hashes, sort, and reorder-
ing, then copy (effectively scatter) the results to the
other GPUs via host memory, or simply have each GPU
independently perform these steps. It is a large waste
of computation, but copying between GPUs will likely
cause a higher overhead. In future, we hope to paral-
lelise the previous steps also.

Following from Algorithm 1, the modified algorithm
for use with more than one GPU is presented in Alg. 3.
This algorithm is a very simple parallelism of Alg. 1,
but it affords an excellent (albeit single-factor) increase
in performance, and it also brings into reach even higher
numbers of agents, with reasonable computing time.

Firstly, all vectors are copied onto all devices (a
scatter operation). Then, for n frames, or until the
application quits, each GPU will calculate hashes for
each boid, then sort by hash, then populate the grid box
starting and ending indices, scatter the boids into their
sorted positions, and finally, perform a partial agent-
agent interaction kernel. Once this is complete, the re-
sults are gathered back onto the host, where it is either
drawn on the screen, and/or scattered back to the GPUs
and the process repeats.

The simulation model that we use for benchmarking
these techniques is the Boids model, originally by Craig
Reynolds [6, 7]. In our simulation, we make use of a
goal rule to direct boids toward the center of a fixed
size box. Figures 4(a) and 4(b) show a visual indication
of boid clustering near the start and end of a simulation,
respectively. This shows more clearly that during sim-
ulation, boids will cluster more tightly in the middle of
the box. We ensure that this is the case so that we can
determine exactly how the effectiveness of grid-boxing
is lost as boid clustering increases, and gridboxes con-
tain more and more boids.
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Algorithm 3 Multiple-GPU (mGPU) implementation
of grid-boxing in boids.

Allocate arrays
Copy simulation parameters to constant memory on
all devices
HOST.copyVectorsToDevices()
for i← 0 to n OR NOT exit condition do
i← i+ 1
for each gpu g in parallel do

for j ← 0 to NUM BOIDS in parallel do
hashes[j] = calculate hash(position[j])

end for
Sort by hash key (hashes,indices)
Populate gridBoxStart and gridBoxEnd
Scatter write boids
Perform Boid kernel

end for
copyVectorsPartiallyFromDevices()
drawBoids()
copyVectorsToDevices()

end for

(a) A histogram of the spatial lo-
cations of boids near the begin-
ning of the simulation.

(b) Another histogram of spatial
locations of boids several hun-
dred frames later.

Figure 4: Histogram plots of spatial locations of boids
during the simulation. Red refers to a cell with 1 boid,
green 2 boids, blue 3 boids, and yellow 4 boids.

3 Results
We tested the performance of our mGPU and single-
GPU versions of the grid-boxing algorithm. The re-
sults for mGPU interaction and datastructure construc-
tion times are presented in Figures 5 and 6 in the form
of a y-normalised plot for interaction computation, and
a linear plot for the datastructure construction time. In
both of these plots, the data points taken are 10-frame
averages. For the mGPU implementation, we average
the compute time across the four GPUs that we use.
The testing GPUs we used are two NVidia GTX 590s.
Each of these cards have two physical GPUs each.

Our simulation is simply a flock of boids moving to-

Figure 5: A y-normalised plot of the agent-agent inter-
action CUDA kernel.

Figure 6: A linear plot of the construction time needed
for the datastructure.

ward the centre of the box they are in. Movement to-
wards the centre causes a clustering effect in the centre
of the box, which compresses and pulsates a number of
times before reaching what can be described as equilib-
rium. This accounts for the initial increase in computa-
tion time, followed by slight harmonic fluctuations.

Figure 7 shows how the mGPU implementation scales
against the single-GPU version of the algorithm. It
shows an impressive performance gain over the single-
GPU version, particularly as the system becomes larger.
Smaller systems are simply more suited to being evalu-
ated on one GPU to avoid the large overhead of memory
copies across the PCI-E bus.
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Figure 7: A linear plot of the mGPU and single-GPU
interaction compute time vs the system size.

4 Discussion
Uniform grid-boxing might well be a more simplistic
space partitioning method, but it is readily parallelis-
able, as opposed to other datastructures inspired from
single-threaded solutions. These solutions often rely on
pointers for the simplest implementation, as well as re-
cursion. These two techniques are the bane of data-
parallel programs.

The CUDA-GPU memory architecture does not allow
for a heap, and branch diversion is an even larger prob-
lem. Branching is allowed in CUDA, but it comes at a
performance loss. Each time threads in a warp diverge
from one another, some threads simply execute NOOPs
until they converge again. Thus, a CUDA kernel is most
effective when its threads execute the same instructions.

Other space partitioning algorithms also exist which
perform well, but they only slightly resemble the algo-
rithms which inspire them. For example, it may well be
possible to replace a K-d tree with a hashtable to make it
suitable for execution on GPU, but this multi-threaded
hashtable requires mutexes - another branch diversion
issue. It seems the only way to perform space partition-
ing in reasonable time on GPU to still make the effort of
writing a CUDA-based program is to utilise some kind
of sorting algorithm to place particles in very deliberate
places in memory, to gain both spatial locality and also
some structured method of traversing this data.

Sorting on GPU has been studied extensively, and
many excellent solutions already exist, most notably the
Radix sort by Merrill and Grimshaw merged into the
Thrust library, which is shipped with CUDA [38].

The uniform nature of this grid-boxing datastructure
makes mGPU an attainable goal for multi-agent sim-
ulations, as it allows for distributing data with minimal
copying between GPUs, while still preserving accuracy.
This technique has seen a lot of use already.

Finally, it is worth noting also that grid-boxing is only
well-suited to algorithms which have a fixed interac-
tion distance. The smaller this distance is, the better
the algorithm will perform, given that the grid is appro-
priately sized. For the results to remain fully accurate
and representative of the original simulation code, the
interaction distance must be smaller than the grid box
size.

5 Conclusions
We have presented a multiple-GPU (mGPU) and single-
GPU solution for grid-boxing in multi-spatial-agent
simulations. Performance measurements were made,
and the two algorithms compared, and an overwhelm-
ing clear advantage of mGPU was seen over the single-
GPU implementation as expected. Even though mem-
ory sacrifices were made in the process, larger systems
continued to receive an excellent increase in perfor-
mance. These techniques are vital for facilitation of
large system sizes of agents and the investigation of log-
arithmic scaled emergent phenomena in simulations.

In future we hope to parallelise the hash calculation and
the sorting and reordering phases also. These phases
are more difficult to parallelise over multiple GPUs, but
this will greatly improve performance, and allow the
ability to reach into much larger systems as well. These
approaches will allow interactive-time visualisation of
large scale spatial agent simulations and hence make it
easier to search the parameter space of the models.
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Abstract— We present 3DNet: an integrated ecosystem that
serves as a collaborative platform to combine efforts towards
the development, evaluation, and sharing of visualization
workflows. This system represents a paradigm shift by pro-
viding not only a web-based visualization toolkit but an
instrument for standardized collaborative research that al-
lows independent scientific entities to share the development
effort and better combine their expertise. Two case studies
illustrate key system design decisions as well as its usability
and effectiveness: one example from medical imaging, and
the other from reservoir engineering.

Keywords: Visualization, workflow, cloud, collaboration, ecosys-
tem.

1. Introduction
We define visualization workflow as a configurable, struc-

tured set of semi- or fully-automated steps which im-
plement a computational solution to a scientific problem,
particularly those which involve the processing of image
data by means of visualization, rendering, and analytics.
At any given time, multiple scientists collaborate in the
development and evaluation of these workflows: from the
acquisition at a lab or a hospital, the automatic filtering,
automatic or manual segmentation, to the computation of
metrics and analytics. Participating entities are rarely in
the same geographical location. When distributed research
methodologies are utilized, management of resources raises
issues, such as version control, data integration and security.
Further challenges related to the development of complex
visualization workflows include creating, editing and fine-
tuning proposed approaches in an efficient manner. The
execution of these workflows often generates vast amounts
of data, and it becomes important to be able to track
its provenance and how it was processed over the course
of a research effort [4]. Thus, an integral solution for
interdisciplinary collaboration, providing centralized storage,
access to reusable visualization components, and offering
coordination and communication capabilities for distributed
development is essential.

Existing technologies often provide only a partial so-
lution. For example, designing a visualization workflow
may include the implementation of well-established standard
algorithms. An attempt to curb this problematic is to employ
third-party toolkits, such as VTK, ITK, ProtoVis, Pegasus,
Triana, and Seg3D to reduce development time. WebGLot
[14] goes a step further by allowing high-performance visu-
alization in the browser. Another example is sense.us [8], a
web-based tool which supports asynchronous collaboration
for visualization, but does not address issues such as data
storage, security and sharing. Other efforts addressing the
problem of scientific workflows are the Kepler system [15]
and Taverna: a tool for building and running workflows of
services [9]. These technologies present partial remedies,
but do not address the problem at hand from an integral
perspective.

In this paper, we present 3DNet, a purely cloud-based
answer to the problem of data sharing and collaboration in
visualization. 3DNet provides an all-around solution to the
problem of access and exploitation of existing visualization
technology while offering a platform for swift visualization
algorithm and workflow development. It allows researchers
to make use of a feedback style of development whereby
workflows can be modified following the analysis of results,
including editing analysis parameters, and plugging in new
analysis components with relative ease.

The rest of the paper is organised as follows. Section 3
discusses the used technologies and the motivation behind
these choices, as well as giving an overview of the lessons
we learned and the evaluation of the effectiveness of the
ecosystem. Finally, Section 4 presents two specific case
studies which illustrate the applicability of the ecosystem
to solving problems in the areas of cancer research and
reservoir engineering.

2. The 3DNet Ecosystem
The 3DNet ecosystem is an environment consisting of all

components required to develop a visualization workflow,
including collaborators and the technology with which they
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interact. Figure 1 shows a high-level overview of the 3DNet
ecosystem and its components. The system has a visualiza-
tion toolkit, a configurable workflow, plugins, a ubiquitous
access system and a data management kernel. The ecosystem
allows for an iterative, incremental methodology for the agile
design and development of visualization workflows. Entities
within the ecosystem interact with the workflow at any level,
feeding it with data, running analysis modules, modifying
experimental parameters and sharing results.

Informa�on 

Management

Visualiza�on & 

Data Presenta�on

Analysis

Workflow

Collaborator

Collaborator

3Dnet’s Ecosystem

Collaborator

Fig. 1: The ecosystem allows for collaboration between
different experts that can upload data onto the cloud and
simultaneously create and edit the visualization workflow
and analytics module. Output data, images and screen-shots
are output and centrally stored, and are available to all
participating experts.

2.1 Operations and Processes
Operations are actions that can be undertaken within

the ecosystem by an entity. The ecosystem supports the
following operations: (a) acquisition and import of data,
(b) running of analysis modules, (c) storage and analysis
of results, and (d) creation and modification of workflow,
among others. Multiple operations can be grouped together,
and this is referred to as a process. Processes allow enti-
ties to run multiple operations with minimal effort. This
includes running operations concurrently, for instance to
perform different analysis tasks on the same data set, and
running operations in series, for instance to apply a set of
filters sequentially. Processes form the core of the workflow,
although a workflow need not be restricted to a single
process. Multiple processes allow researchers to test and
choose between different analytical techniques with ease, as
well as experimenting with new combinations of operations
on their data sets.

2.2 Life-Cycle
The ecosystem paradigm encourages an evolutionary life-

cycle, driven by feedback and continuous development. The
ecosystem allows researchers to accurately track the influx
of data and the results of analyses performed, as well
as maintaining a record of workflows created. A typical
interaction is as follows: (1) Data is acquired and uploaded
onto the ecosystem. (2) This data is accessed by analysts
who create a workflow process with a particular goal in
mind, using a basic combination of the appropriate analysis
modules. (3) The process is run on the data, and the results
analyzed for effectiveness. (4) At this point, the analyst can
choose to use these results to modify the workflow process
in some way, perhaps choosing a different combination of
analysis modules, or modifying some input parameters, and
then running the process again. (5) This process of evaluation
and optimization continues indefinitely, or until a satisfactory
result is achieved. (6) Administrators can monitor activities
and progress, access reports and for more standardized
protocols, can set permission rights to some of the entities
to alter the workflows. Within this life-cycle it is possible,
and often desirable, to include other users as reviewing
parties, who can verify results of a particular analysis. Web-
based development allows multiple parties to participate
in the process of workflow development by manipulating
single visualization components via a centralized, web-based
solution. A web-portal is central to the solution, in this case,
the 3DNet web-portal provides a centralized mechanism for
login and access to the system.

3. 3DNet Technologies
The ecosystem exists within a cloud environment and can

be accessed via web-browsers with a zero-weight client.
Thus, the access is operating system-independent and in-
stallation free and collaboration requires no hardware or
software setup. The entire system load is borne by clusters
of servers, where each cluster is responsible for a different
activity. Servers run out of a data center remote to the
collaborators. Figure 2 shows the key components of the
system:

• The Data Foundation Platform (DFP), which adminis-
trates the complete system in terms of information and
database management, services, and security.

• The Visualization Workflow Platform (VWP), which
handles all presentation, analysis and management of
the information.

• The Development Platform Environment (DPE), which
provides the tools for external innovators to implement
and integrate modules into the system.

3.1 Data Foundation Platform
The data foundation platform handles all matters related

to the administration and management of data at the system
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level. A data gateway provides infrastructure for the loading
of data into the system which is then handled by the data
import manager which incorporates acquisitions into the
database. The latter interacts with the database manager
which can classify the datasets based on their metadata,
e.g. file headers in DICOM. DICOM data from a variety of
application areas can be imported, e.g. magnetic resonance,
computed tomography, digital microscopy, mammography,
digital radiography, and ultrasound. Data can be exported in
a transformed manner to DICOM and subsequently stored,
downloaded, or shared. The database manager also imple-
ments multi-tier storage providing dataset caching as well as
short- and long-term storage. The security and audit manager
is in charge of controlling access to the database and
tracking usage. 3DNet implements an on-demand public-key
infrastructure based on strong encryption which is secure
and transparent for the end-user via https and at the same
time flexible to manage for IT engineers. The software core
components highly optimize data flows to maintain a high
security levels without compromising image quality.

3.2 Visualization Workflow Platform
The visualization workflow typically involves three

phases: data exploration, analysis, and validation. Each phase
has unique and specific requirements in terms of use, inter-
action and presentation of the data.

Data exploration involves understanding the data and iden-
tifying problems. It relies on the application of algorithms to
manipulate the input data and display it in a manner which is
convenient for interpretation. The visualization engine (VE)
provides methods to manage the complexity inherent to high
dimensionality. The VE includes provision of algorithms
such as volume rendering, maximum intensity projection,
thick slabs, and alike to the workflow. Furthermore, large
amounts of data also require information to be presented
relative to its importance and relevance. These are included
in the VE in the form of modules for focus and context
[6] and importance-driven rendering [25]. The VE offers
modules for fusion and synchronization that can be incorpo-
rated to the workflow for datasets that require combination
or comparison. Finally, layouts are defined to specify how
the output of the VE modules is viewed in terms of size and
location within the screen.

Data analysis relies on the extraction or derivation of
information from the original data. The Analytics Engine
(AE) comprises modules that manipulate data to extract
information, including the application of analytical formula-
tions and the extraction of models for simulation, e.g. [7].
AE includes modules such as segmentation, data filtering,
contour extraction, integration with computational models,
and alike. The analysis process often involves various steps
which combine multiple of these methods in a specific order.
Each module consists of a kernel, a set of rules, and a set of
configurations. The kernel is applied to the data to execute

the analysis, the rules determine the candidate datasets for
the conversion based on metadata, and the configuration
controls the input parameters to the module. Collaborators
can interact with AE modules by changing the order in which
they are applied, the rules they are based on, and the input
parameters that control their behavior.

Finally, the validation phase involves the aggregation and
integration of data that emerges during the execution of the
visualization workflow. The Management Engine handles
such tasks by providing modules for semantics-based search,
data mining, fetching related datasets as well as statistics,
auditing, and alike. Furthermore, the ME is in charge of
controlling the load balancing and the virtualization of the
external modules, explained in Section 3.3.

3.3 Development Platform Environment
To provide the most flexible way of developing for 3DNet,

two methods of integrating code were developed. The first,
the development kit, provides a broad set of common tools
for both analysis and visualization modules. The second,
the module wrapper, allows developers who have already
developed their module to integrate with the minimum of
effort. The development kit offers developers the opportunity
to create a module directly utilizing 3DNet’s fundamental
data types, removing the need for conversion between data
formats. The development kit also provides a library of
common components and functions to increase the speed
of module development. The module wrapper was created
with flexibility in mind. The idea was to create a method of
seamlessly integrating externally developed code with the
minimum of ease. This required building a scalable com-
ponent which could include, if required, scalable instance
management, and DICOM compliant networking capabili-
ties. This would allow developers to wrap code that had not
necessarily been developed with 3DNet in mind, and include
developers who already had coding expertise in another
technology that they wanted to use in the ecosystem.

The Visualization and Analytics Engines were developed
using C++ in order to take advantage of the increased level
of memory access offered and faster computation achievable.
The entire core makes use of multi-threading and processing
to support multiple users. In principle, parts can also be
mapped to the GPU, but this has not been a primary goal
due to the increased hardware cost. All functionality is
wrapped in .NET providing access through the .NET CLR
(Managed C++, C#, Visual Basic, among others). The toolkit
handles all encrypted message processing with the various
web services, and server side modules. Thus, the user codes
directly against local classes and resources.

Server-side modules can be developed in any language,
e.g. C++, Java, and C#, and can even be developed using
higher-level toolkits such as Matlab, IDL, ITK, and VTK.
Thus, existing modules can easily be ported to the ecosys-
tem and be added to the designed workflow. Client-side
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Fig. 2: The ecosystem allows for collaboration between
different experts that can upload data onto the cloud and
simultaneously create and edit the visualization workflow
and analytics module. Output data, images and screen-shots
are output and centrally stored, and are available to all
participating experts.

modules can be developed in Silverlight following given
design templates to maintain a common look-and-feel of the
system. Silverlight is a browser- and platform-independent
implementation of the .NET framework. Thus, it offers many
of the advanced features of C# such as generics, anonymous
delegates, and LINQ, as well as having the support of
Microsoft Visual Studio for coding and Expression Blend for
developing visual layouts. However, it is a new technology
and therefore some advanced functionality is currently miss-
ing from the Silverlight API, making development difficult
at times, exacerbated by poor documentation, and reliance
on community samples. Nevertheless, we chose this as the
underlying client technology as Silverlight shows the most
promising technology for RIA application on a long term
basis.

4. Case Studies
This section describes two study cases used to showcase

the capabilities of the 3DNet ecosystem. The first is an
example from cancer research, specifically the development
of visualization workflows for clinical trials which involve
automatic processing of large quantities of medical image
data. The second describes the application of the ecosystem
to reservoir engineering research: in particular the semi-

automatic processing of high resolution CT data.

4.1 Cancer Research
Clinical trials are a fundamental step in research for

cancer treatment. In drug evaluation trials, the studies are
conducted and managed by clinical trial units (CTU) in the
academic sector, or contract research organizations (CROs),
and require a tight collaboration between scientists, clini-
cians and pharmaceutical companies. Nowadays, imaging
is becoming a central component in the assessment of a
drug treatment response [2]. Technological advances provide
better, richer anatomical and functional images through a
growing number of modalities and protocols, e.g. [13], [22].
By combining clinical inputs, electronic data and numerical
analysis approaches, researchers can test hypothesis, derive
quantitative measures, and correlate changes with clinically
meaningful biological phenomena. Validation of both mea-
sures and analysis process is critical to rate the effectiveness
of a drug, guarantee safety for the patients, and permit route
to commercialization. However, the explosion of information
raises challenges that require development of computational
systems to support the exchange of vast amounts of imaging
data between the various facilities engaged in the trial,
and the management of complex workflows involving the
multiple actors.

4.1.1 Collaboration Challenges
Clinical trials involve a large diversity of roles that need

to collaborate and interact at all stages of a study, which in
many instances include the following steps:

Study protocol: Pharmaceutical companies define the trial
and imaging protocols.

Study population: Entrusted clinicians identify a study
population for the type of drug to trial and cancer to
investigate.

Data acquisition: An IT infrastructure needs to be set to
collect and manage all data for the study.

Data validation and preparation: All acquired data go
through a pre-assessment step to guarantee that they match
the defined protocols, which is particularly crucial when the
study involves multiple centers. Following the validation,
pre-processing steps are sometimes required to prepare the
data for analysis.

Data Analysis: Scientists use a combination of in-house
and commercial analysis packages to extract quantitative
measures from the data. The formulation of the hypothe-
sis, implementation of the methods, testing and validation
against clinical evidences relies on a back-and-forth commu-
nication between scientists and clinicians.The efficacy of the
analysis heavily depends on parameters, intermediate data
and results to be easily accessible to both ends at all time, to
allow tuning, comparisons and optimizations of the methods.

Data Integration: CTUs and/or instigators of the trial
aggregate all outputs from the complete study and perform
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more statistical analysis to validate the whole methodology
and procedure.

Unfortunately, the lack of systems that provide easy
accessibility to information and knowledge sharing, which
are key to create a truly interactive and efficient collaboration
between all participants, slow down clinical trial processes,
with consequences not only in hampering the path to health
improvement, but also in financial terms for the instigators.
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Fig. 3: Clinical trial workflow overview, key actors, and
generated metadata - electronic records.

4.1.2 Management Challenges

The significant amount of data acquired and generated
along the process and its management represent yet a crucial
endeavour for CTUs.

A foremost aspect in managing clinical trial data is
traceability through each step of the process. When multiple
centers are involved in a clinical trial, or when part of a
trial is outsourced, datasets are strongly recommended to
be ‘anonymized’, with the instigator being able to associate
them back to the original datasets. Valid and invalid datasets
need to be identified and labeled. Pre-processing and analysis
methods, as well as the parameters used, need to be logged
so that the experiments can be reproduced. Although results
are used in global statistical analysis to assess the overall
effect of a drug, each single output needs to be traced back
to the data from which it derived.

The records of all interactions and alterations made to
the data, as well as the detailed reports of each aspect
of data processing are electronic metadata that need to
be managed alongside the images. These images do not
only come from different modalities or different acquisition
protocols to provide different types of information, but they
can also encompass data acquired pre- and post-treatment

that need to be combined to effectively assess treatment
response. The various derived outputs are not only numerical
values such as summary statistics, but also include regions of
interest and multi-dimensional biomarker maps. Presenting
and visualizing the profusion of information in an intuitive
way that facilitates clinical interpretation is paramount to
efficient and successful trial process.

The ability to represent the complete clinical trial work-
flow in a way that allows the various actors to check
progress, and assess or re-evaluate any intermediate state,
alternative method or optimization mechanism, is also funda-
mental to administrate, audit, and in turn validate the clinical
trial process. But the need and benefit is also financial, as
real-time process monitoring, recording and eventually re-
engineering is essential to improve efficiency and reduce
redundancies and errors [12].

4.1.3 3DNet in Cancer Research
Adoption of the 3DNet ecosystem can provide valuable

benefits in the process of validating pharmaco-kynetic (PK)
models for dynamic contrast enhanced magnetic resonance
images (DCE-MRI) [24]. 3DNet allows researchers and
radiologists to access and share data from both clinic and
research sites throughout the protocol experiments. Within
the Development Platform Environment, in-house generic
functional PK models written in IDL can be integrated
into the system and tested against the trial data. Results
(and parameters states) are stored as new DICOM series of
quantitative maps that the clinicians can review as overlays
on top of the original images, and comment, at any time.
The validation procedure consists of iterative refining and
optimization steps between researchers and clinicians, but
also between the different researchers implementing various
parts of the PK analysis, until the generic model, and its
parameters, get tuned for a specific anatomical application
(f.i. breast). During the complete process, data, results,
reports and source code are always accessed from the same,
centralized, single point of access: the cloud, which also
represent a major advantage for the administrators in terms
of monitoring, management and data aggregation.

(a) (b) (c)

Fig. 4: Implementing and adapting generic pharmaco-kynetic
model to specific tumors types in drug treatment response
quantification for (a) brain cancer, (b) liver metastasis and
(c) breast cancer.
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4.2 Reservoir Engineering

CO2 can be injected into a rock at high pressure and
great depth with the intent of trapping the nocive gas
for thousands of years [16]. This concept, also known as
CO2 sequestration, is a very relevant research topic in
reservoir engineering aimed at reducing CO2 emissions to
meet greenhouse emission targets and curb the imminent
temperature increase due to concentration of these gases in
the atmosphere. To this end, large efforts are invested in
acquiring high resolution images of sandstones, carbonates
and other rocks of current oil reservoirs, which make ex-
cellent candidates for systematic CO2 sequestration as they
are naturally contained geological systems at great depth
and with the infrastructure required to inject fluids into
the earth’s subsurface. Samples are studied at the micro-
scale and contain water, oil, and CO2 at ambient and high
temperature conditions. The idea is to understand how the
geometry of the pore space of these rocks affects their
macroscopic fluid properties and their ability to effectively
trap CO2 on a geological timescale [11].

4.2.1 Pore-Scale Visualization Workflow

In this study, the acquisition consists of micro-computed
tomography (µ-CT) images with monochromatic x-ray (30
keV) datasets of sandstones with oil and brine generated
at the synchrotron radiation beamline. The usable portion
of the image is approximately 300x300x300 voxels and the
nominal resolution is 9 microns (see Figure 5a). The visu-
alization workflow has the following steps: crop to usable
area (removing boundary effect areas); remove ring artifacts,
including: identify ring center, apply transformation: to Polar
coordinates, apply stripe removal: with combined wavelet
- Fourier filtering [17], apply transformation: to Cartesian
coordinates; adjust cropping; apply 3x3x3 Median/Otsu filter
to remove noise [18]; (auto) adjust image color level; reduce
color numbers / posterize; and segment CO2, brine and rock
using thresholding. Figure 5 shows an example of an (a)
initial, (b) filtered, and (c) segmented image. Post-processing
of the segmented data involves: computing contact angles
between oil bubbles, brine and rock; computing cluster
size distribution; characterization and quantification of 3D
oil clusters, extraction of pore network, extract pore size
distribution, extract CAD geometry of pore space, running
numerical simulations on extracted structures, and visual-
ization of the simulation results. The visualization workflow
often entails stitching multiple scripts together that trigger
applications such as ImageJ and Gimp, with Javascript and
C++ code which generate the images that can be overlaid
with data using VTK. Analytics are usually visualized as
graphs using tools such as MS Excel. All data transfers are
made via email, or file exchange services, as well as all
output and generated analysis.

(a) (b) (c)

Fig. 5: CT Image from a Sandstone Berea imbibed with
water: (a) shows the original image - the bright spots are
heavy metals present in the sample, (b) is the image after
color adjustment, (c) illustrates thresholding on the filtered
image.

4.2.2 Visualizing Shared Data
Visualization plays a key role in understanding the un-

derlying mechanisms that control the feasibility of carbon
capture and sequestration. However, it is not one of the
core strengths of earth scientists, therefore, collaborations are
usually required to process and analyze data acquired in the
laboratory [21]. Sharing data entails confidentiality issues,
as the data may belong to a different institution than the
one that the scientist is affiliated to. For example, data may
belong to another university, it may belong to an oil company
or to the government. Thus, sending and transferring it
might result conflictive and even illegal actions. Nonetheless,
making data available for external analysis in a seamless and
secure environment reduces the bureaucratic burden of the
confidentiality and disclosure problematic. Furthermore, the
transfer of large quantities of data becomes cumbersome,
and introduces a further level of complexity, distracting the
scientist of his true path. The problem of analyzing the
acquired data further broadens to housekeeping of the files,
tracking versions, controlling modifications, and storing
large quantities of data. Moreover, as datasets become larger
and numerous, the scientist is confronted with the problem
of storing them, keeping backups, keeping them safe, and
mobilizing them if it becomes necessary. The collaboration
entails jointly building a visualization workflow that can be
applied to the acquired data. The 3DNet ecosystem allows
for the application of multiple analysis techniques in a single
workflow. Users are able to assume multiple roles within the
ecosystem, enabling them to create and edit visualization
workflows, upload data, and analyze results as required.

5. Conclusion
We have presented an ecosystem that provides an in-

frastructure for the design, development, and evaluation of
visualization workflows within the context of a collaborative
environment. It is enabled by web technology and serves as
a mechanism to connect remote parties working on common
visualization workflows. It provides a secure and stable
platform for data management and is specialized in the
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Fig. 6: 3DNet in reservoir engineering

processing of images. Such a sytem is instrumental in the
design and development of visualization workflows as it
allows all involved specialists to collaborate in an efficient
manner in generating prototypes that reflect novel research.
As opposed to the development of web-tools, which brings
incremental change into the way that visualization integrates
into research across multiple disciplines, an ecosystem that
embeds visualization into the cloud and provides an integral
solution to researchers represents a step change. A true
new methodology, available to the research community to
interact, create and fine-tune visualization workflows, that
answer challenges of inter-disciplinary collaboration and
provides a competitive advantage to teams that choose to
participate in it.
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Abstract--Recent years have seen a growing interest in the 

emerging area of computer security visualization which is 

about developing visualization methods to help solve computer 

security problems. In this paper, we analyze the design space 

of network security visualization. Our main contribution is a 

new taxonomy that consists of three dimensions – data, 

visualizations, and tasks. Each dimension is further divided 

into hierarchical layers, and for each layer we have identified 

key parameters for making major design choices. This new 

taxonomy provides a comprehensive framework that can guide 

network security visualization developers to systematically 

explore the design space and make informed design decisions. 

It can also help developers or users systematically evaluate 

existing network security visualization techniques and systems. 

Finally it helps developers identify gaps in the design space 

and create new techniques. 

 

Keywords: Security Visualization, Design Space, Network 

Security.  

1 Introduction 
In this paper, we analyze the design space of network 

security visualization by developing a new taxonomy. Within 

this taxonomy framework, we identify key parameters and 

classes that define the structure of this design space. Using 

taxonomy to define a design space is a common method that 

has been used in the area of computer security [1, 2], 

information visualization [3-5], and computer-human 

interaction [3, 6].  

 

Our in-detailed analysis intends to provide the fellow 

developers with a better understanding of the structure of the 

design space. This would help network security visualization 

developers understand the tasks at a more detailed level and 

understand how various visualization techniques address the 

tasks. First the analysis can help to explore the design space 

and make informed design decisions.  Second, it helps 

developers or users systematically evaluate existing 

techniques and systems. Third, it helps developers identify 

gaps in the design space and create new techniques.  

 

Our main contribution is a taxonomy that consists of 

three dimensions – data, visualizations, and tasks. Each 

dimension is further divided into hierarchical layers, and for 

each layer we have identified key parameters for making 

major design choices, (figure 1). 

raw data
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Figure 1. 3 major dimensions that determine the design space of network 

security; and their sub-hierarchical layers. 

 

The data dimension consists of two layers: raw data and 

transformed data. The visualization dimension is divided into 

five layers: workspace, view, visual structure, and visual unit 

and visual variable. The task dimension consists of two layers: 

high level task and low level task, (figure 1). 

 

In the next three sections, we will discuss each 

dimension of the design space in sequence. We will explain 

the relationship between different layers, identify key 

parameters, and list categories of possible design choices for 

each parameter. Since design choices made in one dimension 

often affect the design choices in other dimensions, we will 

also discuss the relationship of a parameter or category with 

parameters or categories in other dimensions.  

2 Data 
The data dimension can be further divided into raw data 

and transformed data layers. Raw data becomes transformed 

data through data transformation operations.  

2.1 Raw Data 

In network security visualization, raw data is the 

network traffic data. Although a wide variety of network data 

are presented in network security visualization systems, the 

majority of them focus on the raw network traffic data at the 

transportation layer and network layer. From our survey of the 

network security visualization literature, we have identified 

the most commonly visualized raw data as follows. 

 Source and destination IP addresses 

 Source and destination port numbers 
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 Time and date 

 Protocols (e.g. TCP or UDP) 

 

Some applications also make use of application layer 

data such as user information and application type.  

2.2 Transformed Data 

When raw data is processed to fit into the proper 

visualization media; this process is defined as data 

transformation. More specifically, most network security 

visualization programs obtain their data from various log files 

such as IDS logs, net flows, sys-log, firewall logs, etc. The 

designated data for the specific visualization purposes maybe 

extracted or normalized from the raw network traffic data.  

  

Presumably, there are many data transformation 

methodology; the most common ones are listed as follows: 

 Classifying 

 Counting and aggregation 

 Filtering 

 Sorting 

 Clustering 

 

Classifying. Network traffic can be classified in different 

ways. For example, it can be classified by the application 

types [7], such as WWW, mail, or multimedia, and some 

systems visualize such data. Intrusion detection systems (IDS) 

try to classify network traffic into normal and malicious 

categories [8].  

 

Counting and aggregation can help to reduce the size of 

the data and therefore allow visualization systems to display 

the data at multiple levels of detail [9]. In addition, certain 

user groups may not want their network traffic details to be 

exposed, and therefore the aggregated data is the only thing 

that is allowed to be visualized.  

 

Filtering can help reduce the data size and dimensions, 

eliminate noises and duplications, and help users focus on the 

important data. Most network log files are filtered by their 

application programs. However often in times, data filtering 

can be done interactively by users as well [10-12]. 

 

Sorting is a very common type of data transformation. 

For example, users may want to sort network data by time or 

by source IP. Sorting is particularly useful in table based 

visualizations.   

 

Clustering is often used as part of a data mining process. 

Again, the clustering can be done automatically by programs 

or semi-automatically with user intervention. 

 

Relationship with the visualization dimension 

Both raw network traffic data (e.g. IP address, port 

number) and transformed data (e.g. IDS classifications) may 

be presented in the same visualization.  

 

The selection of visualization techniques are largely 

influenced by the type and number of dimensions of the data. 

For example, some visualization techniques, such as parallel 

coordinates, are particularly useful for visualizing multi-

dimensional data. The volume of data is also an important 

factor in making visualization design decisions. Another 

important design decision is how to map different data 

attributes to different visual structures, visual units, and visual 

variables.  

 
Relationship with the task dimension 

Data transformation is closely related to tasks.  When 

data transformation is integrated with the visualization system, 

data transformation operations become tasks. That is, 

interactive data transformations become user tasks, while non-

interactive data transformations become developer/program 

tasks. Dynamically linked or synchronized – if one view is 

changed, the other views will be automatically updated. Based 

on Roberts[13], the key concepts of view coordination include 

the scope of the correlation, initiator, and what is correlated.  

 

Multiple views may share the same data source or use 

different data sources. In the former case, the same data is 

visualized in different ways. For example, one view may 

display the raw network traffic data, while the other view 

displays aggregated data generated from the same raw 

network traffic. Multiple views that share the same data source 

are usually coordinated.  

 

Relationship with the task dimension 

The arrangement of multiple views is a low level task. 

Such arrangement can be determined by developers (a 

developer task), by the program (a program task), or by users 

(a user task). A particularly interesting design is to allow users 

to snap-together multiple views and dynamically link them 

[14, 15].  

3 View 
A view can be a window or a frame within a window. It 

contains one or more visual structures. The key parameters for 

the view layers are contents and viewpoint.  

 

Contents can be dynamic or static. Dynamic contents 

means that the data visualized in the view may be changed 

during runtime.  The update of the view content is a low level 

task that can be performed automatically by program (e.g. 

network data or IDS data streaming) or manually by users 

(e.g. load a different IDS log file).  

 

Viewpoint can also be dynamic or static. Dynamic 

viewpoint means that the viewpoint can be manipulated, 

mostly by users, while static viewpoint means that viewpoint 

is fixed. Dynamic viewpoint is particularly useful when the 

entire data set is too big to be visualized in a view, which is a 
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typical problem for network security visualization due to the 

enormous size of network data.  

 

Relationship with the task dimension 

Viewpoint manipulations are low level tasks. Typical 

examples include zoom, pan, and focus+context [3].  

3.1 Visual Structure 

A visual structure is made up of one or more visual units. 

This layer determines how visual units are organized. A large 

number of information visualization techniques belong to this 

layer. Examples include bar chart, scatter plot, color map, 

parallel coordinates, tree and graph, etc. 

 

We identify three key parameters for the visual structure 

layer: coordinate systems, relationship among visual units, 

and space filling.  

 

In network security visualization, the most commonly 

used coordinate systems are Cartesian coordinate systems 

(both 2D and 3D), Polar coordinate systems [16, 17], and 

Parallel coordinate system [18]. The majority of the network 

security visualization systems use 2D coordinates, while a few 

systems use 3D coordinates.  

 

There are three types of relationship among visual units: 

no connection, hierarchical connection, and non-hierarchical 

connection. Hierarchical connections are used to represent tree 

data structures (such as attack tree), while non-hierarchical 

connections are used to represent general graph data structures 

(such as computer networks) [19]. 

 

The visual units may be space filling or non-space 

filling. Space filling means that the entire visual structure is 

occupied by visual units. Non-space filling means that there 

may be gaps between visual units. Space filling techniques 

generally make better use of the display space, but they may 

suffer from information overloading. Note that table based 

visualizations are considered as space filling techniques when 

we treat each table cell as a visual unit.  

 

A visual structure may encircle other visual structures 

[20]. For example, a table may contain scatter plots or bar 

charts in its cells. A bar chart may be placed on top of a 

geographical map.  

 

Relationship with the data dimension 

The selection of visual structures is largely determined 

by the nature, the number of dimensions, and the size of the 

data set. For example, if there are relationships among data 

elements, then connections need to be established among 

visual units. Node-link diagram is often used to visualize 

network connections [21]. Multi-dimensional data set may be 

visualized using parallel coordinates or visual pivot table [22]. 

The space filling dense pixel map is often selected to visualize 

IP address space because it can visualize a large amount of 

information in a small space. 

 

A typical design problem in the visual structure layer is 

how to map network data to the axes of the coordinate system. 

A common practice is to convert IP address into two numbers, 

each of them mapped to one axis of the Cartesian coordinate. 

Port numbers are often sequentially mapped to pixels in a 

dense pixel map, either by column or by row. Temporal data is 

typically mapped to a horizontal or vertical axis [6].  

 

Relationship with the task dimension 

The selection of visual structure is a low level task. 

Often visual structures are selected by developers and are not 

changed during run time. However, in automatic visualization 

generation systems, the visual structure can be selected by the 

program based on pre-defined rules. Or the visual structure 

can be defined by users at run time.  

3.2 Visual Units and Visual Variables 

Visual units are the building blocks of visualization. 

Some examples such as: point, line, 2D shape (glyph), 3D 

object, text, and image. Each visual unit is defined by, but may 

not limit to, seven visual variables [21]: position, size, shape, 

value, color, orientation, and texture. For each visual unit, a 

visual variable is either assignable or fixed. An empty cell 

means the visual variable is not applicable to the visual unit.  

 

An assignable variable visual means that data attributes 

can be mapped to this visual variable, otherwise, if it is fixed, 

data attributes cannot be mapped to it. For example, for dense 

pixel maps, IDS classification can be mapped to pixel colors, 

but not to its size [6].  

 

 

position Size shape value color orientation text

position assignable fixed fixed assignable assignable fixed

line assignable assignable fixed assignable assignable assignable

2D assignable assignable assignable assignable assignable assignable assignable

3D assignable assignable assignable assignable assignable assignable assignable

text assignable assignable fixed assignable assignable assignable

image assignable assignable fixed fixed fixed assignable  
Table 2 Visual units and visual variables
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Sometimes the selection of a particular visual structure 

would limit the choices of visual units. For example, if parallel 

coordinate is selected as visual structure, then lines should be 

used as visual units. Similarly, the selection of a particular 

visual unit may also limit the choices of visual structure.  

 

Perhaps we can add a special visual unit – Gestalt, as in 

Gestalt psychological theory. Here, a Gestalt is defined as a 

group of visual units that can be easily perceived by humans 

as a “pattern” due to the Gestalt theory – that is, the laws of 

proximity, similarity, symmetry, continuity, etc.  Gestalt is 

particularly important for network security visualization 

because one of the primary purposes of such visualization 

systems is to help users detect malicious or anomalous 

network traffic patterns.  Such patterns are often visualized as 

a Gestalt of pixels, lines, or glyphs. For example, in current 

network security visualization systems, port scanning is often 

visualized as a cluster of lines or a group of closely packed 

pixels with the same color. If a malicious or anomalous pattern 

is not visualized as a Gestalt, then it is usually difficult to be 

detected by human.  

 

Thus a fundamental challenge for network security 

visualization designers is “how to design the visualization so 

that the malicious or anomalous behavior can be perceived by 

users as Gestalt?” And the network security visualization 

systems should be evaluated by whether they can effectively 

convert malicious or anomalous behavior patterns to Gestalts. 

 

Unfortunately, most of the current research in network 

security visualization still focuses on the low level details of 

how to map network data to visual units and variables, and the 

high level task of mapping malicious patterns to Gestalt has 

not received much attention.  

 

Relationship with the data dimension 

A basic design question a developer would face is how 

to map data items to visual units and how to map data 

attributes to visual variables. Again, the selection of visual 

units and visual variables is largely determined by the nature, 

the number of dimensions, and the size of the data set. For 

example, Chernoff faces [23], a 2D shape, is often selected to 

visualize multi-dimensional data. For large volume of data set, 

pixel is often selected as the visual unit because it allows more 

data to be visualized in a small display space.  

 

The selection of visual variables is also influenced by the 

characteristics of visual variables. Bertin [24] has identified 

five characteristics: selective, associative, quantitative, order, 

and length. For example, color is selective but not 

quantitative, meaning it is appropriate to map categorical data 

(such as IDS classification) to color [6], but it is usually not 

appropriate to map quantitative data to color. 

 

The mapping of data to visual units and visual variables 

is a low level task. This visual mapping can be pre-defined by 

developers, automatically performed by programs based on 

certain rules [24, 25], or manipulated by users at run time.  

5 Task 
In the field of information visualization, tasks are often 

defined implicitly as the interactions between users and the 

visualization system. Here we define tasks in a broader sense.  

 

We divide the task dimension into two layers: high level 

task and low level task. For network security visualization, we 

define high level tasks as the tasks that deal directly with 

problem solving, and define low level tasks as the tasks that 

indirectly support problem solving.  

5.1 High Level Tasks  

Based on our definition, high level tasks can be further 

divided into several categories: problem detection, problem 

identification, diagnosis, problem projection, and problem 

response.  

 

With only a few exceptions [26, 27], the current research 

on network security visualization has been focusing on low 

level tasks. The only high level task that has been effectively 

addressed so far is problem detection – that is, to detect 

malicious or anomalous behavior patterns through 

visualization. Current network security visualization systems 

support two types of problem detection: signature based and 

anomaly based detections. 

 

In signature based detection, users know the visual 

patterns (signature) of the malicious behavior and try to look 

for the patterns in the visualization. Such visual patterns are 

specific to visualization design (particularly visual structure, 

visual units and visual variables). As a result the visual 

signature of a malicious behavior (e.g. denial of service attack) 

is usually different from system to system. In anomaly based 

detection, users establish a visual profile of the normal 

behavior and use it to find anomalous visual patterns.  

 

In summary, we still do not have a good understanding 

of the high level tasks of network security professionals and 

how visualization techniques can assist in their work. Much 

research needs to be done in this area. 

5.2 Low Level Tasks 

Low level tasks are mainly about information gathering 

and presentation. A key parameter for low level tasks is who 

initiates the task. The initiators can be users, developers, or 

program.   

 

It is important to differentiate the task initiators because 

it helps guide the design. The visualization of network security 

data is often the result of a combination of design choices 

made by developers, users, and programs.  In majority of the 

network security visualization systems, developers make most 
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of the design choices. But in some information visualization 

systems [13, 28, 29], users construct the visualization at run 

time. In systems that automatically generate visualizations, 

design choices are made by programs.  

 

Therefore, we can further classify low level tasks based 

on the dimensions and layers they are associated with. Table 2 

contains such a classification. Note that the tasks listed in the 

table are example tasks and more tasks can be added.  

 
Table 4 Low level task classfication 

 Low level tasks 

Raw data Add, delete, or change data source 

Transformed 

data 

filter, aggregate, classify, sort, cluster 

Workspace Add, delete, arrange, or coordinate 

multiple  views 

View Zoom, pan, overview, focus+context 

Visual 

structure 

Add, delete, or modify relations, define 

visual structure 

Visual unit Identify, locate, distinguish, categorize, 

cluster, rank, compare, associate, 

correlate, retrieve, find anomalies 

Visual 

variable 

Change visual mapping 

 

Table 5 provided a task classification of the existing systems. 

 

6 Related work 

Various taxonomies have been proposed in the field of 

information visualization [3, 5, 30-40]. Both Shneiderman 

[41] and Wehrend [39] proposed a two dimension taxonomy 

based on data types and low level tasks. However, they do not 

provide a classification for the visualization techniques. Tory 

and Moller [32] extended Shneiderman’s work by dividing 

data into two categories, continuous and discrete, and 

introduced structure as a parameter. They also describe a data 

centered, two dimensional task taxonomy based on 

continuous/discrete data and data spatialization. Card and 

Mackinlay [3] analyzed the information visualization design 

space based on data type, data transformation, mark types, 

retinal properties (similar to visual variables), position in 

space time, view transformation, and widget – all of them are 

included in our taxonomy.  Card, et al. [3] and Chi [30] 

described a pipeline based framework to classify visualization 

techniques. In general, our taxonomy is closer to the one 

proposed by Keim [5], who describe taxonomy in three 

dimensions: data, visualization techniques, interaction and 

distortion techniques. Keim provides a categorical 

classification for each dimension, but does not further divide 

them into layers or identify key parameters. Our taxonomy is 

more comprehensive and detailed than other taxonomies.  

 

Our analysis of the data dimension is influenced by the 

pipeline model proposed by Card, et al. [3] and Chi [30], who 

both classify data into raw data and transformed data. Our 

analysis of the data transformation operations is influenced by 

the work of Tang, et al. [42] 

 

Our analysis of the visualization dimension is based a 

comprehensive survey of the literatures on computer security 

visualization, many of which are published in the proceedings 

of the first two International Workshop on Visualization for 

Computer Security (VizSEC). The five layer hierarchical 

framework is partially inspired by Zhou and Feiner [27]. 

However, Zhou and Feiner discuss their hierarchical layers in 

the context of automatic visualization generation. Unlike our 

work, they do not identify key parameters and categories for 

each layer. The analysis of the visual unit and visual variable 

layers are influenced by the work of Card and Mackinlay [3] 

and Bertin [24]. 

 

There has not been a comprehensive analysis of the tasks 

in network security visualization. Our analysis of the low level 

tasks is based on our experience and many previous works on 

general visualization tasks [3, 22, 24, 30, 37, 39, 43-45]. Our 

high level task analysis of the network security visualization 

also benefits from some previous works [26, 27, 42]. 

 

7 Conclusion 
In this paper we analyze the design space of network 

security visualization. We define the design space in three 

dimensions – data, visualization, and tasks. We further divide 

each dimension into hierarchical layers and identify key 

parameters and categories and design choices. In the process, 

we try to identify gaps in the design space and point to areas 

that have not been sufficiently addressed. 

 

This new taxonomy provides a comprehensive 

framework that can guide developers to systematically explore 

the design space and make informed design decisions. It will 

lead to a more structured design methodology. It can also help 

developers or users systematically evaluate existing network 

security visualization techniques and systems.  

 

We will continue to refine our taxonomy as new network 

security visualization techniques and systems are developed. 

New parameters may be identified and new categories added. 

We are also working to identify visual design patterns for 

network security visualization, based on our literature survey 

and the analysis of the design space. Finally, we believe our 

new taxonomy can be extended to cover the emerging field of 

visual analytics [46].  
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Visualization and Clustering of Document Collections using 
a Flock-based Swarm Intelligence Technique 

   Richard H. Fowler, Raul A. Huerta, and Wendy A. L. Fowler 
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Abstract – Electronic availability of documents continues to 
increase, yet identifying documents relevant to the user 
remains a primary constraint in electronic document use. 
Visual representations of document collections can facilitate 
search by representing large collections of documents in a 
manner that is complementary to linear, text based 
representations.  Visual representations can provide a means 
to make the overall structure of a collection comprehensible, 
as well as a mechanism to identify groups of useful 
documents and access relevant individual documents. The 
current work employs flock-based clustering to both organize 
documents and provide visual representations of documents. 
Reynolds’ three rule flocking scheme is augmented with 
additional rules to provide document clustering. A unified 
visual representation supplies facilities for overview of the 
entire document collection, filtering documents, and 
retrieving individual documents. The system also utilizes 
visualization tools for individual cluster identification and 
exploration based on keyword search. Stereoscopic viewing 
is provided to enhance users’ perception of 3D organization. 

Keywords: visualization, information visualization, 
information search, clustering, swarm intelligence 

1    Introduction 
Electronic availability of documents continues to 

increase both with respect to types of access and breadth of 
coverage. Yet, identifying those documents that are relevant 
to the user for the task at hand remains the primary constraint 
in electronic document use. Most systems provide access 
using keyword search, whether using publicly available 
Internet search engines or digital libraries accessed by 
professionals. Visual representations of document collections 
during search can augment text-based techniques by 
representing large collections of documents in a manner that 
is complementary to linear, text based representations.  
Visual representations can provide a means to make the 
overall collection comprehensible, as well as mechanisms to 
identify groups of useful documents and access relevant 
individual documents. 

In information visualization tasks the essential approach 
is to provide “overview first, zoom and filter, then details-on-
demand” [24]. The approach to visualization of document 

collections we have taken follows that paradigm closely. The 
current work describes a system that provides a visual 
representation of a complete document collection formed 
using a biologically inspired flock-based [21] clustering 
technique [4, 5]. The technique provides a means to not only 
form clusters of documents, but also spatially order the 
clusters and documents within clusters. Together, these 
spatial orderings can provide the user both a global view of 
the document collection, as well as the ability to view 
relations at a more detailed intra-cluster level. Simultaneous 
cluster formation and spatial arrangement is efficient by 
eliminating the need for separate computational stages. 

The system we have developed employs flock-based 
clustering to both organize documents with respect to content 
and to provide visual representations of documents. The basic 
clustering approach whereby additional rules are added to 
Reynolds’ three rule flocking scheme [21] was augmented 
and tuned for the web based document sets with which the 
work was done. A single visual representation provides users 
facilities to gain an overview of the entire document 
collection, filter the document collection, and obtain 
information about individual documents. The system also 
provides visualization tools for individual cluster 
identification and exploration based on keyword search. Both 
desktop and large screen stereoscopic viewing facilities are 
provided to enhance the users’ perception of three 
dimensional organization. 

The following sections first present Related Work in 
swarm intelligence used to form clusters, focusing on flock-
based techniques. This section also describes the metrics 
utilized to represent individual documents and document 
collections and extensions to Reynolds’ model that have been 
employed with document collections. The next section 
describes the System that we have developed for flock-based 
visualization of document collections. Finally, Conclusions 
are presented and References listed. 

 
2    Related Work 

Clustering is the process of assigning a set of objects into 
groups, or clusters, so that the objects in the same cluster are 
more similar to each other than to those in other clusters [11]. 
For document retrieval the clustering of documents in a 
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collection is widely used to facilitate user directed search 
through browsing [14]. Clustering techniques that make use 
of flock-based swarm intelligence techniques are relatively 
new and provide a useful adjunct to other techniques, such as 
hierarchical and nearest neighbor clustering. 

2.1 Flock-based Modeling 
 
Reynolds’ seminal work in creating flock-like visual 

behaviors of birds [21] was designed to provide a technique 
for use in computer animation. As such, its goal was to 
provide a visual representation of flight and the grouping of 
individuals, i.e., flocking, that would appear realistic to 
viewers, rather than provide a biologically accurate model of 
behavior. Reynolds’ agent-based technique was quite 
successful using a very limited number of rules. The basic 
flocking approach was quickly extended to a wide range of 
groups, including herds [7], schools of fish [9], crowds [29], 
unmanned air vehicles [30], and robots [31]. Further 
refinements have added additional rules to provide for flock-
like behavior in the presence of predators, obstacles to avoid, 
and path following [22]. The approach has also been 
extended to multiple species flocking [5, 17] using techniques 
closely related to those for document clustering. The next 
sections present details of the original flocking model from 
which later extensions are derived, followed by a discussion 
of extensions to the basic model with a focus on clustering 
and document collections. 
 
2.1.1 Simulating Flock Motion 

 
Reynolds’ original technique to create perceptually 

realistic flocking behavior for animation was based on 
providing rules for movement, or steering, for individual 
agents. Only three rules are used, illustrated in Figure 1, 
which are applied by each individual of the flock to steer its 
movement (direction and velocity):  
• Alignment: Steer towards the average direction of 

movement of nearby agents 
• Separation: Steer to avoid being too close to nearby agents 
• Cohesion: Steer to move toward the center position of 

nearby agents. 
Using these three rules, individual agents initially placed at 
any spatial location will adjust their directions of movement 
and velocities to form a single group that exhibits movement 
perceptually quite similar to a flock of birds or other social 
biological group, e.g., school of fish.  These steering rules are 
applied considering only other agents within a small range 
around each individual, as shown by the circles in the figure, 
rather than to all other agents. A velocity vector is formed for 
each of the three rules, alignment, separation, and cohesion. 
These vectors are then used to determine the individual 
agent’s velocity.  

 
Figure 1. Only three basic rules of movement are necessary to 
create perceptually realistic flocking motion. The filled 
triangle represents the agent applying the rules, outline 
triangles show other agents, and the circle represents the 
maximum spatial range of rule evaluation. 
 

The alignment rule orients the direction of movement for 
an  agent   with   the   direction  of   nearby   agents.  Nearby 
agents are considered those that are within the range of 
evaluation, 𝑑(𝑃𝑥 ,𝑃𝑎) ≤ 𝑑1 ∩ 𝑑(𝑃𝑥 ,𝑃𝑎) ≥ 𝑑2, where d is 
distance, P is position, x denotes another agent, and a the 
agent for which alignment is being determined. d1 and d2 
determine the other agents that are considered in determining 
alignment and are pre-defined. d1 represents the maximum 
range of rule evaluation, and d2 is used to exclude the nearest 
other agents, which will be affected by the separation rule. 
Each agent’s velocity vector, �⃗�𝑎𝑙𝑖𝑔𝑛 , is aligned with the 
average of the velocity vectors �⃗�𝑥 for the n agents within the 
range of evaluation:  

�⃗�𝑎𝑙𝑖𝑔𝑛 =
1
𝑛
��⃗�𝑥

𝑛

𝑥=1

                                    (1) 

The separation rule keeps an agent from colliding with 
another agent. It does this by changing the agent’s velocity 
vector, �⃗�𝑠𝑒𝑝, depending on distance from agents in the range 
of evaluation, 𝑑(𝑃𝑥,𝑃𝑎) ≤ 𝑑2: 

�⃗�𝑠𝑒𝑝 = �  
𝑛

𝑥=1

�⃗�𝑥 + �⃗�𝑎
𝑑(𝑃𝑥 ,𝑃𝑎)

                                  (2) 

The cohesion rule orients the movement of an agent 
toward the center of nearby agents. The agent’s velocity 
vector, �⃗�𝑐𝑜ℎ, is oriented to the direction of the average spatial 
position of the agents within its evaluation range of 
evaluation, 𝑑(𝑃𝑥 ,𝑃𝑎) ≤ 𝑑1 ∩ 𝑑(𝑃𝑥 ,𝑃𝑎) ≥ 𝑑2:  

�⃗�𝑐𝑜ℎ = �(𝑃𝑥 − 𝑃𝑎)������������������⃗
𝑛

𝑥=1

                                      (3) 

Finally, the velocity vector for each agent, �⃗�𝑎, is 
calculated by summing and weighting the velocity vectors 
calculated by the three rules:  

�⃗�𝑎 =  𝑤𝑎𝑙𝑖𝑔𝑛 ∙ �⃗�𝑎𝑙𝑖𝑔𝑛 + 𝑤𝑠𝑒𝑝 ∙ �⃗�𝑠𝑒𝑝 + 𝑤𝑐𝑜ℎ ∙ �⃗�𝑐𝑜ℎ        (4) 
with walign , wsep, and wcoh pre-determined weights. 
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2.2 Extensions of Flock Based Modeling to 
Document Collection Clustering 

 
By the agents’ iteratively applying the three rules of 

alignment, separation and cohesion, a single group forms that 
moves in a perceptually good approximation of group 
movement of identical biological entities in nature. However, 
there are other cases of interest that the rules do not capture. 
For example, in order to create movement of herd animals 
across terrain, Gompert [7] augments Reynolds’ three rules 
modeling bird flight with a fourth rule whereby each agents’ 
position also determined by the elevation of the terrain at the 
agent’s position. Such derivation of rule sets appropriate to 
the problem at hand is characteristic of agent based modeling 
[15]. 

In addition to single group modeling, another question 
that has been addressed using flock-based modeling is 
differentiation of the members of a single group of agents 
into distinct groups. This would occur, for example, when 
agents model birds, but the birds are of different species. In 
this case each species would form its own separate group, and 
each separate group would exhibit the movement patterns 
captured by Reynolds’ three rules. Solutions to this problem 
add additional rules whereby agents, e,g., birds, are brought 
closer together or pushed farther apart depending on their 
similarity. One way to determine similarity values is by 
comparing feature vectors representing individual agents. 
Agents of the same species share many features and so have 
high similarity, which leads to their spatial positions moving 
closer. These groups of similar agents are also moved away 
from other, dissimilar, agents, which have also formed groups 
based on high inter-agent similarity. This general approach, 
in which additional rules are added to flock-based clustering, 
has been used to provide multiple groupings, or clusters, of 
individual interests [20], time varying data [17], arbitrary 
attributes [19, 26], and spatial data [6]. 

Clusters of documents can be identified using the same 
approach in which additional rules are added that consider 
similarity among feature vectors [5, 6]. For document 
clustering, additional rules can be added that consider the 
similarity of the topic content of documents, where the 
feature vector is a vector of terms used to describe a 
document’s content. The next section describes techniques 
for determining document feature vectors and their similarity. 
In the following section techniques for deriving document 
clusters based on inter-document similarity are presented.  
 
2.2.1 Document Feature Vectors and Similarities for 

Clustering 
 
The most widely used measures of similarity among 

documents are based on the Vector Space Model [23]. This 
technique utilizes a document’s words to transform each 
document to a feature vector representation that captures the 

document’s content. Comparisons among documents’ feature 
vectors are then employed to provide document similarities.  

The Vector Space Model uses a list of indexing terms 
defined for a particular document collection. These terms can 
come from a fixed vocabulary or be derived for individual 
document sets. The text of each document is analyzed, and a 
vector, d, representing each document is created. d is of 
length equal to the number of indexing terms.  Each element 
of d is given a weight, w, for each indexing term, i. Using this 
method, each document can be considered as a single point in 
a space of dimensionality equal to the number of index terms. 

Typically, inter-document similarity considers the 
number of terms common to a document pair as represented 
by their term vectors, a measure of their content similarity, 
normalized by number of terms in documents. In order to 
increase the discriminative power of terms, terms in the term 
vector T are first weighted by the inverse frequency of 
occurrence in the term set, the tf×idf model [27]. The idea is 
that relatively rarely occurring terms are more useful in 
characterizing inter-document similarity, and, so, are 
differentially weighted. Equation 5 below provides the 
weight, w, for a term in the document term vector. tf is a 
term’s frequency in the document collection, and tfik is the 
number of occurrences of term Tk in di. N is the number of 
documents in the collection and nk represents the number of 
documents containing term Tk. The weight, w, of term Tk is: 

𝑤 =
𝑡𝑓𝑖𝑓 × 𝑙𝑜𝑔 �𝑁𝑛𝑘

�

�∑ �𝑡𝑓𝑖𝑓�
2𝑇𝑛

𝑗=1 × log �𝑁𝑛𝑗
�
2

                     (5) 

 
2.2.2 Flock-based Document Clustering 
 

The earliest use of flock-based clustering was as one 
element of a hybrid clustering approach that used 
conventional techniques together with flock-based techniques 
for final determination of clusters [6]. At that time other 
swarm based techniques for clustering were also being 
explored, including ant colony optimization [13] and particle 
swarm optimization [16]. The first use of flocking-based 
techniques for document collections was by Cui et al. [5, 6]. 
Refinement of the approach continues, with recent work on 
efficient implementation demonstrating the clustering of 
500,000 documents [32]. Contemporary with the work of Cui 
et al, Picarougne and colleagues developed a flock-based 
clustering system with visualization facilities [18, 19]. 

As noted, the basic approach of flock-based document 
clustering is to augment Reynolds’ original three agent rules 
with additional rules. Cui et al. [5] utilized a document’s term 
vector representation as the feature vector from which values 
for inter-document similarities were calculated, and these 
were then used in additional rules. 
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To determine document clusters Cui et al. use two 
variations of rules to augment Reynolds’ original approach to 
determining spatial placement of agents. The basic goal is to 
move similar documents together and dissimilar documents 
apart by adding two rules. In the first rule, strength of 
attraction, �⃗�𝑠𝑖𝑚, is proportional to the distance between the 
agents and the similarity between the agents’ term values: 

�⃗�𝑠𝑖𝑚 = ��𝑆(𝐴,𝑋) × 𝑑(𝑃𝑥 ,𝑃𝑎)�
𝑛

𝑥=1

                  (6) 

where S(A,X) is the similarity value determined using the 
term vectors, or feature sets, for agents A and X. Similarly, 
the strength of repulsion, �⃗�𝑑𝑖𝑠, is inversely proportional to the 
distance between the agents and the similarity between the 
agents’ features: 

�⃗�𝑑𝑖𝑠 = �
1

𝑆(𝐴,𝑋) × 𝑑(𝑃𝑥 ,𝑃𝑎)

𝑛

𝑥=1

                      (7) 

As before, the velocity vector for each agent, va, is 
calculated by summing the weighted velocity vectors 
calculated by the, now five, rules:  
�⃗�𝑎 = 𝑤𝑎𝑙 ∙ �⃗�𝑎𝑙 + 𝑤𝑠 ∙ �⃗�𝑠 + 𝑤𝑐 ∙ �⃗�𝑐 + 𝑤𝑠𝑖𝑚 ∙ �⃗�𝑠𝑖𝑚 + 𝑤𝑑𝑖𝑠 ∙ �⃗�𝑑𝑖𝑠   (8) 

with wal , ws, wc ,wsim, and wdis pre-determined weights. 
This basic approach was refined [6] by combining the 

two additional rules into a single rule that uses a variable 
threshold, T, by which attractive and repulsive forces can be 
manipulated based on agent feature similarity: 

�⃗�𝑠𝑖𝑚−𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = �
(𝑆(𝐴,𝑋) −  𝑇) × (𝑃𝑥 − 𝑃𝑎)������������������⃗

𝑑(𝑃𝑥 ,𝑃𝑎)

𝑛

𝑥=1

          (9) 

There is now a single velocity vector based on document 
similarity, vds, that depends on the pre-defined threshold, T, to 
determine document similarity based agent movement. Such 
changes to rules are characteristic of extensions made to the 
basic flock based algorithm. 
 
3    System  

 
The system we have developed provides a visual 

representation of document collections based on flock-based 
clustering as one element of a document retrieval system. To 
perform the clustering, documents are first represented as 
term vectors. Then, using flock-based modeling that extends 
Reynolds’ original approach, documents with high similarity 
move together and dissimilar documents move apart in a 
three dimensional space. These movements create spatial 
clusters of documents that share content, as represented by 
their term vectors, and clusters move apart spatially to fill the 
space that users view, as shown in Figure 2 for a set of web 
retrieved documents. In addition to the main viewing 
window, views from the top and sides of the document space 
are also available to provide orientation. Figure 3 shows the 

 

 
Figure 2. Flock-based clustering for a document collection. 
User’s are supplied tools to browse the collection, identify 
clusters of interest, and retrieve individual documents. 
 

 
Figure 3. User has zoomed in on the two clusters at the lower 
right of the display. Further zooming allows selection of 
individual documents for display. 

 
view after the user has zoomed in on two of the clusters. 
Further zooming allows the inspection and retrieval of 
individual documents. 

Stereoscopic viewing is available to enhance perception 
of the three dimensional space in which documents are 
displayed. In various task-based studies user’s performance 
has been shown to be enhanced through stereoscopy [1, 8, 
28]. Additionally, the user can interactively change the view 
orientation, e.g., “spinning”  and  “jittering”  the  display,  to 
discern  further information about the nature of the spatial 
clustering [25].  

As with other flock-based document clustering systems 
[5, 32], additional rules for agent movement based on 
document similarities are used by the system to augment 
Reynolds’ three principle steering rules. A variant of Cui et 
al.’s threshold-based similarity rule [6] is used for clustering, 
providing a threshold for document separation that can be 
adjusted to tune cluster formation and separation for different 
document sets. The flock-based clustering employed by the 
system represents documents using the tf×idf method, using 
the most frequently occurring terms in document sets. 
Similarity between agents based on feature vectors is 
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calculated as 𝑠𝑖𝑚𝑖𝑗 =  ∑ 𝑤𝑖𝑘 × 𝑤𝑗𝑘𝑇
𝑘=1 , where inter-document 

similarity, sim, for each document pair, i, j, for each of T 
elements in the term vector, is derived from term weights, w, 
for agent pairs. For efficiency it is calculated once prior to 
initiating flocking and stored, rather than recalculated on each 
iteration.  

One tenet of information search is that users should be 
provided multiple paths of access to information [2]. Though 
the capabilities of the system center on flock-based clustering 
and its visual representation, conventional keyword search for 
individual documents is also available and provides a useful 
addition to cluster based search [3, 12]. The system’s flock-
based clustering visualizations provide one element of its 
document retrieval functions. Other elements are designed to 
support an iterative document retrieval process in which 
users’ information needs are defined and met [10].  

In addition to retrieving individual documents through 
keyword search, the system also provides facilities that 
combine keyword search and visual cluster representation. 
The goal is to help users know where to look and explore 
within the large visual representation in order to find clusters 
that contain documents likely to be relevant to the user’s 
information needs. This cluster identification is accomplished 
by augmenting the cluster display by visually marking 
individual documents that match a keyword search. Users are 
then visually directed to those clusters with many keyword 
matches and which contain similar documents, as indicated 
by common cluster membership.  

Another means by which flock-based cluster 
visualizations could provide capabilities integrated with a 
suite of document retrieval mechanisms is by using it to 
provide an alternative representation of search results 
provided by a conventional search engine. Internet search 
engines return results ranked with respect to relevance to a 
keyword based query. Were the query able to express the 
user’s information need exactly and the retrieval mechanism 
able to then supply the documents that met the user’s 
information need, then there would be little to desire in such a 
system. Unfortunately, this is not the case, due in part to 
users’ inability to completely specify information needs in 
terms used by the retrieval system. Rather, it is more likely 
that only some degree of the user’s need is met with initially 
retrieved documents. Further refinement of information needs 
and search vocabulary are parts of the iterative process 
information retrieval. By using the flock-based visualization 
system to provide clustered, versus sequential, ordering of 
documents within a retrieved set, the user could be provided a 
visual mechanism complementary to the sequence of 
documents to find relevant documents through exploration of 
the clusters of documents formed from a set of retrieved 
documents. Additionally, flock-based clustering is 
particularly efficient for incremental clustering [32], and the 
set of visually displayed document can be increased and 
maintained as the search continues.  

4    Conclusions 
The current work extends the use of flock-based 

clustering visualization in document retrieval through its 
integration with tools supporting the iterative information 
retrieval process. The system provides mechanisms for 
cluster identification by keyword query match to identify 
individual documents and show their location in the complete 
document collection, thereby enabling users to efficiently 
explore the document space. This exploration facilitates user 
information need specification, an important component in 
the retrieval process, as well as individual document retrieval. 
The system provides multiple paths to information items 
through its facilities for document collection browsing, 
cluster identification, and keyword based search. 
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Abstract - This paper proposes readability visualization, 
genre visualization, and combined visualization to provide 
unconventional information for book selection. Data 
visualization was initiated for the practical purpose of 
delivering information, as it efficiently links visual perception 
and data so that readers are able to instantly recognize 
patterns in overcrowded data. In this interdisciplinary 
research we used the strength of data visualization, and this 
paper suggests three possible textual visualizations of a book, 
which may help users to find a desirable book, with the use of 
intuitive information out of a large volume of book data. 

Keywords: Data Visualization, Information Visualization, 
Information Aesthetics 

 

1 Introduction 
  Today, internet bookstores sell almost every single book 
in the world, and they provide a convenient book-searching 
function using keyword entry. Moreover, they deliver 
purchased books to the customers’ home directly. Buying 
books over the internet has gradually become a part of our 
lives. 

Internet bookstores provide information about books in order 
to help customers pick their desired books, in-formation such 
as a cover image, table of contents, and book reviews, in 
addition to basic information: author, editor, number of pages, 
a size, ISBN, and price. Customers also get information from 
other customers’ opinions or statistical recommendations 
provided by internet bookstores, which are sometimes leading 
readers to follow other people’s preferences blindly. In other 
word, these opinions are not information centered on the 
individual user but on the provider. Ideally, to choose a book, 
customers should read one or more chapters in advance of 
purchase to decide if a book’s style and genre suit them and 
also to predict how much time and effort it will take from 
them to read it. 

Many previous examples of text visualization including our 
recent projects[1][2] have generally focused on a book’s 
contents and on plot analysis [3][4][5] but these approaches 
hardly provide practical clues needed for a reader to pick the 
“right book” for them, out of the thousands of 
recommendations on an Internet book store’s web site. 

Common readers’ questions are not academic but practical: 
How much time will I need to read this book? Is it easy 
enough for a third-grade kid? Is there a genre called 
philosophical thriller? Is Twilight a romance or fantasy? 
Where I can find a romantic philosophical science fiction like 
Bicentennial Man? This paper suggests that intuitive text 
visualization reflecting readability and a user-oriented 
customizable genre would complement available book 
information and support reader book selection. (Fig. 1) 

 

Fig. 1. The images of text visualization with an algorithm 
suggested in this paper: from the left, Harry Potter and the 

Prisoner of Azkaban (3rd book), Harry Potter and the Goblet 
of Fire (4th book), both by J. K. Rowling; The Critique of 
Pure Reason (English edition) by Immanuel Kant; and The 

Ethics (English edition) by Baruch de Spinoza. 

2 Readability Visualization 
2.1 Readability 
 A book’s readability is one of the important 
considerations in book selection. “Readability” is the ease in 
which text can be read and understood, and it directly affects 
the difficulty of a book. The factors of readability 
measurement have been studied by various researchers 
[6][7][8][9][10][11][12][13][14] since Sherman L. A. 
(1888)[15] (Table 1). 

The length of a sentence, number of sentences per paragraph, 
and amount of characters per word; these factors are closely 
related to the physical print space and the eye movements 
readability issue of “return sweep to next line[16]”. 
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Table  1. Readability Factors 

 

2.2 Readability visualization with length 
factors 

 We visually simulated a human reading process using 
the length related readability factors. The longer word, 
sentence, and paragraph are less readable. Each character was 
converted to a visible point of which the brightness decreases 
gradually during reading process. If a character is punctuation, 
the brightness of the point slightly increases. As a result, a 
book with longer sentences/ paragraphs presents a dark and 
static image, but a book with concise sentences/ paragraphs 
shows bright and dynamic patterns (Table 2, Fig. 2). 

Table  2. Algorithm 1: Readability Visualization  

 

 
Fig. 2. A sample readability visualization for Alice's 

Adventures in Wonderland by Lewis Carroll. To explain the 
algorithm, we accelerated the brightness transition ten times. 

Fig. 3 shows a clear difference between two books. My 
Sister’s Keeper has clear and concise sentence and paragraph 
style, as is often the case with most of the contemporary best 
sellers, but The Critique of Pure Reason is extremely hard to 
understand, even for well educated people not only because of 
the difficulty of contents but also because of the lengthy 
complex sentences and paragraphs. With this algorithm a 
reader can get an impression of overall readability instantly 
without reading the entire book. For example, the readability 
visualization of most children’s books that have more dialogic 
contents will appear extremely bright and dynamic. Classic 
novels are darker than contemporary novels due to the lengthy 
writhing style. Most of philosophical, scientific, or academic 
books are much darker than books of others genres. The 
visualization matches with common knowledge of readability 
and comprehensibility. One of the rare exceptions to this is 
poetry. For example an image of a poem by T. S. Elliot is 
bright but the words in the poem are highly connotative and 
implicative. Sometimes readability does not accompany 
comprehensibility. 

 

Fig. 3. Result of the algorithm 1; left is My Sister's Keeper by 
Jodi Picoult, right image is The Critique of Pure Reason 

(English edition) by Immanuel Kant 

3 Genre Visualization 
The readability visualization of previous chapter is 

helpful but an even more important function for book 
selection would be to visualize a book based on each 
individual’s preference. This chapter suggests an intuitive 

42 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  |



visualization algorithm that visualizes a book based on genre; 
either conventional or custom genre. 

The most of previous text clustering studies focused on 
finding dimensional closeness with various method such as 
digital signal processing with wavelet transform 
[17][18][19][20]. In this paper we used text analytic method 
with viewpoint of normal customers. 

Usually genres are defined by a librarian with a historical 
categorization method or by a publisher with market 
preferences, but this algorithm provides unconventional 
categorization with a user’s definition. The following is a 
brief explanation of each step: 

a) Analyze as many books as possible to count the summed 
frequency of each word and to build an “Overall Word-
Frequency Dictionary (OWFD)”-We processed four-thousand 
randomly selected digital books in our college academic 
library- , 

b) Select books that represent a specific genre and make a 
“Genre Word-Frequency Dictionary (GWFD)”, 

c) Compare the “Genre Word-Frequency Dictionary 
(GWFD)” with the Overall Word-Frequency Dictionary 
(OWFD) and find extraordinary words of more frequency in 
the Genre Word-Frequency Dictionary (GWFD), and with the 
selected extraordinary words make a Genre-Identity 
Dictionary (GID). 

The Genre-Identity Dictionary will be used for a similarity 
indicator on each genre, including a ‘user-defined 
unconventional custom genre’. What follows is a detailed 
explanation of this process. 

3.1 Overall Word-Frequency Dictionary 
(OWFD) 

Table  3. Overall Word Frequency Dictionary(OWFD) 

 

We collected four-thousand digital books to make one 
OWFD (Overall Word-Frequency Dictionary). The dictionary 
contains frequency and rank of each word in all of the books 

in our sample. More than half a million words are in this 
dictionary, but the frequency distribution is not linear, so the 
20% of high-ranked words covers more than 98% of the 
whole word-frequency. The lowest-ranked word group, which 
makes the database enormously inflated is filled with invented 
onomatopoeia, mimetic words, proper nouns (e.g. character 
names), and misspelled words. To reduce processing cost we 
selected the top 20% words (10,000 words) to build the final 
OWFD (Table 3). 

3.2 Genre Word-Frequency Dictionary 
(GWFD) 

We made a GWFD (Genre Word-Frequency Dictionary) 
the same way we made OWFD, but we only sampled books 
that are representative of each genre not whole collection. We 
chose some of conventional genres, which are fantasy, 
philosophy, and science fiction, and we also created a user-
defined custom genre. To represent each genre, it is important 
to select the most suitable representatives of each genre; we 
chose several important books for each (Table 4). 

Table  4. Selected genres and representative books 

 

For the fantasy genre, we selected two books from two classic 
masters, Tolkien and Lewis, in addition to the first volume of 
the Harry Potter books, which is a best seller in the 
contemporary fantasy novel genre. For the philosophy genre, 
we selected three books: by Plato, Kant and Spinoza; and for 
the science fiction genre, we chose six books by the so called 
big three writers (Clarke, Heinlein, Asimov). The custom 
genre is a user-defined genre based on one user’s preference, 
who is one of co-authors of this paper. We named the genre 
‘Kimyo’s selection’ after her nickname. She loved Jane Eyre, 
Sense and Sensibility, and My Sister’s Keeper. These books 
show women writers’ style, and they also speak out about 
social issues such as social class problems, child abuse, 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 43



women’s rights, and medical self-determination. These books 
are romantic and philosophical novels that cannot be 
described as a single conventional genre. 

Table  5. Genre Word Frequency Dictionary(GWFD) 

 

As we can see in Table 5, the words ranked by frequency are 
similar between the genre word databases because the basic 
and required words to build a sentence are same in each. 
Therefore it is not easy to find a difference with these 
databases. 

3.3 Genre Identity Dictionary(GID) 
 The GWFD (Genre Word-Frequency Dictionary) has to 
be refined to represent a genre identity. We suggest an 
algorithm that compares between an OWFD (Overall Word-
Frequency Dictionary) and a GWFD (Genre Word-Frequency 
Dictionary to extract extraordinary words for each genre. 

We measured a rank difference of a word that occurs in both 
between two dictionaries. If a word had a higher rank in the 
GWFD than OWFD, we recorded the word into a database 
with a rank distance. 

 

Fig. 4. The higher ranked words in the GWFD (Genre Word-
Frequency Dictionary of fantasy genre); they form the Genre-

Identity Dictionary 

As Fig. 4 shows, there are words that are frequently found in a 
certain genres (e.g. wizard and wand in a fantasy genre). We 

call these words “genre-identity words” and the database a 
“Genre-Identity Dictionary (GID)”. 

Table 6 shows genre-identity words in the GIDs (Genre-
Identity Dictionaries) sorted by rank distance. Each genre has 
a special set of extraordinary words. Some of the words in the 
highest ranked group are proper nouns such as characters’ 
names -except philosophy genre- but very soon we can find 
the unique genre-oriented words; wizard, journey (fantasy); 
bugs, discovery (science fiction); behavior, obliged, 
engagement (Kimyo’s selection). 

Table  6. Genre Identity Dictionaries(GIDs) 

 

3.4 Genre closeness calculation 
 We can calculate genre closeness of a book with GIDs 
(Genre-Identity Dictionaries). First, we made a frequency-
ranked word dictionary of the subject book that a customer 
wants to test, and we compared it against various GIDs. If a 
word in the dictionary of subject book is also found in a GID, 
we call it a “word hit”. We also calculated the average rank 
distance of each paired word, and we named it “Word 
Average Distance”. Naturally, more word hit and less word 
average distance implies that the subject book is closer to the 
genre. 

Table 7 shows the results of the genre closeness between 
seven exemplary books and four predefined genres, including 
a custom genre ‘Kimyo’s selection’. Some of the subject 
books are not easy to describe as a single conventional genre. 
Alice's Adventures in Wonderland (by Lewis Carroll) is a 
children’s book, but it also has profound symbolic messages. 
Solaris by (Stanislaw Lem) appears as clearly science fiction 
genre, but the book’s message is philosophic; man’s 
anthropomorphic limitations. In Jodi Picoult’s first bestseller, 
Nineteen Minutes, she mixed family, morality, and many 
social controversies into a complex and twisted plot. We also 
tested Harry Potter and the Prisoner of Azkaban (by J.K. 
Rowling), The Analysis of Mind(by Bertrand Russell), An 
Inquiry into the Nature (by Adam Smith), and Little Women 
(by Louisa May Alcott). 

 

44 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  |



Table 7. Genre Closeness for Subject Books 

 

The genre closeness of selected books is not different from 
our expectation. A primary genre, the closest genre of each 
subject book, fits into the conventional genre classification of 
Internet bookstores, but what we have to pay attention to is 
the multi-genre closeness of mixed-genre books. Solaris 
shows closeness in two genres; science fiction and philosophy, 
as we suspected earlier. Alice's Adventures in Wonderland 
shows complex characteristic of fantasy (word hit), 
philosophy (word average distance), and the custom genre 
(word hit). Although The Analysis of Mind and An inquiry 
into the Nature both are conventionally classified as 
philosophical publications, only An Inquiry into the Nature 
shows closeness in the custom genre Kimyo’s selection, which 
is related to social issues. 

3.5 Genre closeness visualization 
 The result of genre closeness is accurate and clear, but 
showing many numbers, as seen Table 7, is not perceivable or 
practical. Moreover by increasing the number of subject 
books or predefined genres, the difficulty of similarity 
detection will be intensified. To solve this problem we suggest 
data visualization, which helps to find patterns intuitively 
based on genre closeness (word hit and word closeness), and 
we call the image “Figure of Genre Closeness”. (Table 8, Fig. 
5) 

Table 8. Algorithm 2: Figure of Genre Closeness 

 

 

Fig. 5. Figure of genre closeness with a subject book, Harry 
Potter 3rd book (Harry Potter and the Prisoner of Azkaban) 
and a fantasy-genre-identity dictionary by connecting two 

same words in both dictionaries; the line thickness and 
transparency (alpha channel) are proportional to distance of 

each line. 

 

Fig. 6. Figure of genre closeness 

Fig. 6 shows results of this visualization. The most complex 
and bright image implies the closest genre of the subject book, 
so users are able to instantly describe the genre closeness; The 
Analysis of Mind as philosophy, Harry Potter and the Prisoner 
of Azkaban as fantasy, and Little Women as a custom genre. 
Moreover, this visualization presents mixed multi-genre 
closeness as well as the primary genre. 
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4 Combined Visualization of Readability 
and Genre 

 Previously we suggested readability visualization 
(Algorithm 1) and genre visualization (Algorithm 2). In this 
chapter, we will propose a practical visualization that 
combines the information of ‘Readability Visualization’ 
chapter and ‘Genre Visualization’ chapter, as each has own 
strengths. The suggested steps are as follows: 

a) Define genre-hue based on color symbols, 

b) Set the genre-hue as base hue in the readability 
visualization with hue rotation. 

There is no right answer for the color-genre connection. We 
defined genre-hue based on the Table 9 below; based on 
symbol of color. This definition is temporary, to show the 
visual clearness of the algorithm. 

Table 9. Defined Genre Hue(bold words are closely related to 
each genre) 

 

Table 10. Algorithm 3: Readability and Genre Visualization  

 

Table 10 (Algorithm 3) is mostly the same as the previously 
suggested readability algorithm (Algorithm 1) except for the 
addition of a base genre-hue and a hue rotation. The base 
genre-hue sets a color tone of book visualization, and the hue 
rotation makes rhythmical color patterns, which emphasize 
book readability and genre with juxtaposition of 
complimentary color shadow. Additionally, saturation is 
decided by the length of paragraph; it also shows paragraph 
readability. The results of Algorithm 3 are shown in Fig. 7. 

Fig. 7. Left images show readability visualization only 
(Algorithm 1); right images are visualization with the new 
suggested algorithm (Algorithm 3); a lengthy paragraph 

colored with de-saturated tone due to the saturation setup 
function in the algorithm. As a result, most of philosophy 

publications are not vivid as novels. 

 
5 Conclusion and Future Work 

This alternative method of book selection has the 
strength of conventional data visualization that finds patterns 
instantly over huge data with human perception. We tested our 
visualization and the results prove the effectiveness of the 
suggested algorithm. All testers (n=20) easily categorized the 
same genre based on hue. The subjects were also asked to 
evaluate readability visualization on 5-point scale (1=very 
easy; 5=very hard) of 10 books, and the result shows that most 
of them predicted readability correctly (r = 0.79, p<0.01), so 
we believe this research will help readers to choose a right 
book.  
With customers’ point of view this visualization could be very 
useful in the current online bookstore interface by showing 
essential information of the custom favorite genre and 
readability as the figure shows Fig. 8. 
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Fig. 8. Suggested example of the text visualization 

(Amazon.com format) 

We only suggested one example of possible combined 
visualizations in this paper, but with readability and genre data 
there will be more visualization methods and interfaces, 
especially to support custom-genre applications. Those series 
of research will be our next task. 
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Abstract 
The use of Social Media as a resource to characterize historical and current occurrences 
to reasonably predict future events is rapidly emerging.  Effective visualization of 
Predictive Social Media Analytics (PSMA) data lends to meaningful and relevant 
translation, efficient interpretation and ease in use of results.  A general taxonomy for the 
measurement of these attributes enable comparison of visualization techniques with the 
ultimate goal of identifying some of the “best” PSMA data representation approaches 
and export features for a broad range of applications and respective complexity. 
 
Background 
 
The quest to identify trends in large publicly available data realms such as that associated 
with Social Media and using them to foresee what may happen in the time to come 
requires robust analytic approaches.  We are seeing the emergence of various applications 
that make use of algorithmic techniques to provide this predictive capability based on 
extraction and manipulation of huge volumes of data available via websites and other 
online means of communication used by people to share “social” information.  These 
Predictive Social Media Analytics (PSMA) applications offer various features at different 
complexity levels to aid in making more informed decisions about marketing products 
and improving financial services.  PSMA applications are also beginning to infiltrate the 
defense and intelligence space to assist in monitoring and forecasting world events.  Their 
common goal is to generate output that facilitates understanding of complex data 
relationships over time.  Since PSMA application operate on such massive amounts of 
data, visualization and other data representation of temporally significant instances with a 
reasonable degree of graphical clarity becomes no easy feat. Ultimately their value will 
be measured not only by the speed, sophistication and accuracy of their algorithms, but 
by how well they produce or provide interfaces that facilitate meaningful and relevant 
translations that lend to efficient interpretation and ease in use of results. 
 
Amongst the numerous PSMA applications are three (3) that cover the general 
forecasting space of consumer product-focused, financial climate and defense intelligence 
forecasting.  Educational use of PSMA is of particular interest to the author(s) but at this 
time is more a residual space related to the aforementioned.  As such, for the purpose of a 
general survey of relevant PSMA visualization techniques the following applications are 
reviewed:  IBM’s SPSS predictive analytics software, SAS Social Media Analytics and 
Recorded Future.  Admittedly so, the “predictive” power of the named PSMA 
applications do not claim to be equal.  However, they generally incorporate output data 
representation patterns sufficient to develop a ‘general’ taxonomy for the measurement of 
key attributes. 
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IBM’s SPSS predictive analytics software developers state that they can predict with 
confidence what will happen next so that you can make smarter decisions, solve problems 
and improve outcomes.  They invite the user to create and share what is referred to as 
“compelling visualizations that better communicate [your] analytics results” [1].  IBM 
SPSS also states that with the use of their IBM SPSS Visualization Designer the user may 
“easily develop and build new visualizations that enable new ways to portray and 
communicate analytics” without extensive programming skills.  Three (3) example 
visualizations available to the IBM SPSS user are: Network Graph, Scatterplot Matrix 
and Jungle Book Graph shown in Figures 1-3 [Reprint Courtesy of International Business 
Machines Corporation, © SPSS, Inc., an IBM Company]. 

  
Figure 1 Network Graph   Figure 2 Scatterplot Matrix 

 

 
Figure 3 Jungle Book Graph 

 
 
SAS Social Media Analytics makes the claim that they provide the “power to know what 
lies ahead around the next corner” through “an integrated environment for predictive and 
descriptive modeling, data mining, text analytics, forecasting, optimization, simulation, 
experimental design and more. From dynamic visualization to predictive modeling, 
model deployment and process optimization, SAS provides a range of techniques and 
processes for the collection, classification, analysis and interpretation of data to reveal 
patterns, anomalies, key variables and relationships, leading ultimately to new insights 
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and better answers faster.” [2]  Associated with the SAS analytics tool is an ability to 
illustrate trends and enable drilling down to a level of actual comments that contribute to 
the prediction(s).  To illustrate these changes over time, they offer amongst other options, 
a dashboard of standard column, bar, line and pie charts and tables as a method for 
visualizing correlations of social media trends with the circumstances that triggered those 
events.  An example of this approach which can incorporate marketing activities, product 
changes, world events and/or market conditions is shown in Figures 4 and 5. 
 

  
Figure 4 SAS® SMA Superimposition A  Figure 5 SAS® SMA Superimposition B 

 
Also offered via SAS® Visual Data Discovery is an interactive data visualization for 
analytics suite that includes, but is not limited to: scatter, bubble and 3-D contour plots 
with animation. 
 
Recorded Future “strives to provide tools which assist in identifying and understanding 
historical developments, and which can also help formulate hypotheses about and give 
clues to likely future events.”  Recorded Future data may be accessed through a web 
services API using two export formats json or csv text.  Developers are then referred to 
statistical or visualization software packages such as R, Spotfire or others that can make 
use of the export formats.  A review of R presents a number of output formats such as 
box and whisper charts, pie charts, pairs plots, coplots, forest plots and common 3-D 
plots.  Spotfire offers an “analytics’ visual and exploratory experience” which includes 
“elegant and configurable visuals: Bar chart, Map chart, Line chart, Pie chart, Scatter 
plot, Combination Bar and Line chart, Cross Table, 3D Scatter Plot, Treemap, Heat Map, 
and Parallel Coordinates plot” capability in customizable dashboard configurations.  In 
general, Recorded Future’s analytics PSMA visualization capability is as robust as the 
application programming interface and the linked packages. 
 
One could argue that the keys to the successful emergence of PSMA in terms of timely 
and informative use will be meaningful and relevant visualizations.  However, what is 
common amongst the reviewed PSMA application visualization approaches is the 
utilization of ‘old’ and primarily two (2) dimensional data representations for a ‘new’ 
multi-dimensional phenomenon of analytics.  Furthermore the temporal element of 
prediction introduces a complex dimension that maybe expanded and linked to places, 
event, entities, location, sentiment, behaviors and other such elements that lend to 
forecasting future events. 
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Why A Taxonomy? 
As visualization techniques attempt to ‘catch up’ with the advancement of PSMA, we can 
expect a commensurate desire for comparison and subsequently a proliferation of best 
representations.  A taxonomy that facilitates such a comparison is needed.  The taxonomy 
need not be complex at this juncture of evolution as PSMA applications are bound to 
morph many times over with the improvement of the underlying search and analyses 
engines.  However, there is a need to categorically address the different levels of analysis 
of the PSMA application output data.  Three (3) general PSMA application visualization 
categories can be established based on the reviewing analysts’ expertise and familiarity 
with data representations: 

1. High – expert data mining for intelligence, defense and other such datasets with 
high levels of complexity and many elements 

2. Moderate – strategic/competitive product introduction, political predictions, and 
other such datasets with medium levels of complexity and several elements 

3. Low – general consumer type for the common data observer which may be used 
in the educational environment and to communicate with the general public using 
a few elements 

 
A General Taxonomy 
A general taxonomy that characterizes the effectiveness of visualization of PSMA data 
would need to cover three (3) areas: 

1. Meaningful and relevant data translation 
2. Efficient interpretation 
3. Ease in use of results 

 
Effectiveness measurements would be taken across each of the three (3) PSMA 
application categories. 
 
Meaningful and Relevant Data Translation 
PSMA applications search and operate on large volumes of content from government 
sites, news sites, blogs posts, tweets and other such information available on the web.  
Predictive results of these massive processing tasks have the challenge of presentation in 
a manner that is informative and would ultimately lead to better decisions, problem 
solving and improved outcomes.  As such, the measurement of how meaningful and 
relevant the results translation is paramount and is the first component of a general 
taxonomy in all three (3) of the PSMA application visualization categories. 
 
Efficient Interpretation 
The need to interpret predictive results timely is a component of each of the three (3) 
PSMA application visualization categories, but varies in sense of urgency.  For the High 
category the ability to reasonably forecast a potentially threatening world event and 
mobilize any intervention would have a desirable range of minutes or hours.  Whereas for 
the Medium or Low categories, a several days or perhaps even weeks is most sufficient 
for forecasting and preparing for a new product release or education focused event.  
Differing time requirements for interpretation are expected but are key elements for all 
three (3) categories.  Consequently, the measurement of how efficiently the resulting 
predictive information can be interpreted is an additional component of the taxonomy. 
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Ease in Use of Results 
All of the PSMA applications categories would benefit from data representations that 
lend to ease of use of the information intensive results.  Two (2) dimensional charts and 
grams are limited in domain and range of visualization and are at least one generation 
behind the third generation search engine characterization of PSMA applications.  
Therefore, measurement of the extent to which the application offers results that are 
easily transferrable to next generation representations, perhaps that more animated and/or 
incorporate three (3) or better dimensions is desirable. 
 
The following is a simplified General Taxonomy for Visualization of Predictive Social 
Media Analytics Grid Figure: 
 

 

Meaningful/
Relevant 

Data 
Efficient 

Interpretation 
Ease of Use of 

Results 

High 
Very 

Important  
Very 

Important  
Very 

Important  

Medium 
Very 

Important   Important 
 Very 

Important 

Low 
Very 

Important  
 Less 

Important 
 Very 

Important 
 
Next Steps 
Validation of the general taxonomy or assessment of the PSMA applications visualization 
capabilities will need to be conducted.  The metrics for the validation may have both 
quantitative and qualitative components and go across each of the three (3) visualization 
categories (i.e. High, Medium, Low).  This validation can be initially conducted on the 
three (3) PSMA applications reviewed as they appear to represent the more evolved in the 
market.  However, next steps should include a full survey of PSMA applications as they 
are developed and released as products.  A call to and invitation to other investigators to 
address the first two (2) PSMA application visualization categories – specifically, the 
High and Medium – from a taxonomy perspective is made.  The authors’ immediate 
investigative interests will be primarily in the third category and more specifically as it 
has to do with predictive behaviors that affect the teaching/learning/scholarship 
environment of college students. 
 
Conclusions 
In conclusion, while the scope of this investigation and development of a General 
Taxonomy for Visualization of Predictive Social Media Analytics (PSMA) is not 
exhaustive in its review of application, it is representative of the evolving applications in 
the market today.  It provides a framework for categorizing requirements based on type 
of use and information, and a respective set of general measurement – both quantitative 
and qualitative - classes for comparison and extracting best visualizations.  The next steps 
would include validation of the general taxonomy and more broad and detailed 
investigation of a full survey of PSMA applications. 
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Packing Analysis
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Abstract—Apollonian Networks, inspired by Apollonian
Packings, is a new and fascinating area of research that has
proven fruitful for modeling dynamic processes and real-
world networks. Exploring these packings and networks
further may provide solutions for a myriad of important
problems. Given the brilliant physical properties of Apol-
lonian Packings and Apollonian Networks, it seems only
natural to have a visualization tool specific to these struc-
tures. This work presents VAPNA, a Visual Apollonian
Packing and Network Analysis software tool for exploring
Apollonian Packings, Networks and their relationships.
This tool currently generates two-dimensional networks
within a packing and allows for analysis of paths and
other aspects of the networks. VAPNA is designed to be
an aid in furthering research in the area of Apollonian-
based modeling and discovery.

I. INTRODUCTION

Apollonian Networks [1], [2], [3], [4], inspired
by Apollonian Packings [5], [6], [7], are proving to
be an interesting tool for modeling real networked
systems. Apollonian Packings themselves have in-
teresting recursive mathematical relationships, while
Apollonian Networks have other interesting proper-
ties such as being euclidian and scale-free. Apol-
lonian networks closely describe the behavior of
granular packings and porous media, road systems,
electrical supply networks and even brain behavior.

Apollonian packings are a fractal design of em-
bedded tangent circles as shown in Figure 1(a).
Apollonian networks can be represented by a graph
as shown in Figure 1(b), with vertices formed by cir-
cles from a packing and edges formed by connecting
tangent circles. Given the potential usefulness of
Apollonian structures, it seems logical to have a
visual tool that mimics the pen and paper process
of discovery in Apollonian Packings and Networks.

 

(a) Packing

 

(b) Network

Fig. 1. Apollonian Packing and Network generated by VAPNA.
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2 2

a
-1 b

-12 + 22 + 22 + a2 =

½ (-1 + 2 + 2 + a)2

-12 + 22 + a2 + b2 =

½ (-1 + 2 + a + b)2

Fig. 2. Deriving mutually tangent circles in an Apollonian Packing
using the Descartes Circle Theorem. The curvatures (inverse of the
radii) of any four mutually tangent circles (Descartes Configuration),
satisfy the Descartes Circle Theorem shown in Equation 1.

In this work we present VAPNA, a Visual Apol-
lonian Packing and Network Analysis software tool.
Specifically, VAPNA allows simultaneous visual
exploration of both packings and networks such
that, in addition to analyzing packings and networks
individually, their relationships may be examined as
well. We believe this tool will be useful to those
who examine and analyze Apollonian Network and
Packing properties.

VAPNA allows a user to create packings, and
networks within those packings, specifying param-
eters for how the networks are to be formed and
what aspects of the structure should be visualized.
Different aspects can be analyzed such as paths.

The remainder of the paper is organized as fol-
lows. Section II discusses how to build an Apollo-
nian Packing and Network. Section III discusses the
VAPNA software, including commands and exam-
ples. Section IV discusses related work and Section
V concludes the paper.

II. APOLLONIAN PACKINGS AND NETWORKS

Constructing an Apollonian Packing begins with
circles in a Descartes Configuration [8], which
consists of four mutually tangent circles. Three
mutually tangent circles with known radii are used
to find a fourth mutually tangent circle. The four
circles have radii (r1...r4). The curvatures (c1...c4),
are the inverse of the radii and satisfy the following,
according to the Descartes Circle Theorem:

4∑
i=1

ci
2 =

1

2
· (

4∑
i=1

ci)
2 (1)

 

Fig. 3. VAPNA software screen shot.

An example of finding the curvatures of circles in
a packing is shown in Figure 2. In this figure there
is an outer circle with radius 1, two inner circles
with radius 1

2
and a fourth mutually tangent circle

with radius 1
a
. The curvatures of these circles are

(-1, 2, 2, a), and they satisfy the following:

−12 + 22 + 22 + a2 = 1
2
· (−1 + 2 + 2 + a)2

Using this relationship, the value of a can be de-
rived. Subsequently, the three circles with curvatures
(-1, 2, a) can be used to find curvature b by the
following:

−12 + 22 + a2 + b2 = 1
2
· (−1 + 2 + a+ b)2

To create a packing, the process of finding mu-
tually tangent circles continues in a space filling
manner. Apollonian Networks can be created by
connecting tangent circles to form a graph. How-
ever, in VAPNA, certain commands can be used to
create networks with non-tangent circles as well.

III. VAPNA
Figure 3 shows the VAPNA software. Although

most commands can be accessed from the menus,
the commands should be executed by text input.
VAPNA can visualize the full or partial packing,
which represents the vertices of any network or
path. It can also visualize the edges of a path
or network. The following sections describe the
VAPNA command set with examples.
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(a) path

 

(b) path-cir

 

(c) path-lin-cir

 

(d) path-tri

Fig. 5. path command examples

 

path

lin

cir

tri

net

seq

mesh 

union

intersect

Fig. 4. Core commands (net and path), along with associated
modifiers.

A. Core Commands

VAPNA has two core commands, path and net.
The commands use a curvature sequence (either
static or iterative), to dictate construction of a graph,
along with optional modifiers. The following is the
basic usage of the core commands:

core command(curvature sequence,
optional iterations) optional modifier list

The core command is either path or net. The
curvature sequence is used to designate the circles
in the packing that represent the vertices in the
Apollonian graph. The curvature sequence can be
static (e.g., 2;3;6;11;...) or generated iteratively by
an equation (e.g., x + 2, generates 1;3;5;7;...). Sev-
eral formats can be used for equation input at this
time. On the case that an equation is used for the
curvature sequence, the number of iterations must
be specified. Currently, infinite iterations are not
supported.

The path and net commands have optional mod-
ifiers specified by the modifier list. which adjust
the core commands, giving the user more control.
Figure 4 shows the modifiers and their possible

usage in relation to the core commands.

B. Path and Modifiers
Unlike in a network, path does not connect

all tangent circles in a curvature sequence. The
path command connects tangent circles only in the
sequence given. If there is a break in tangency
between two curvatures in sequence, the path is
broken and the tangency break is reported in the
form of the two non-tangent curvatures.

path: The unmodified path command dis-
plays the lines (edges) of a path. Figure 5(a)
shows an example for the following command:
path(2;15;3;23;6;11;18;27).

path-lin and path-cir: The lin and cir modi-
fiers for the path command display only the lines
(edges) or circles (vertices) of a path and can be
used together. Figure 5(b) shows an example of the
following command: path(2;15;3;23;6;11;18;27) cir.
Figure 5(c) shows and example of the following
command: path(2;15;3;23;6;11;18;27) lin cir.

path-tri: The tri modifier completes a right
triangle between all tangent circles in the path.
Figure 5(d) shows and example of the following
command: path(2;3;6) tri.

C. Net and Modifiers
The net command is used to create networks of

tangent circles, and can also be extended to non-
tangent circles using certain modifiers.

net: The unmodified net command creates an
Apollonian Network using tangent circles in the
curvature sequence. Figure 6(a) shows an example
of the following command: net(2;3;6;11;15;18;23).

net-seq: The seq modifier has similar func-
tionality as the path command but, when used in
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(a) net

 

(b) net-seq

 

(c) net-mesh

Fig. 6. net command examples

conjunction with net, extends to non-tangent circles.
Figure 6(b) shows and example of the following
command: net(2;3;11;27) seq.

net-mesh: The mesh modifier extends the net
command to non-tangent circles. Figure 6(c) shows
and example of the following command: net(all,
35) mesh. This command is a special case using
a curvature sequence of all and a second argument
of max curvature. This special case generates a cur-
vature sequence of all curvatures up to a maximum
curvature value. The net-mesh command does not
require this special case, it is just used to show and
example of this special case curvature sequence.

net-seq-tri and net-mesh-tri: The tri modifier is
used to complete right triangles between connected
circles. The tri modifier can be used to extend both
the net-seq and net-mesh commands.

net-union and net-intersect: The union and
intersect modifiers can be used with the net com-
mand to create a network which combines a stored
set of curvature sequences in either a set union or
set intersection. Curvature sequences are stored in
a history using the store command.

D. Other Commands

Other commands include methods to store and
clear a history of curvature sequences, clear the
display and change packing and network coloring.

store and history: The store command stores a
curvature sequence in memory and is used as fol-
lows: store(curvature sequence). The history com-
mand clears all stored curvature sequences.

clear and clear-all: The clear command clears
all paths and networks. The clear-all command
clears networks, paths and packings.

color-lin and color-cir: The color command
can be used to change the color of the networks
and paths (lin), or the packings (cir). The command
only changes the color for future display and not
the current display. This is so that the user can layer
network and packing colors.

IV. RELATED WORK

This section discusses work related to Apollonian
Networks as well as graph and fractal visualization.
To begin, several key works have helped to intro-
duce Apollonian Networks as viable modeling tools.

Andrade et al. [1] and Doye et al. [2] both
introduce Apollonian Networks. These works em-
phasize two dimensional Apollonian Networks and
are the inspiration for VAPNA. Specifically, Doye
et al. [2] use Apollonian Networks for describing
energy landscapes whereas Andrade et al. [1] are
concerned with representing dynamic relationships
in physical elements. Zhang et al. [3] create an
iterative method for generating high-dimensional
Apollonian Networks. Emphasis in this work is
given to Apollonian Networks of dimension greater
than the two.

Apollonian Networks have interesting properties.
Therefore the closest related work in visualization
would be that which visualizes graphs with proper-
ties shared by Apollonian Networks. Along these
lines, VanHam et al. [9] created a visualization
tool for small-world graphs. Although Apollonian
Networks have the property of being small world,
this visualization tool is for general small-world
graphs. Another similar visualization topic would be
fractal visualization. The Fractal Science Kit [10] is
a robust software suite for generating complex frac-
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tal visualizations. However, this tool is not network
related and is not specific to Apollonian Packings.

V. SUMMARY AND FUTURE WORK

Apollonian Packings and Networks are interest-
ing and useful structures that may be used to solve
many problems. Having a tool to visually explore
these structures which began from visual observa-
tions, is imperative for furthering research in this
area. In this work we present VAPNA, a Visual
Apollonian Packing and Network Analysis software
which allows exploration of Apollonian Structures
in a new an interesting way. Ideally this tool will
help contribute to new discoveries.

In the future we plan to use more advanced
network generation algorithms. For example, using
a recursive algorithm to generate high-dimensional
Apollonian Networks. We also plan to add better
visualization support and different forms of analysis.
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Abstract - Model-based design (MBD) tools have 
evolved that enable simulation of complex cyber-
physical systems. Improved visualization techniques 
are needed to help engineers better understand the 
results of these simulations.  We present a toolkit that 
facilitates interactive visualization of Simulink models 
using the advanced graphics capabilities of the Unreal 
Development Kit.  Our toolkit allows Simulink models 
to create and control actors within a UDK virtual 
world and allows transformations and events that 
occur within the UDK to be communicated back to the 
Simulink models for processing.  This two-way 
communication allows the modeler to distribute the 
simulation between the two tools to take advantage of 
each tool’s capabilities as needed.  For demonstration, 
we present a Simulink model that controls the orbit 
and rotation of the solar system within a UDK virtual 
world.   
Keywords: Simulink, Unreal, cyber-physical, 3-
D visualization 
 

1  Introduction 
The decreasing cost of digital computation has 

facilitated the integration of programmable computing 
elements into a wide range of physical systems, and 
networking technologies have enabled the 
interconnection of these systems to create ever more 
complex cyber-physical systems.  Engineers of these 
multi-domain, cyber-physical systems need better 
tools to help them design, integrate, and verify these 
increasingly complex systems.  Model-based design 
(MBD) tools provide engineers the opportunity to 
evaluate the design of complex cyber-physical 
systems prior to implementation.  MBD tools are 
particularly attractive since they facilitate exploration 
of alternative designs and removal of defects early in 
the lifecycle both at relatively low cost.  

A challenge for any modeling and simulation tool 
is making the results accessible and understandable.  
In this paper we present a toolkit that simplifies the 
integration of Mathworks’ Simulink MBD tool with 
Epic Game’s Unreal Development Kit 3 (UDK) to aid 
in the visualization of simulation results.  We also 
present a proof-of-concept application developed 
using our simulation-visualization framework. 

2  Background 
2.1 What is Simulink? 

For many engineering disciplines, Simulink is 
the de facto standard MBD tool.  Simulink is a 
graphical modeling and simulation tool that allows an 
engineer to assemble a model of a cyber-physical 
system by connecting a series of predefined subsystem 
blocks using virtual wires (signals) [1].  Blocks may 
represent fundamental model elements such as 
constants, gain blocks, and queues, or more 
complicated algorithms and subsystems such as Fast 
Fourier Transforms or Kalman filters.  It is important 
to note that rather than being interconnected function 
stubs, the block models themselves are fully 
executable with actual outputs computed from the 
applied inputs.  Abstraction via nesting of subsystem 
models into custom blocks may used to simplify 
modeling of large complex cyber-physical systems.  
Figure 1 below shows a Simulink model of a standard 
PID controller assembled from a combination of gain, 
summation, integration, and differentiation blocks. 

The availability of domain-specific sets of 
modeling blocks (toolboxes) for control system 
design, digital signal and image processing, and other 
domains eliminates the need to implement 
fundamental domain elements and operations making 
Simulink a particularly attractive option for MBD. 
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Figure 1 – Simulink model of a Proportional-Integral-Derivative (PID) Controller 

For example, rather than assembling a PID controller 
from basic elements as in Figure 1, a control system 
designer can just use the predefined PID controller 
block which includes an auto-tune button to assist in 
the selection of appropriate gain coefficients.  These 
toolboxes allow a domain expert to quickly model and 
simulate complex systems.  When no appropriate 
predefined block exists, an engineer may develop a 
custom block or write a custom function using either 
C or the MATLAB language and integrate the code 
with the block model.  Simulink also includes the 
ability to synthesize C-language or Hardware 
Description Language (HDL) implementations 
directly from the model, and the ability to conduct 
hardware-in-the-loop simulations.   

2.2 Why interface Simulink with UDK? 
MathWorks has developed a 3D Animation 

toolbox for Simulink which is based on the Virtual 
Reality Modeling Language (VRML) standard [1], but 
its feature set and graphics quality are not yet 
competitive with that of an industry standard game 
development tool such as UDK which allows 
developers to create immersive, first person, 3D 
games with high quality graphics and animation [2].  
The UDK’s built-in networking support allows 
multiple-players to interact within the virtual world 
and also provides a convenient means of interaction 
with multiple Simulink models. 

The versatility and advanced graphics 
capabilities of the UDK have already been extensively 
used in a variety of first-person games and non-
entertainment applications.  Militaries, for example, 
have explored the use of the UDK-based games for 

recruiting and training [3] and as platforms for 
exploring small unit infantry tactics [4].  UDK-based 
training aids have been developed for nuclear power 
plant workers [5] and to teach foreign languages and 
culture-specific gestures and body language [6].  The 
UDK has also been used to recreate crime scenes as 
part of a forensic investigation [7]. 

Notably, Mathis et al. presented a method of 
interfacing Unreal Tournament (UT) with MATLAB, 
Simulink, and USARSim to visualize operation of the 
SAMURAI nano air vehicle [8].  Vehicle dynamics 
modeled within Simulink were used to control the 
motion of the vehicle within UT.  USARSim was used 
to gather image data for the user.  MATLAB code was 
used to interface MATLAB and Simulink to 
USARSIM and UT via TCP/IP communication. 

Our toolkit expands on previous work by 
enabling two-way interactions between Simulink 
models and UDK virtual worlds, which allows the 
modeler to distribute the simulation across Simulink 
and the UDK to take advantage of the strengths of 
each tool. Simulink, for example, would be used to 
model advanced algorithms, physics, and hardware 
that govern the behavior of actors (objects) within the 
virtual world, and the UDK would use its GPU 
processing capabilities to reposition UDK objects as 
needed, detect collisions between actors, apply 
appropriate lighting, etc.  With our toolkit, the 
Simulink model can  

• Dynamically create instances of actors from the 
UDK actor library 
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Figure 2 – Block diagram of Simulink-UDK toolkit. 

• Modify the location, size, roll, pitch, yaw and 
other properties of the UDK actors  

• Move objects via instantaneous translation of 
actors in the UDK model 

• Move objects via interpolated motion of actors in 
the UDK model 

• Respond to UDK events and actor interactions 
within the UDK that are reported back to Simulink 
as events, event streams, or actor property updates 
including 

o single event reports which aggregate 
multiple events associated with an object 
into a single, most recent event and 

o a stream of reports that report every 
interaction of an object with other actors 
in the scene via a vector of interaction 
events 

• Modify behavior of a UDK actor via user inputs 
funneled from a Simulink/MATLAB GUI to the 
Simulink model 

By allowing the Simulink model to completely control 
the building and animation of the UDK model, we 
hope to minimize the learning curve for the Simulink 
modeler.  Below we provide a brief overview of the 
toolkit and present a proof-of-concept application. 
 
3  Overview of toolkit 

As shown in the block diagram appearing in 
Figure 2 above, our toolkit makes use of TCP for two-
way communication and interaction between Simulink 
models and the UDK virtual world.  To interact with 
an actor in the UDK, the Simulink model creates a 
TCP socket connection.  Multiple socket connections 
can be created so that multiple Simulink models (or 

interactive users if desired) can interact with the UDK 
virtual world similar to the actions of a multi-person 
game. One advantage of this method is that 
computationally intensive Simulink models may be 
executed on separate hardware from the UDK to speed 
execution.  Moreover, the UDK can perform basic 
tasks to maintain the virtual world, such as actor 
collision detection, allowing the Simulink model to 
focus on its computation until it is notified by the 
UDK of a collision or other critical event. 

On the left side of the block diagram, you will 
see “Custom TCP Client 1”, for example, listed within 
the Simulink block.  The Simulink-side TCP 
send/receive code has two parts: a standard TCP stack 
and a message creation part which must specify the 
actor to affect as well as the operation that the UDK is 
to perform.  Examples of operations include the 
“spawn” command which directs the UDK to create 
an instance of an actor predefined within the UDK 
actor library, the “set location” operation that directs 
the UDK move an actor instantaneously to a specified 
location, and the “move” operation that smoothly 
nudges an actor according to the provided velocity 
vector. 

Similarly, the Unreal TCP communication code 
is also generic code that is customized for interfacing 
with specific classes of actors.  The TCP server actor 
spawns one child connection handler per connection, 
to handle the actual send/receive operations.  The 
connection handler can access any actor class you 
declare an instance for in the child's code.  To spawn 
or manipulate a specific UDK actor object, you must 
instantiate that actor within its associated connection 
handler.  At the start of the UDK/simulation run, all  
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Figure 3 – Simulink orbit model of solar system with details of Mercury orbit. 

actors that may be instantiated by the Simulink model 
in the UDK application have to be predefined.  The 
number, location, and properties of the actors can be 
changed on the fly by the Simulink model.  UDK 
function delegates are used to forward UDK events 
such as collisions back to Simulink for processing by 
the relevant model.   

Timing for the interactions between the Simulink 
models and the UDK model may be synchronous or 
asynchronous.  In the asynchronous case, the Simulink 
models run as fast as they can and update the data on 
the UDK model as soon as possible.  The UDK engine 
attempts to keep a "real time" view so that time 
progresses continuously.  If synchronous interaction 
with the Simulink model is wanted, then both the 
UDK model and Simulink model can progress time 
step by time step in lock step.  In cases where the 
Simulink model runs substantially slower than real 
time and a real time playback is desired, the control 
events from the Simulink model can be recorded in a 
file with time stamps.  These files can be played back 
in real time after the simulation is over. 

The toolkit provides for interaction with one or 
more human users via the UDK or via the Simulink 
model.  Various input/output devices are supported 
including keyboard, mouse, and force reflective 
joystick.  In the case of the force reflective joystick, 
the force feedback values are computed by the 
Simulink model and presented back to the user via the 
standard Simulink support for force reflective devices.   

4  Proof-of-concept application 
At present we are developing a simple proof-of-

concept astrophysics application.  Users can generate 
solar systems with varying numbers of planets, with 
varying orbits, masses, etc.   Our goal is to develop a 
model that allows users to explore the concept of 
launch windows for space exploration.   We are 
examining other models that are more amenable to the 
use of force reflective devices such as a pool table 
simulation as further demonstrations of our toolkit’s 
capabilities. 

In our proof-of-concept application, the Simulink 
model configures the rotation settings for Mercury and  
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Figure 4 – Screenshot of UDK virtual solar system driven by Simulink model. 

 
 

 
Figure 5 – Simulink rotation model with MATLAB GUI for controlling direction of rotation. 

Sun actors and implements the orbit of Mercury about 
the Sun.  The UDK interface can process spawn, set 
rotation rate, and set position commands for all the 
actors.  Figure 3 above contain a screenshot of the 
Simulink orbit model.  Figure 4 below shows a 
screenshot of the virtual solar system as it appears 
within the UDK.  Finally, Figure 5 shows a screenshot 
of the Simulink rotation model for a solar system 
actor, which includes a MATLAB GUI that is used to 
vary direction and rotational speed parameters of the 
Simulink model.  One could use a similar technique to 
create “instructor” and “student” interfaces to the 

same simulation.  For example, through the UDK 
interface, the workers undergoing training explore and 
interact with a virtual world (say a nuclear power 
station or chemical processing plant) to achieve a 
specific objective.  Meanwhile, the instructor, 
monitoring the workers’ progress via the UDK 
interface, can use the MATLAB GUI to trigger 
specific training scenarios that will require an 
appropriate response from the workers.  The full 
physics model implemented within Simulink would 
provide the workers the ability to view via the UDK 
the consequences of their various decisions.   
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5 Conclusions and future work 
As cyber-physical systems become more 

complex, it will be increasingly important to 
understand our models of these systems so that we can 
make better design and implementation choices.  Our 
toolkit allows engineers to link their Simulink models 
to the UDK for first person, interactive visualization 
of simulation results. We extend previous work by 
facilitating two-way communication and interaction 
between Simulink and the UDK, and this allows for 
partitioning of the simulation between the two tools to 
take advantage of each tool’s strengths and 
capabilities.  As a result, each Simulink model may 
control spawning and manipulation of actors within 
the UDK, and relevant events occurring within the 
UDK virtual world can be forwarded back to Simulink 
for processing by the Simulink model.  The use of 
TCP communications also allows multiple Simulink 
models to interact within the UDK while one or more 
human users interact with the virtual world through 
the UDK itself, as would first person gamers.   

Future work includes the development of 
applications which can exploit the Simulink force 
reflective device interface, the investigation of 
mechanisms for switching on-the-fly between low 
quality and high quality visualization, and an 
exploration of synchronization mechanisms for timing 
critical simulations distributed between Simulink and 
the UDK. 
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Abstract - The success of the nonlinear dynamic system 
identification strongly depends on the applied model 
structure. Nonlinear systems have almost infinite 
varieties of structures. This paper shows a simple 
structure identification technique based on image 
processing recognition method to distinguish between 
Hammerstein and Wiener models. 
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1 Introduction 
 

Nonlinear dynamic systems have infinite variety so it 
can not be expected that a unique optimal control solution 
exists for all of these complex processes. However, the 
history and development of nonlinear control systems 
show that one can expect relatively simple methods, 
which can be close or even reach the effectiveness of 
linear methodology. A very wide class of approaches are 
based on the usual Jacobean linearization [5] of a 
nonlinear system (NS). A large class of nonlinear systems 
can be made to have linear input-output behavior through 
a choice of nonlinear state feedback control law [10]. 
Other approaches assume special topology, when the 
structure of the NS makes the linearization possible. Such 
NS classes are e.g. the bilinear and the block-oriented 
factorable (cascade) systems [4]. 
 

The most well known factorable models are the simple 
Hammerstein and Wiener models.  
 

  
(a)                               (b) 

 

Fig. 1 The simple Wiener and Hammerstein models 
 

The simple Wiener model 
  
N

W
 (shown in Fig. 1a) is a 

cascade structure of a linear dynamic   Y
W,dyn  and a 

nonlinear static   N
W,stat  terms connected in series, i.e. 

   
N

W
= N

W,stat
Y

W,dyn    or simply   
   
N

W
= N

W
Y

W  (1) 

 
The simple Hammerstein model 

  
N

H
 (shown in 

Fig. 1b) is a cascade structure of a nonlinear static 

  N
H,stat  and a linear dynamic   Y

H,dyn  terms connected in 
series, i.e. 
 

   
N

H
= Y

H,dyn
N

H,stat    or simply  
   
N

H
= Y

H
N

H  (2) 

 
Note that the order of the nonlinear operators in the 

formulas is opposite to the order of the blocks shown in 
the figures. (This is a usual source of mistakes calculating 
transfer characteristics of open- and closed-loop 
nonlinear schemes.)  
 

There exists many control methods published, 
including methods from the authors (e.g. [1], [7]), which 
can be applied for the Wiener and Hammerstein nonlinear 
dynamic model classes. These methods assume a proper 
process model identification procedure to obtain a good 
approximate model. A natural question always arises, 
whether the true process falls into these model structures. 
 

Many nonlinear dynamic systems with input signal 

 
u t( )  and output signal 

 
y t( )  can be approximated in the 

vicinity of the working point at least by the so-called 
Volterra integral or the Volterra weighting function 
model [4] 
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Similarly to the discrete time description of the linear 

systems, a multi-dimensional convolution sum describes 
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the relation between the sampled input 
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We call (3) the Volterra weighting function series. 

Another name for it is the Gabor-Kolmogorov series. The 
process is characterized by its Volterra kernels: 
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n( ) n = 0,1,2,…  in the continuous time case 
and 
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"# $% n = 0,1,2,…  in the discrete time case. 

 
(There are several methods to compute the relation 

between the continuous and discrete time kernels of a 
system.) 
 

In the engineering practice only second order Volterra 
kernels are determined and used. The coefficients of a 
such a form are not difficult to estimate relatively simple 
model identification procedure, contrary to the above 
cascade models. Therefore it is very useful to perform a 
structure identification to determine which cascade model 
is the best for the measured process data. 
 

While the Volterra kernels can easily be derived from 
the block oriented models, the structure and the 
parameters of the block oriented models cannot be 
computed in a trivial way from the estimated Volterra 
kernels. 
 

The constant term g0  is equal to 
  
h

0
, the first degree 

Volterra kernel g1 !1( )  is equal to the weighting function 

of the linear channel. The quadratic channel can be 
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thus the quadratic kernel can be calculated by the 
following convolution integral 
 

  

g
2
!

1
,!

2( ) =
!=0

"

# g
4
!( ) g

2
!

1
$ !( ) g

3
!

2
$ !( )d!  (6) 

 
It seems there exists an unequivocal relation between 

the parameters of the block oriented model and the 
Volterra kernels. The transformation is unequivocal only 
in one direction because the weighting functions gi ! i( )  
of the block oriented models cannot be reconstructed 
from the identified Volterra kernels. 
 

On the basis of the above considerations a so-called 
parametric Volterra model can be obtained for the second 
degree discrete-time Volterra kernel 
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which is linear in the parameters. Here a usual time delay 
 d  was also introduced. If the parameters in this second 
order kernel are identified they can give information on 
the possible cascade structure for a second, more accurate 
identification method. So the first estimations of the 
kernel parameters 

  
ĥ

0
, 

  
ĥ

1
 and 

  
ĥ

2 j
 and their variances can 

be easily obtained from a linear regression. 

 

 
 

Fig. 2 Plots of the Volterra kernels of a Hammerstein model with first-order lag term 
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Fig. 3 Plots of the Volterra kernels of a Wiener model with first-order lag term 
 
2  Model Structures in the 

Parameter Space of a Volterra 
Kernel 

 
The kernel parameter distributions of the two basic 

cascade models shown in Fig. 1 can be easily determined 
by computer simulation. 

The Figs. 2 and 3 illustrates the Volterra kernels for the 
Hammerstein and for the Wiener models [4]. The 
Volterra kernels of Figs. 2 suggest that for Hammerstein 
model the quadratic kernels differ from zero only at the 
main skew (or secondary) diagonal. On the Fig. 3 the 
sections 
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other, and the level lines are straight (subdiagonals), 
because 
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It is possible to compute further kernel patterns for 
other cascade block-oriented nonlinear model classes. 
 
3  Analytical Structure Indices 
 

The quadratic kernels of the Hammerstein models 
differ from zero only at the main diagonal. This feature 
can be seen from the plot of 

  
h
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building the following index: 
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In (8) the mean square values of the off-diagonal 

elements are divided by that of the main diagonal. Here 
and further on any characteristic measure of the size of 
the element can be used instead of the square value (e.g., 
absolute value). The main skew diagonal is the straight 
line for which !1 = !2  and m  is the memory of the 

kernels of the discretized model. It is easy to see that !1 
becomes zero only for the Hammerstein model. 
 

The quadratic Volterra kernels along the main skew 
diagonal are proportional to the squares of the linear 
kernels in the simple Wiener models. Form the ratio of 
them as a discrete time function 
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and its average value 
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Then the normalized deviation of (9) 
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becomes zero only for the Wiener model. 
 
4  Pattern Recognation of the Kernel 

Shapes 
 
The above analytical indices are exact measures for 
finding Wiener and Hammerstein model structures. 
However, it is very difficult to compute a statistical 
probe, how close they are to zero in case of noisy 
measurements. In the practice these measures are more or 
less heuristical norms for the model structure 
determination. 
 

In our practice it was found that relatively simple 
pattern (shape) recognition algorithms work more robust 
than the analytical indices. 
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Mathematicians typically define shape as an 
equivalence class under a group of transformations. This 
definition is incomplete in the context of visual analysis. 
This only tells us when two shapes are exactly the same. 
We need more than that for a theory  of shape similarity 
or shape distance. The statistician’s definition of shape, 
e.g. [3] or [6], addresses the problem of shape distance, 
but assumes that correspondences are known. Other 
statistical approaches to shape comparison do not require 
correspondences – e.g. one could compare feature vectors 
containing descriptors such as area or moments – but 
such techniques often discard detailed shape information 
in the process. Shape similarity has also been studied in 
the psychology literature. 
 

There are several extensive surveys of shape matching 
in computer vision literature. There are basically two 
approaches: feature-based, which involve the use of 
special arrangements of extracted features such as edge 
elements or junctions; and brightness-based, which make 
more direct use of pixel brightness [9]. 
 

Assume that the variances of the estimated kernel 
parameters are denoted by 
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and available from the linear regression performed using 
the model (7) linear in the parameters. Compute the 
relative significance factors: 
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For the second degree kernel transform the estimated 

parameters to a dot matrix  K  putting 1 to those elements 
where the 
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2
 and 0 elsewhere. Here 

 
!

2
 can 

be given heuristically or can be selected similarly than in 
the well-known Student’s t-probe for linear model 

identification. This simple method transforms the first 
model into the second brightness-based case. 
 

For the Hammerstein model the special pattern is the 
skew diagonal of the kernel matrix. So it is possible to 
use a classical character recognition package, which has 
to find a “slash” (i.e. /) character for the transformed 
matrix  K . 
 

For the Wiener model it is required to recognize special 
subdiagonals, which form a Toeplitz matrix structure. So 
it is possible to use a classical character recognition 
package , which has to find a “backslash” (i.e. \) 
character for all Toeplitz lower sub matrices in  K . 
 

To the application of the feature-based method the 
feature extraction rule set is quite difficult to construct for 
these simplest cascade models. (This work, however, can 
not be avoided for higher order dynamics.) Instead, it is 
not difficult to construct another algorithm, which does 
not transform the estimated kernel to  K , but uses special 
masks, shown in Fig. 4 to ease the feature extraction. 
 

(a) (b)  
 

Fig. 4 Filter masks for heuristic shape recognition 
 

Using these masks it is not so difficult to form the 
feature extraction rule set and these rules can be applied 
in the combination with the analytical indices. 
 

 

 
 

Fig. 5 Plots of the Volterra kernels of a Wiener model with second-order lag term 
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5  Generalization Possibilities 
 

The above presented methods for Hammerstein models 
can be used without modification for the so-called 
generalized Hammerstein model, too, because the second 
degree kernels also concentrate on the main skew 
diagonal. 

 
The generalized Wiener model with a first order lag 

can be also handled in the same way as shown above. 
Unfortunately more complex Wiener models (e.g. second 
order dynamics) need different feature set to be applied, 
because the kernel contour level shapes are considerably 
different (see Fig. 5 for the obtained kernel behaviors). 
The only practical solution is to collect a proper shape 
database for the different structure primitives. This is not 
difficult, because the database can be computed by 
computer simulation, however, very time consuming. 
 
6 Conclusions 
 
The purpose of the paper was to present the special 
feature sets of nonlinear dynamic cascade Wiener and 
Hammerstein models using the second degree Volterra 
kernel parameters. 
 

The special shapes on the two-dimensional plots of the 
elements of the kernel matrix invokes the application 
possibilities of different pattern recognition algorithms 
for nonlinear structure identification purposes. The major 
contribution is that the presented methods are very good 
to distinguish the Wiener and Hammerstein model 
classes. Further structure determination, especially within 
the Wiener models, require more complex shape 
recognition algorithms and/or shape features extraction 
data bases. 
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Abstract 

Modeling and simulation results of a system analysis 

of Ground Penetrating Radars (GPR) using Finite Difference 

Time Domain (FDTD) techniques are presented. 
Performance issues with GPRs need to be isolated in order to 

optimize of the radar’s ability to detect and identify buried 

objects.  Using a system engineering approach, FDTD 

models were used to characterize the variables associated 

with the GPR to improve GPR detection process minimally 

affected by external sources of variability. These experiments 

make changes to the GPR’s inputs while measuring the 

output response to identify issues and optimize performance.  

FDTD computer simulations produce idealistic environments 

that allow examination of the individual effects on the 

response. This paper provides a system engineering overview 

of the operations and processes of GPR systems and how 

MATLAB based FDTD computer simulations can be used to 

model and improve them. A plan for future work is presented.  

 

Key Words:  System, Modeling, Simulation, GPR, System 

Engineering, FDTD  

1  Introduction 

 A system analysis is performed to isolate and 

understand the factors that affect a GPR’s ability to detect 

and identify buried objects.  The use of FDTD computer 

models and simulations in the systems analysis enable GPRs 

to be designed to do what they should do.  Many factors 

affect a GPR’s ability to detect and identify subsurface 

objects.  A major factor is the electrical characteristics of the 

object and of the material in which the object is buried.  

Although several attempts to use carefully prepared test sites 

to make measurements to understand the magnitude of these 

performance limiting effects have been made, a 

comprehensive system engineering based investigation has 

not been reported to date.  This is due to the time and expense 

of preparation of configurations for measurement based 

investigations, and the lack of any reported system 

engineering efforts applied to GPR.                                                     

 

The effects of changing simple variables such as 

surface and soil constituent properties on the GPR radar’s 

output are not separable. Often the effects are unidentifiable 

in measurements made under field conditions.  A synthetic 

data set produced by FDTD computer simulations allows the 

separation of input variables to better understand their effects 

on the output response of the radar.  These simulations 

produce idealistic environments and test configurations to 

allow close examination of the individual effects of these 

variables on the response. This paper presents a version of 

FDTD code that has been implemented in MATLAB to 

model and simulate a GPR’s performance. This version of the 

code is intended for use by researchers to observe, analyze, 

and understand how different system input variables affect 

the GPR and its performance. 

  

Modeling the GPR as a system using FDTD 

techniques allows a set of specially designed experiments 

where deliberate changes are made to the input variables so 

that changes in the output response can be observed and 

performance limiting issues can be easily identified.  Three 

MATLAB models and simulations are presented in this 

paper:  (1) a model for calculating the Fresnel reflection and 

transmission coefficients for perpendicular and parallel 

polarity incident waves as a function of grazing angle, (2) a  

one dimensional (1D) FDTD model for comparison with the 

Fresnel model,  and (3) a three dimensional (3D)  FDTD 

model to allow simulation of the response to the GPR of 

changing various inputs. The amount of energy that is 

reflected at the boundary of two media (e.g., soil and buried 

target) with different permittivity is given by the Fresnel 

coefficient. The changes in output response were observed 

while controlling various input variables. The initial results of 

controlling the conductivity and permittivity of the soil and 

targets are presented.   Conductivity is a measure of a 

material's ability to conduct an electric current. Permittivity 

relates to a material's ability to transmit (or "permit") an 

electric field. 

 

David Montgomery states that one of the 

applications of experiment design is the identification of 

design parameters that work well over a wide range of 

conditions in order to determine the design parameters that 

most impact product performance [1]. Variables to be 
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considered in simulation of the GPR as a system are: (1) 

radiated waveform, (2) depth of penetration versus frequency,  

(3) transmitter antenna type,  (4) height and grazing angle, (5) 

surface, soil, and target properties,  (6) target characteristics,  

(7) clutter (8) moisture content, (9)  interference (10) receiver 

antenna type, (11)  signal collection resolution and rate, (12) 

signal processing techniques, and (13) optimizing response of 

all input variables to maximize detection and reduce false 

alarm rate.  Our initial research focused on two input 

variables that were found to greatly affect the GPR’s output 

response: conductivity and permittivity. A detailed 

examination of the response of the system to changing these 

two input variables allowed for optimization to obtain the 

most accurate possible output response.  The system 

engineering goal of this modeling and simulation effort is to 

define what a GPR system should be rather than applying a 

classical approach of determining of what a GPR can be.  

 

2 GPR System Analysis 
 

        This section discusses the motivation for using the SE 

tools of modeling and simulation in the development of the 

System Engineering GPR computer model and the selection 

of FDTD techniques to perform the system simulations and 

analyses.  Surface penetrating active sensors (SPAS), such as 

GPR, and ultrasound have hundreds of real world 

applications for their ability to "see into" and characterize 

solid and semi-solid substrates.  As such, they are highly 

desirable functional components for a growing number of 

advanced systems. The computer models and mathematics for 

surface penetrating active sensors can be quite involved with 

only a few sensor models developed for specific instruments, 

for specific applications, and/or for specific environments of 

use.  To date, no general sensor system characterization 

models exist that can deterministically characterize sensor 

technology or examine the parametrics, and tune in a 

response to an intended environment of use and a desired 

target resolving capability.  The ability to deterministically 

match system sensing needs to SPAS capabilities would be of 

great interest to the systems engineer. At present, it is very 

difficult for all but the most highly trained experts to know 

what SPAS capabilities might work under what given set of 

conditions.  This paper presents an extensible approach 

towards the allocation of sensing performance requirements 

to determined SPAS solution technologies.    

 

The goal of this system engineering analysis is to identify 

GPR system deficiencies and what can be done to improve 

the system’s performance. Five important steps in the system 

engineering process include:  (1) critical needs are identified, 

(2) current capabilities are assessed, (3) new or existing 

capabilities are explored, (4) prototyping or modeling and 

simulation are implemented and (5) final system deployed.  

The FDTD model for this research facilitates the system 

analysis required by steps 2, 3, and 4.     

 

This approach could provide the systems engineer with a 

requirements-driven solution synthesis by better 

characterizing and populating the architectural trade space 

with valid SPAS alternatives that represent a range of 

possible SPAS solutions. 

 

3  Radar Ground Penetrating 
 

        To analyze the GPR as a system we must first 

understand the components and functions of the GPR.  This 

radar is used for the detection of objects buried below the 

surface. A GPR consists of a transmitting and receiving 

antenna, a source connected to the transmitting antenna, and 

signal processing equipment connected to the receiving 

antenna. The type of antennas, choice of the transmitted 

signal, and method of signal processing are all system 

variables that affect the output response and performance of 

the GPR As such each is a candidate for optimization as part 

of the GPR’s system architecture and design. 

   

 
 

Figure 1.   Schematic drawing of typical GPR. 

 

      Figure 1 shows a GPR system and operating environment 

with the signals that are generated by the system.  Filtering 

out the interference caused by the direct and the ground 

bounce signals in order to see the reflection of the return from 

the target may be necessary.   The operating environmental 

variables that must be modeled in a GPR simulation include 

the two antennas, the electrical characteristics: permittivity, ε, 

conductivity, σ, and permeability, μ, of the air above the 

surface, the subsurface, and the target.   Other variables 

include the height above the surface of the antenna, the 

separation distance between the antenna, and the depth of the 

target.   Most of these variables are related or dependent on 

the other variables such that modeling them one at a time 

would cause unaccounted for errors in the output response.  

The best that can be done is to control the variables one at a 

time, while including all the variables in the GPR model and 

simulation. The research presented here includes a three-

dimensional, finite-difference time-domain (3D-FDTD) 

system analysis of the GPR that accounts for many of these 

variables simultaneously within the problem space.     
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Table 1.  Relative permittivity, εr, and EM velocity for 

selected geological materials 

 
Material εr: Davis 

and Annan  

(1969) 

εr: Daniels 

et al  

(1995) 

Velocity 

(m/ns) 

Velocity 

(ft/ns) 

Air 1 1 0.3 0.96 

Distilled water 80  0.03 0.11 

Fresh water  80 81 0.03 0.11 

Sea water 80  0.03 0.49-0.57 

Fresh water ice 3-4 4 0.15-0.17 0.35-0.49 

Sea water ice  4-8 0.11-0.15 0.28-0.35 

Snow  8-12 0.09-0.11 0.35-0.50 

Permafrost  4-8 0.11-0.16 0.40-0.57 

Sand, dry 3-5 4-6 0.12-0.17 0.18-0.31 

Sand, wet 20-30 10-30 0.05-0.09 0.57-0.70 

Sandstone, dry  2-3 0.17-0.21 0.31-0.44 

Sandstone, wet  5-10 0.09-0.13 0.35-0.49 

Limestones 4-8  0.11-0.15 0.37 

Limestone, dry  7 0.11 0.35 

Limestone, wet  8 0.11 0.25-0.44 

Shales 5-15  0.08-0.13 0.33-0.40 

Shale, wet  6-9 0.10-0.12 0.18-0.44 

Silts 3-30  0.05-0.13 0.18-0.44 

Clays 5-40  0.05-0.13 0.16-0.44 

Clay, dry  2-6 0.12-0.21 0.40-0.70 

Clay, wet  15-40 0.05-0.08 0.16-0.25 

Soil, sandy dry  4-6 0.12-0.15 0.40-0.49 

Soil, sandy wet  15-30 0.05-0.08 0.16-0.25 

Soil, loamy dry  4-6 0.05-0.08 0.40-0.49 

Soil, loamy wet  15-30 0.07-0.09 0.22-0.31 

Soil, clayey dry  4-6 0.12-0.15 0.40-0.49 

Soil, clayey wet  10-15 0.08-0.09 0.25-0.31 

Coal, dry  3.5 0.16 0.53 

Coal, wet  8 0.11 0.35 

Granites 4-6   0.12-0.15 0.40-0.49 

Granites, dry  5 0.13 0.44 

Granites, wet  7 0.11 0.37 

Salt, dry 5-6 4-7 0.11-0.15 0.37-0.49 

 
 One variable that has a large impact on a GPR’s 

performance is the permittivity.  Table 1 [2]
 
shows the 

relative permittivity and electromagnetic wave velocity for 

common subsurface materials.  The amount of energy that is 

reflected at the boundary of two media with different 

permittivity is given by the Fresnel coefficient.  For air to soil 

with permittivity, εr,  and permeability,  r, the index of 

refraction (Fresnel reflection coefficient) is described by:  

 

    
  

     
                        (1) 

 

This relationship is used to illustrate the changes in 

the electromagnetic waves at the interface of two materials 

with different permittivity and permeability in the results 

section below. One observes that electromagnetic waves pass 

through the earth and the receiving antenna records the 

timing and magnitude of the arriving energy.  A GPR image 

is actually an image directly related to the dielectric 

properties of the subsurface.  The dielectric constant controls 

the velocity and the path of electromagnetic waves, including 

those reflected off objects below the surface. 

 

 

 

3  FDTD  Technique  

FDTD techniques relate the surface currents and 

charges in a problem space that are modeled by Maxwell’s 

curl equations which are:  

                                                  (2)  

 

                                              (3) 

 

These equations are used to develop a solution 

approach known as the finite difference formulation. A 

detailed development of the equations for the three 

dimensional version of the FDTD code is presented in a 

thesis by Williford [6].  Although the FDTD approach can be 

carried out both in the time and frequency domain, the model 

used for this research implements the time domain 

formulation.  FDTD models the propagation and interaction 

of an electromagnetic wave in a region of space that may 

contain any object.  This method is different from the integral 

equation method in that it analyzes the interaction of the 

incident wave with a portion of the structure at a given instant 

in time rather than solving the entire problem at once.  Yee
 

[6] first suggested the FDTD formulation for solving 

Maxwell's two curl equations (1) and (2), stating that the 

derivatives in these equations could be expressed as 

differences of the field values between neighboring positions, 

both temporally and spatially.  These difference equations 

yield the values of the field at a given location in time and 

space if the values at all positions in the problem space are 

known at an earlier time.   

 

The solution of an electromagnetic interaction 

problem by the FDTD technique is straight forward.  For our 

system model, the problem space is divided into a lattice of 

uniform sized cells. As shown in Figure 3, the gridding 

procedure involves placing the components of the electric (E) 

and magnetic (H) fields around a unit cell and evaluating the 

field components at alternate half-time steps.  

 

  
Figure 3.   3D Yee cell [13] 

 

By alternating between the E and H fields, a central 

difference expression can be developed for both the space 

and time derivatives that maintains a higher degree of 

accuracy than either a forward or backward difference 

formulation. The problem solution proceeds by time-stepping 

throughout the problem space, repeatedly solving the finite 

difference form of Maxwell’s two curl equations.  In this 

fashion, the incident wave is tracked through the problem 
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space as it intercepts and interacts with the targets, at layer 

interfaces, and with other objects in the problem space. 

 

Yee [6] developed the FDTD algorithm in 1966 as a 

method to compute the waveforms of pulses scattered from 

infinitely long, rectangular cross section, conducting 

cylinders Rymes [7] used FDTD to analyze data from direct 

lightning strikes to a NOAA C- 130 aircraft. This code was 

later modified and used by Hebert and Sanchez-Castro [8] to 

analyze the data from inflight lightning strike measurements 

by a CV-580 aircraft and by Williford [5] to explore the 

validity of different boundary conditions using FDTD to 

model an F-16 aircraft.  Williford, Jost, and Hebert [8] found 

using FDTD absorbing boundary conditions with FDTD 

produced better results than the perfectly electrically 

conducting (PEC) reflective boundary conditions originally 

used by Yee [6] but at the cost of longer run times. 

  

      Based upon these efforts, FDTD has been shown to be 

useful for the modeling and analysis of electromagnetic 

interaction with systems.   These codes are easily adapted to a 

variety of materials in the problem space leading directly to 

their choice to analyze GPR data.  In addition, nonlinearities 

and time-varying quantities can be represented in the problem 

space grid, if the needed equations can be written at the 

appropriate location. In addition, FDTD codes written in 

MATLAB are easily adapted to parallel processing and multi-

processor systems. 

 

4  3D-FDTD Models and Simulation  
 

The FDTD code calculates the solutions to 

Maxwell’s Equation in their differential form.  FDTD 

solutions are simple and depending on the choice of time 

steps and grid lengths provide extremely accurate 

representations of the interaction of electromagnetic waves 

and materials with different constituent properties. Modeling 

using FDTD techniques allows the observation of changes in 

response due to changing input variables without the 

expensive cost of physical experiments.  

 

There are many versions of the 3D-FDTD code. 

Some are readily available for download on the internet. 

Commercial versions of the code and versions that are 

reported in scholarly journals come in packages are not open 

source and are not available for researchers. For this reason, a 

GPR model and simulation program implementing FDTD 

techniques was developed in MATLAB.   

 

Many different algorithms exist for target detection 

and identification, noise and interference suppression, 

removal of direct and air wave effects, and correction of 

attenuation losses. The input data for the research and 

comparison of these algorithms is provided by the FDTD 

techniques implemented in the MATLAB code.  

 

Previous researchers have successfully used 3D-

FDFD techniques to investigate some aspects of a GPR’s 

performance [5, 11].
 
While helpful, these studies produced 

only limited results.  Under some physical soil conditions, the 

recognized landmine signature possesses high quality contrast 

while under other conditions no signature is detected. 

Fritzsche [3] demonstrated via modeling that GPR signals at 

900 MHz would be strongly attenuated in moist soil. Trang 

[4] found through simulations and experiments with a GPR 

signals operating at 600-800 MHz that nonmetallic mines 

were easier to detect in moist soil. 

 

The FDTD computer model implemented as part of 

this research facilitates the analysis of complex dielectric 

constant of soil and attenuation of GPR signals.  In addition, 

the system model is capable of plotting the complex dielectric 

constant of soil coupled with the attenuation of GPR signals 

versus soil physical properties.  

 

To predict the performance of electromagnetic 

sensors sub-systems, it is common practice to use models that 

estimate the soil’s characteristics including dielectric 

properties. Trang found that no current model exists to 

completely describe all the electrical properties of a soil type 

[4]. Measurements to baseline GPR operational performance 

made at many sites worldwide are helpful but still leave a 

great deal unknown due to uncertainties caused by factors 

such as soil composition, layering, clutter, rock and other 

undesired artifacts recorded in the measurement.   

Alternatively, the FDTD computer models and simulations 

allow the variables associated with GPR system to be 

researched and characterized.     

FDTD techniques model many variables that are 

controllable while some variables are not.  Using FDTD 

synthetic data allows one to control what might otherwise be 

undefined or uncontrollable variables.  The system 

engineering goal for the simulations is to find bounds for the 

input values of the uncontrollable variables which make the 

systems performance predictable and manageable. Thus a 

GPR system design can be optimized to effectively handle a 

wider variety of operational conditions 

Figure 2 shows a B-mode image of buried pipes.  A 

B-mode image is produced by sweeping a narrow beam while 

transmitting pulses and detecting echoes along a series of 

closely spaced scan lines. The algorithm for B-mode image 

simulation and processing includes calculation of the 

amplitude and two-way time delay of a signal reflected from 

each layer of a multi-layered media; simulation of echo 

signals, clutters, speckle and impulse noise; construction of 

synthetic range profile; and image formation.  
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Figure 2.  Example of a B mode plot 

Belli, Rappaport, Udall, Hines and Wadia-Fracetti 

[10] provided an excellent example of a subsurface tunnel 

modeled in FDTD, as illustrated in Figures 4 and 5.   

 

 
 

Figure 4. (a) 3D tunnel geometry, and (b) Detail of y − z 

plane indicating sensor location when θ = 0
°
 [11]

 
Figure 5. 3D-FDTD simulated B-scan contours  

(air-filled tunnel buried in sand with backgrounds removed) [10]  

 

These simulations show how measured GPR data 

can be faithfully modeled in FDTD and how FDTD 

simulations can be used to model a GPR system’s 

performance.  It shows that the FDTD model produces 

Typical B-scan contours and the extracted hyperbolas for the 

tunnel example that can be seen in Figure 5 with the 

background reflection at the air/sand interface removed. Four 

angles are selected for 3D B-scan simulation: 0°, ≈23.96°, 

45° and ≈ 53.13°. The hyperbolas extracted from the B-scan 

simulations were compared to a library of hyperbolas 

generated by 2D FDTD to determine the angle of the GPR 

waves travel path. By comparing the angles from the 

simulations with measured data, these angles were found to 

produce the B-scans that most closely match the measured 

ones. The results are summarized in Table 2. The determined 

angles are well matched to the actual angles. Again, and as 

expected, the case of θ = 45◦ results in the largest error in 

determined θ.
10 

 

 

Table 2.  Tunnel Example Correlation Results 

 
3D 

simulation 

angle, Θ 

Best 2D 

correlation 

Maximum error 

(Distance from 

tunnel in s-direction 

Mean 

error 

0° 0° 180.0 ps at 2.25 m 73.9 ps 

arctan (4/9) 

≈ 23.96° 

24° 93.8 ps at 2.63 m 38.0 ps 

45° 24° 152.1 ps at 3.39 m 47.8 ps 

Arctan (4/3)  

≈ 53.13° 

54° 535.9 ps at 4.0 mm 206.2 ps 

 

 

5  Simulation Results 
 

Dependence on Frequency:  System analysis begins by 

selecting one input and determining its effect of the system’s 

performance.  If one extends the analysis of system inputs to 

the effects of frequency on the depth and resolution like that 

presented by GST
11

,  the results shown in Table 3 show the 

relationship between resolution, "blind" zone and reflection 

depth with reference to the antenna used.  The simulated 

measurements  are made in a media whose relative dielectric 

permittivity, εr = 4.0  and the specific attenuation is 1 to 2 

dB/m. Reflection depth is the detection depth of a flat 

boundary with reflectance equal to 1.  

Table 3.  Frequency Dependence [10] 

Parameter Antenna 
Frequency 

(MHz) 

2  900  500  300  150  75  37  

Resolution  

(m) 

0.06-

0.1 
0.2 0.5 1.0 1.0 2.0 4.0 

“Blind” 

zone (m) 
0.08 

0.1-

0.2 

0.25-

0.5 
0.5-1.0 1.0 2.0 4.0 

Depth (m) 1.5-2 3-5 7-10 10-15 7-10 10-15 15-30 

 

Controlling Conductivity:  The 1D-FDTD model allows 

one to investigate the effect of controlling one variable at a 

time.  Figure 6 shows the results of a FDTD simulation where 

the specific conductance, σ, of the media is controlled and set 

to 5.0 Siemens/meter, the relative electrical permittivity, εr, 

set to 1.0, the frequency set to 2 GHz, and with a grid 

dimension of dx = 0.75 cm or 20 divisions per wavelength.  

The figure shows the attenuation of the fields in time. 

Controlling Permittivity: Another example of system 

analysis by controlling one variable at a time is the 

constituent property of permittivity. Permittivity is a property 

that describes the ability of the media to store electric charge.  

It can also affect the frequency, wavelength, or amount of 

energy that is transmitted or reflected.  

 

Figure 6.    Example of Controlling Sigma. 

 

The table presented within Figure 7 presents the 

relative permittivity of a number of common earth media.  A 

graphic showing the boundaries and reflections from layers of 

different permittivity is also included.  The reflection and 

transmission of the electromagnetic waves at each earth 
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media layer interface depends upon the difference of the 

permittivity of each layer.  The signal received by the GPR 

receive antenna sub-system is a mixture of the reflection and 

delays propagating through the multi-layer paths.  A 

representative profile for the different layers is presented.  

                                                 

 

Figure 7.   Controlling Permittivity 

 
 

Figure 8.  Fresnel reflection and transmission coefficients 

 
The reflection and transmission coefficients for two layers 

with relative permittivity’s of εr1 =2.0 and εr2 =4.0 is shown 

in Figure 8. The reflection and transmission amplitude 

coefficients are shown for both perpendicular and parallel 

polarizations of EM waves incident from normal to 90 

degrees. For εr1 = εr2,, there is total transmission and no 

reflection.  

 

Figure 9 shows the ability of the 1D-FDTD 

simulation to model the effects of different values of 

permittivity on the propagation of electromagnetic waves. 

The specific conductance of the media is set to σ = 0 

Siemens/m and the value of permittivity is controlled at  

εr = 1.0 and εr= 10.   The media is nonmagnetic with 

permeability equal to free space, μ0.   The simulation shows 

how εr  affects both the frequency and the speed of 

propagation.  Both graphs show 12 nano-seconds of 

propagation.  The higher the εr, the slower the wave 

propagates.  This delay gives insight into how deep a 

reflecting target might be if the εr is known or a method to 

determine the εr if the depth of the reflecting object is known. 

 
Figure 9.  Effect of permittivity on propagation. 

 

This exercise allows one to understand GPR 

physical processes better by controlling variables that are 

modeled in the FDTD model.   It demonstrates the ability of 

the model to perform a bistatic polarimetric simulation of the 

GPR.   Using a simple FDTD model and simulation with 

perfectly matching boundary conditions, a FDTD simulation 

of rods at half a meter depth was performed.  The 

homogeneous media show the expected result that polarized 

electromagnetic waves induce larger currents in the direction 

in which the wave and rod are oriented.  Exposed to a 

polarized EM wave in the x direction, the x-directed rod has 

larger induced currents in the x-direction, while the y-

directed rod has a strong tendency to induce currents in the y-

direction if the EM wave is polarized in the y direction.  This 

explains why GPR migration algorithms, developed on a 

matched-filter response basis, are used to both detect and 

determine the shape of a buried pipe like object.   

 

Gurel et al presents an excellent example of prism 

modeling  [12].  In Figure 10, the FDTD model simulates two 

conducting prisms of 21 x 21 x 16 cells that are buried five 

cells under the ground, and separated by twenty cells.  The A-

scan waveforms are calculated and presented next to B-scan 

results.  In Figure 10, the scattering results for a cavity and a 

dielectric object, with a permittivity of εr = 1.0 and εr= 8, 

respectively, are presented.  The two targets are buried 

twenty cells apart and five cells under the ground that is 

modeled with a relative permittivity of εr = 4.0. Figure 10 

illustrates the typical A-scan and B-scans expected and the 

ability of the FDTD model to simulate the GPR performance.  

In Figure 11(a) the targets are dielectric object and a cavity in 

the ground.  Note that the amount of reflection from the two 

objects closely follows the Fresnel reflection and 

transmission coefficients illustrated in Figure 7 for layers 

with the values of εr = 4.0 for the soil  and εr= 8  for the 

dielectric object  and  εr = 4.0  for the soil and εr= 1 for the 

void.  This results in the return from the cavity being larger 

than the return from the dielectric object.  The results of this 

FDTD simulation are consistent with those using Fresnel 

reflection and transmission coefficients to calculate the 

reflection from the objects. 

 

In the second simulation, the dielectric object is 

replaced by a conducting prism.  The reflection from the 

perfectly conducting prism is nearly 100% and much larger 

than that of the cavity. 

Material Relative 
Permitivity 

Air 1 

Water 80 

Ice 3.14 

Dry Snow 1.5-3 

Wet Snow Depends on moisture, 
particle size 

Dry Soil 2 – 4 

Dry Sand 3 – 5 
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Figure 10.   Two perfectly conducting prisms buried 5 cells 

under the ground and separated by 20 cells [12] 

 
Figure 11. Two objects buried 5 cells under the ground and 

separated by 20 cells. (a) a cavity and a dielectric object and 

(b) a cavity and a perfectly conducting prism [12].  

 

These TDFD models and simulations clearly show how the 

researcher can vary the media and targets buried in the media 

and systematically evaluate the GPR’s performance.  These 

experimental results yield the conclusion that the FDTD 

technique can be used to accurately simulate the GPR 

measurements and to faithfully analyze GPR data.  

 

6 Conclusions and Future Plans  
 

The initial results presented in this paper 

demonstrate the ability of the 3D FDTD method to model and 

simulate the effects of several media on the propagation of 

GPR signals.  It is an important step in the system 

engineering analysis to identify GPR system deficiencies and 

what can be done to improve the system’s performance.   

GPR computer models and FDTD simulations provide insight 

into how GPR systems including their signal processing 

algorithms perform to detect and identify objects buried 

under the ground.  The TDFD model and simulations 

described in the paper allow the researcher to vary the media 

and targets buried in the media and systematically evaluate 

the GPR’s performance. The effectiveness of  the algorithms 

for data acquisition, signal processing and image processing 

for target detection and identification can be evaluated.   

Results from this modeling demonstrate the possibility of 

future use of this methodology for algorithm development 

and refinement that will better characterize and expand the 

trade space with valid GPR alternatives . The approach of 

simulating various input variables for an existing GPR using 

relatively simple 3D FDTD calculations has been 

demonstrated. The experimental results obtained lead to the 

conclusion that the FDTD techniques can be successfully 

used for analysis and parameter optimization of the basic 

signal processing algorithms in GPR.  

Future planned research includes:  accounting for 

the humidity and the inhomogeneity of soils on a GPR’s 

performance to allow the development of robust high-

performance detection algorithms. This includes the 

modeling of objects other than simple pipes and prisms such 

as multiple targets, dielectric targets in both homogeneous 

and anisotropic media. In the research to define appropriate 

solutions, FDTD has the computational ability to faithfully 

model a large variety of problem spaces. The propagation and 

detection of buried objects will be further investigated to 

obtain a better understanding of how the physical GPR 

components and processes affect the ability to detect and 

identify buried objects.  Finally, the simulations will be 

expanded to the antenna-to-air and air-to-ground interfaces in 

order to better understand the interference paths of direct and 

ground bounced signals on the signals received from the 

reflections below the ground.  
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Abstract - Working with human subjects to measure internal 
loadings of lumbar spine is difficult. Numerical modeling 
makes it possible to study response of spine to a variety of 
loading conditions. This paper reports the development of a 
rigid body model of spine using a forward kinematics 
approach. The model consists of accurate CAD 
representations of vertebrae interconnected by intervertebral 
discs providing six degrees of freedom at each joint. The 
vertebrae are articulated using Virtual Muscles controlled by 
PID controllers individually. The forward kinematics 
approach resolves the redundancy issues associated with 
other lumbar spine models which utilize inverse kinematics. 
The proposed model predicted similar trend for trunk 
rotations, compression forces and moments as described in the 
literature. The comparison between the proposed model and 
predictions from existing dynamic models showed good 
agreement. 

Keywords: Simulation, Lumbar, Spine, Muscles 

 

1 Introduction 
Lumbar spine is a complex structure of the body. Since 
musculoskeletal disorders in lower back are prevalent in 
active and inactive occupations prediction of the dynamic 
response of spine under various loading conditions is an 
important consideration [1]. Both active and inactive work 
can increase the instability of spine to some degree leading to 
injuries and pain disorders of lower-back. Instability in spine 
could be due to the  sudden perturbation [2], prolonged sitting 
(fatigue) [3], whole body vibration [4], awkward posture of 
spine [5], heavy lifting [6], unsupported sitting or standing [7] 
as well as larger applied forces [8].  

Computational modeling of lumbar spine has been an active 
area of research for some time. Modeling of the spine using 
the computerized model is necessary for fully assessing 
reaction forces and motions in lumbar spine. Sensors cannot 
easily be introduced into spine of a human subject due to the 
risk of degeneration of the other discs [9]. Modeling also 
helps researchers in understanding the internal mechanisms of 
lumbar spine at extreme load and motion levels where 
physical testing is limited due to ethical reasons. 

Majority of lumbar spine modeling can be categorized as 
finite element (FE) or rigid body modeling based. Finite 
element methods have been used by a number of researchers 
and show better results for small movements of spine [10]. It 
is more difficult to use FE based models for large movements 
and high levels of loading [11]. Asymmetric geometry of the 

spine in FE models produces asymmetric forces for right and 
left facet joint [12] which contributes to model instability and 
makes it difficult to model the behaviour when larger 
compressive load are present [13].  

Rigid body models consider vertebrae as rigid parts, massless 
springs and dampers to model the behaviour of discs, joints 
and ligaments. Keller and Colloca [14] developed a model to 
analyze Posteroanterior (PA) motion response of lumbar 
spine. They reported good results for static and dynamic 
response of the lumbar spine using greatly simplified rigid 
body model when compared with in vivo measurements. The 
model was, however, limited to PA motion response in one 
single direction due to immobility of pelvis and thorax as well 
as the assumption of linear force-velocity relationship of the 
model. Kassem et al. [15] expanded this model to simulate 
the three dimensional motion responses. Their model was still 
limited to linear, static and dynamic mechanical responses 
and did not take in to account the geometry of spine. De Zee 
et al. [16] developed a detailed rigid body model using the 
AnyBody Modeling system using inverse dynamics to study 
muscle, ligament and reaction forces.              

The models reviewed so far, whether FE based or rigid body 
based, use inverse kinematics approach to investigate static 
and dynamic motion responses as well as internal forces. 
Inverse kinematics is a technique in which the desired 
position and orientation is assumed to be known or is 
planned. Using this kinematics relationship, internal forces 
required for achieving this set of positions and orientations is 
calculated. Because of redundancy problem while acquiring 
the desired position and orientation using inverse kinematics, 

 

Figure (1): Model of Lumbar spine including springs and 
dampers. 
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one could have multiple results or no results. The redundancy 
is caused by the fact that there are not enough equilibrium 
equations available to determine all the muscle forces [17]. In 
the case of multiple plausible results, optimization is typically 
used to pick the best set of answers. Using the inverse 
kinematics technique to find the motion responses and 
internal loads in spine, many researchers have encountered 
problems with results since optimality criteria are somewhat 
arbitrary. Another drawback of this technique is that it is not 
suitable for very high or very low loadings [18]. Studies have 
shown that inverse kinematics technique is also not reliable 
for intervertebral translation [19]. 

In this paper a forward kinematic model is proposed which 
eliminates the redundancy problem associated with inverse 
kinematics modeling of lumbar spine. The model mimics the 
natural process for activating muscles in that a high level 
command, for example pick a load, is processed through a 
series of controllers which activate the right muscles to the 
right level for performing the task. This eliminates the need 
for any assumptions and there will be only one solution for 
the final result. The paper focuses on muscles forces, internal 
loads on the intervertebral discs as well as motion response of 
the lumbar spine. The feasibility of this approach is 
demonstrated by comparison of results with data from 

literature. 

2 Lumbar spine model 
Majority of the lumbar muscle tendons are attached to the 
vertebral bodies and muscle strength and forces mainly 
depend on muscle’s length and physiologic cross section area 
(PCSA). In order to establish accurate location for attaching 
tendons, three-dimensional models of vertebrae were obtained 
(Zygote, Media Group, Inc, USA).  In the proposed model 

 

Figure (3):  A subsystem of feedback controller block 

 

Figure (2): Lumbar spine model with front, back and side 
muscles attached 
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vertebrae are considered rigid bodies (Keller et al., 2002b). 
Figure 1 shows the scanned CAD model of lumbar vertebrae 
and pelvis. Each intervertebral disc was modeled with six 
degree of freedom (30 DOF in total). Non-linear springs and 
dampers were used to model the dynamic characteristics for 
each degree of freedom (Figure 1).   

Ligaments wrap around vertebral bodies and act as shock 
absorbers and also restrict the excessive flexion, extension 
and shear of the vertebrae under excessive loads [20]. 
Ligaments were modelled using torsional springs and 
dampers similar to rigid body model develop by Keller et 
al,[1]. The spring rate of the rotational spring was taken to be 
570 N.m/rad where as damping coefficient of the rotational 
damper was taken to be 150 N.m/ (rad/s) [1,14]. 

The model presented in this paper is a direct kinematics 
representation. As such, muscle forces are applied to 
vertebrae to produce the desired motion. “Virtual muscle” 
[21] was used to simulate the input-output relationship 
between muscle activation calculated by PID controllers, 
length and the corresponding muscle forces. Fifteen local 
muscles and two global muscles (one front and one back) are 
connected to lumbar spine (Figure 2).  This number was 
selected as a compromise between the accuracy of model 
predictions and complexity of the model. An equivalent 
PCSA was calculated and used for these muscles so that the 
overall effect would be similar to original muscle forces. The 
lengths of the muscles were continually determined by tracing 
the attachment points from the CAD model. The local 
muscles were connected from transverse process of each 
vertebra to iliac crest and spinous process of each vertebra to 
the sacrum (10 and 5, respectively) [16]. The global front 
muscle was connected from 12th rib of the spine to the 
sacrum while global back muscle was connected from 8th rib 
of the spine to the sacrum. All local muscles and global front 
muscle were connected straight whereas global back muscle 
path was connected as via-point to reflect the realistic muscle 
path [16]. The  physiological cross section area (PCSA) of the 

global muscles, rectus abdominis (RA) and Longissimus 
thoracis pars lumborum (LGPL) were taken as 5.67 cm2 and 
12.10 cm2 [18].     

PID (proportional integrator and derivative) controllers were 
used to regulate the activation and therefore, the force being 
produced by each muscle. Figure 3 shows the structure of five 
sub systems for the feedback controller block, each with ‘n’ 
muscles. The forces produced by the muscles cause the 
lumbar spine to respond dynamically. This rotation is 
compared with the desired lumbar spine position and the 
difference between the current and desired position is 
calculated as error. These errors are fed in to the PID 
controller, which adjust the muscle activation accordingly 
until the desired lumbar spine position is achieved. 
 
3 Case study: Stooping and Squatting 
The main objective of this investigation was to develop and 
validate the forward kinematics lumbar spine model. To show 
the feasibility of the direct kinematic modeling, stoop and 
squat lifts were studied. Model predictions of internal loads 
were compared with dynamic model from literature [22]. To 
make comparison of internal loads in lumbar spine possible, 
the total body weight of 74 kg (mean value of 11 subjects) 
and external load of 180N was considered. The body weight 
of each segment was calculated using anthropometric data 
[23].      

Compression forces, net external moments and passive 
ligamentous moments were directly obtained from the model, 
whereas the moments generated by muscle forces were 
calculated by taking the difference between the net external 
moment and passive ligamentous moments.  

To examine dynamic loading situations, Stoop and squat lifts 
were carried out without load and with a load of 180N. 
Simulation was performed for five seconds and four types of 
data were obtained: trunk rotation, compression forces and 
moments. In both cases of stooping with and without load, 
hip, knee and ankle joints were stabilized during the lift while 

 

Figure (4): Lifting activities: (a) Squat lift, (b) stoop lift with 
load of 0N and 180N 

 

Figure (5): Trunk Rotation for squat and stoop lift with load 
of 0 N and 180 N 
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pelvis was rotated to 45 degrees in order to allow the lumbar 
spine to rotate to its maximum amount. The allowable 
rotation for each joint was around five degrees. During 
simulation, relative rotation between L1 and L2 was slightly 
more than five degrees whereas the other four joints rotated 
less than five degrees. The upper body was considered rigid. 
In squatting, hip was rotated 30 degrees, knees 90 degrees 
and ankles 60 degrees. The pelvis rotation was limited to 26.3 
degrees in squatting in forward direction (Figure 4).    Trunk 
rotation for the squatting and stooping with load of 0N and 
180N is shown in Figure 5. In stooping, the figure shows the 
maximum trunk rotation of 70 degrees at 2.5 seconds with or 
without load. In squatting, the trunk rotation for lifting the 
load is higher than the one with no load. 

For stooping movement, all five lumbar discs were allowed to 
rotate a maximum of five degrees, allowing the whole trunk 
to be fully extended. After lifting a load of 180N, the trunk 
rotated only a few additional degrees. For both stooping and 
squatting after picking up the load, an upward shift was 
observed compared with no load situation. These are due to 
the gravitational force applied on the body which requires 
more muscle force to pull the body from the fully extended 
position to standing straight.  

The effect of these two movement patterns is clearly indicated 
in intradiscal loadings shown in Figure 6. The maximum 
compression forces were recorded on disc L5/S1 for all 
activities. The maximum compression force on the same disc 
for squat and stoop lift with load of 180 N was estimated to 
be 4119 N and 4909 N, respectively. Compression forces for 
all discs are shown in the table 1 for both stoop and squat lift 
and for both loading conditions (0N and180N).  

When lifting a load, the muscle forces are adjusted by 
nervous system through varying the simulation frequency or 
changing the number of motor units that are activated at a 
given time [23]. This process may take up to one third to half 
a second depending on the load. In present case study, time 
duration of 0.2 second was used to lift the load of 180N. A 

similar rate has been used in the work of Bazrgari et al. [22]. 
Also the compression forces for both stoop and squat lifts 
without loads were higher for later half of the cycle (from 
forward flexion to upright position) compared to first half of 
the cycle (from upright position to forward flexion). This 
unsymmetrical loading result from gravitational force applied 
to trunk from forward flexion  

For zero external loads, the maximum passive ligamentous 
moments at L1-L2 was recorded as 66Nm and 23Nm for 
stoop and squat lift, respectively. For the same disc, moments 
for stoop and squat lifts with load of 180N were recorded as 
86Nm and 46Nm, respectively. These occurred at the time of 
maximum trunk rotation. The maximum external moments 
were measured on the disc between L5-S1, where stoop lift 
showed greater moment compared to squat lift. Same trend 
was observed even when carrying the load of 180 N for both 
movements (stoop and squat lifts). The net external moments 
were higher by ~40% and ~26% in stoop lift as compared to 
squat lift while carrying the load of 0N and 180 N, 
respectively. Similar results were obtained for passive 
ligamentous moments where the moments were higher by 
~52% and ~34% in stoop lift compared to squat lift for no 
load and 180N external load. Furthermore, the muscle 
moments were higher for stoop after lifting the load of 180 N 
(higher by 3%) compared to squat lift. This indicates that the 
moments were primarily carried by passive ligamentous spine 
but after applying the external loads, some portions of the 
moments were resisted by the muscles.  Figures 7-9 show the 
predictions of the external moments, muscle moments, and 
passive ligamentous moments. The passive ligamentous and 
muscle moments were higher in stoop lift due to the larger 
intersegmental rotation of the lumbar spine. In both stoop and 
squat lift cases with load in hands, the passive ligamentous, 
muscle and external moments were increased abruptly as the 
load reached its maximum value of 180N. After reaching its 
peak point, external moments and muscle moments curve 
decrease gradually while the passive ligamentous moments 
decrease abruptly. 

 

Figure (6): Compression force on discs between L5-S1 for 
squat and stoop lift with load of 0N and 180N 

Figure (7): Net external moment at the L5-S1 level for stoop 
and squat lift without load and with load of 180N 
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4 Discussion 
 
Compression forces and moments on the disc between L5-S1 
and trunk rotation for stoop and squat lifts with load of 180N 
and 0N were compared with Bazrgari et al.[22]. The trunk 
rotations were found well within the range except for squat 
lift with 0N loads as well as some minor differences in stoop 
lifts. Rotation obtained for the trunk was lower compared to 
the trunk rotation for squat lift with load of 0N from Bazrgari 
et al. The difference in trunk rotation for squat lift with 0N 
was mainly due to the lumbar rotation. The proposed model 
estimated ~50% lower lumbar rotation while the pelvis 
rotations were predicted approximately the same as predicted 
by Bazrgari et al. The trunk rotation in the squat lift was 
increased by approximately five degrees after lifting the load 
which was not seen in the literature. In stoop lifts and squat 
lifts the thorax and pelvis rotations with load and without load 
for first half cycle were overlapping in proposed model 
whereas in Bazrgari et al. the measurements of the thorax and 
pelvis rotations were shifted toward left after lifting the load. 
The main reasons for the shift in curves (Fig. 6) were due to 
the lack of instructions in the manner of lifting the load for 
subjects and the fact that the measurements were based on the 
mean values of 11 subjects. 

Compared to Bazrgari et al. the compression force on the disc 
L5/S1 was found higher in all activities for 0N and 180N, 
whereas these forces on other discs were lower except for 
stoop lift with 0N (Table 1). The maximum passive 
ligamentous moments in the proposed model were measured 
on disc L1-L2 and were found higher compared to literature 
for all activities whereas the net external moments and 
moments resisted by the muscles were measured higher on 
disc L5-S1 but were found to be lower compared to Bazrgari 
et al.  

Both the proposed model and Bazrgari et al. showed sudden 
increase in compression forces and moments after lifting the 
load in both activities (stoop lifts and squat lifts). In the 
Bazrgari et al. the compression forces and moments increased 
sharply to their maximum values and decreased suddenly 
while in the proposed model, the compression forces 
increased sharply to a point and then gradually reached their 
maximum value. In the proposed model, results for moments 
also increased sharply and reached its maximum point but 
decreased gradually. For net external moments, the maximum 
difference was calculated to be 15% or lower for all activities 
in current model. The compression forces and passive 
ligamentous moments are shown in the Table 1. The 
difference in compression forces and moments could be 
attributed to differences in lumbar rotation at each segment as 
well as shoulder and forearm rotation. 

5 Conclusion 
The model presented in this paper can be used to determine 
the muscle forces, compression forces, moments and motion 
responses of the lumbar spine using the forward kinematics 
technique which eliminates the need of optimization based on 
loading assumptions. The model can easily be modified to 
evaluate different postures such as standing, lifting, sitting or 
bending in either direction. Muscles play a vital role in 
stabilizing the spine so it will be appropriate to include all 
muscles in a complete model of spine. The proposed model 
included fewer numbers of lumbar muscles with larger 
physiological cross section areas to reduce the computational 
load without reducing the required muscle force to perform a 
particular activity. The results for stoop and squat lifts were 

 

Figure (8): Portion of the moment resisted by the muscles on 
disc L5-S1 during lifting 

Table (1): Maximum internal loads measured in spine for different cases at various levels; Compression force, C (N) and 
Passive ligamentous moment, M (N.m) 
 

Lumbar discs Squat  
(0 N) 

Stoop  
(0 N)  

Squat 
 (180 N) 

Stoop 
 (180 N) 

 C M C M C M C M 

L1/L2 1088 23 1627 66 2003 46 2150 86 
L2/L3 1326 13 2074 36 2404 23 2693 48 
L3/L4 1517 10 2587 22 2870 18 3402 31 
L4/L5 1820 12 2953 23 3325 20 3889 31 
L5/S1 2292 20 3602 42 4119 38 4909 56 
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found in good agreements in comparison with other dynamic 
model predictions presented in the literature. The model 
showed that adopting squat lifting over stoop lifting can 
reduce muscle forces and internal loads; and increase spine 
stability. The forces and moments were larger in stoop lifts 
compared to squat lift mainly due to the larger trunk rotation 
not because of larger lever arm. 
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ABSTRACT
The Heisenberg model of classical spins makes use
of both Monte Carlo stochastic dynamics as well as
time-integration of its equation of motion. These
two schemes have different parallelisation strategies
and tradeoffs. We implement both algorithms us-
ing a data-parallel approach for Graphical Process-
ing Units (GPUs) and we discuss the resulting perfor-
mance on various combinations of single and multiple
GPU. In addition to studying Monte Carlo dynamical
update schemes, we use our fast simulation code to
explore the scaling and time correlations of a large-
scale Heisenberg model system using a high-order nu-
merical integration algorithm, which enables study of
accurate spin wave phenomena and time-correlation
functions. We also discuss various graphical render-
ing models to appropriately visualise the spin vectors
inside an interactive Heisenberg spin simulation.

KEY WORDS
Heisenberg model; classical spin; Monte Carlo dy-
namics; time-integration dynamics.

1 Introduction
Simulation of complex systems is a powerful means
of investigating phase transitions [6] and critical phe-
nomena [16]. Visualising the approach to critical-
ity of such system is also important to help develop
an intuitive understanding of simulation model pa-
rameters. A high-performance visual simulation also
aids in navigating through the model parameter space
to identify interactively those areas that are worth
more exhaustive simulation and collection of statisti-
cal measurements from appropriate numerical exper-
iments.

Figure 1: A visualization of a sample 3D Heisenberg
simulation.
A great deal of work has been done on models such as
the Ising model [10,15] which is based upon applying
a stochastic Monte Carlo based dynamics on a system
of spins modelled by individual bits. The Heisenberg
model [1] of classical spin system [13, 24] is inter-
esting because its more realistic continuous individ-
ual spins can be simulated dynamical using the Monte
Carlo method [3] but also using a more realistic time-
integration method based on proper equations of mo-
tion. This combined approach means that the Heisen-
berg model is more appropriate for studying dynamic
growth, decay and relaxation properties [19], since
the simulation time can be more readily identified as a
“real” time variable rather purely as an artifact of the
Monte Carlo algorithm.

In this present paper we make use of Graphical Pro-
cessing Units (GPUs) and NVidia’s Compute Uni-
fied Device Architecture (CUDA) software language
and framework to develop very fast numerical simu-
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lations of large Heisenberg spin model systems in two
and three dimensions [22]. We also develop various
graphical rendering models using OpenGL software
to visualise and explain the dynamically evolving spin
vector field as both Monte Carlo dynamics and time
integration dynamics are applied. Figure 1 shows a
sample rendering of a three dimensional Heisenberg
system, simulated on a 643 lattice.

Although other workers have reported simulation
work of Monte Carlo simulations of the Heisenberg
model [5, 26], it is also important to be able to sim-
ulate its time-integration dynamics [2]. A typical
numerical experiment consists of rapidly quenching
an hot random initial spin pattern using the Monte
Carlo dynamics, followed by a carefully controlled
fine grained time-stepping on the system using a suit-
able numerical integration scheme to obtain temporal
measurements.

We have developed automatic code generation tech-
niques that has allowed us to generate high order time
integration software to solve the equations of motion
for the spins to tenth order accuracy. This high de-
gree of accuracy and associated stability allows us
to investigate key measured properties such as time
correlation functions over longer periods of simulated
time than would otherwise be feasible. These mea-
surements then have the potential to be compared with
quantities obtained from experiments on real physical
magnetic systems [18].

Our article is structured as follows: In Section 2 we
summarise the (classical) Heisenberg model of spins
and the dynamical schemes that we can apply to it.
In Section 4 we present some visual renderings of the
spin system as well as a discussion of some compu-
tational performance measurements of our software
running on various individual and multiple GPU sys-
tems. In Section 5 we give us discussion of some of
the phenomena we observed and we offer some con-
clusions and areas for further work in Section 6.

2 Heisenberg Model Simulations
The classical Heisenberg model is essentially a con-
tinuous spin version of the Ising model.

The Heisenberg system is realised using a d-
dimensional array (such as a cubic lattice in 3-D or
square lattice in 2-D) where each lattice site has a
spin on it. A spin comprises a vector (sx, sy, sz)
where each component is a scalar, normalised so that
si ∈ [0, 1]. In practice, the normalisation of the
spin vectors to be unit vectors implies that |s| =

√
(s2

x + s2
y + s2

z) ≡ 1 and this means there are effec-
tively only two degrees of freedom. Using spherical
trigonometry, the unit spin vector can thus be repre-
sented by two angles θ ∈ [0, π], φ ∈ [0, 2π].

The energy function (the Hamiltonian) of the classical
Heisenberg model system is:

H = −J
∑
i,j

si · sj (1)

Where the summation is over the nearest neighbours
of the lattice site and the negative sign (with a positive
value of J means we get ferro-magnetism - ie align-
ment of the spins for strong couplings (low tempera-
tures). The dot product is between two neighbouring
spins and essentially contributes towards the total en-
ergy when two spins couple or closely align in direc-
tion with one another.

We can write the equation of motion for the spins in
the form of a differential equation as:

dsi
dt

= si ×
∑
j

Jsj (2)

Where A×B is the cross product of the two vectors
A and B, and so the differential equation is actually a
vector equation – with a separate component for each
of the x, y, z parts of dsi.

This can be transformed into a finite difference equa-
tion using the standard techniques such as Euler (poor
stability) or Runge-Kutta (a lot better stability) and we
in fact use a tenth order algorithm due to Hairer [8],
that has a very high degree of accuracy and stability.
We thus obtain an explicit formula for the change ∆s
in each spin in terms of its prior value and the values
of its nearest neighbours.

snew = sold + ∆s (3)

This algorithm allows us to update the Heisenberg
spins very carefully and with a realistic and mean-
ingful time that can be compared with temporal mea-
surements of real magnetic systems. However in prac-
tice the numerical experiments that are typically per-
formed on the Heisenberg system involve quenching
a hot initially random arrangement of spins to a finite
temperature. Time integration is not well suited to
this quenching process as it is too slow. In practice
a Monte Carlo stochastic algorithm is used to step
the system forward in pseudo-time to thermal equi-
librium, and the time-stepping algorithm can then be
applied.
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Monte Carlo thermalisation using one of the standard
algorithms such as Metropolis [17] of Glauber [7] are
described in detail elsewhere [12]. In summary, these
algorithms work as follows. At each Monte Carlo
step each spin is considered in turn (usually in ran-
dom order). A new direction for the spin is gener-
ated randomly and the energy consequences ∆E of
this change computed. If the spin change would de-
crease the energy then the spin change is immediately
accepted. Otherwise the change is accepted according
to the Boltzmann probability factor exp(−∆E/kBT )
where kB is Boltzmann’s constant - which we take to
be unity for our purposes, and T is the temperature,
which is effectively just the reciprocal of the coupling
parameter J .

3 GPU Implementations
Graphics Processing Units (GPUs) have been shown
to be a very effective processing architecture for reg-
ular lattice simulations such as the Heisenberg model.
Originally designed for rendering real-time graph-
ics for computer games, GPUs have evolved into
highly parallel architectures and are being increas-
ingly used for scientific applications. In previous
work, GPUs have been used for processing the Ising
spin model [11] as well as scalar and vector [21] mod-
els.

All simulations discussed in this paper have been ex-
ecuted on Fermi architecture NVIDIA GPUs. Fermi
GPUs contain up to 16 multiprocessors which each
contain 32 scalar processors or SPs. Each multipro-
cessor contains on-chip memory which allows infor-
mation to be shared between SPs, all the multiproces-
sors also have access to global memory which is the
main storage area of the device.

These simulations perform all memory access
through global memory which is automatically
cached on Fermi devices. This memory access has
been shown to provide the best performance for this
access pattern [21]. For more details on GPU archi-
tectures and implementing lattice-based simulations
on GPUs see [20, 21].

The implementation of the Heisenberg model is dif-
ferent to previous work in that each spin is represented
by a three-dimensional vector and requires two phases
of computation - the equilibration phase and the spin
update phase. The equilibration phase is computed
using a Monte-Carlo method while the spin update is
computed by integrating the Heisenberg equation of
motion over time. Each of these phases must be par-
allelised for them to be computed on a GPU.

3.1 Equilibration Phase
The equilibration phase of the Heisenberg simula-
tion requires the use of a parallel Monte-Carlo. The
Metropolis algorithm does not parallelise well as it
can lead to race-conditions so instead the checker-
board or red-black update is used. The checkerboard
update pattern ensures that no two neighboring lattice
cells are changed during the same update, meaning
no race-conditions can occur. This red-black checker-
board pattern is shown in Figure 2. ¡

Figure 2: The checkerboard update pattern.

Each update will read the value of a cell and it’s near-
est neighbors and compute the energy of the config-
uration (E1). It will then randomly generate another
spin and compute the energy of this alternative con-
figuration (E2). The change in energy can then be
calculated (∆E = E2 − E1) and used to either ac-
cept or reject the new configuration. The new con-
figuration is accepted if ∆E < 0 or with probability
e−(∆E)/kbT .

This update process requires the use of a random
number generator (RNG) to create a new random spin
configuration and also to determine if the spin should
be accepted when ∆E > 0. For this simulation
the RAN random number generator discussed in Nu-
merical Recipes [23] is used. This is a fast random
number generator with relatively low storage require-
ments and has been shown to pass appropriate statis-
tical tests [14]. The random number generation pro-
cess is parallelised by creating a different RAN RNG
for each lattice cell and appropriately initialized. This
way each lattice cell has an independent stream of
random numbers.

The checkerboard update pattern ensures that no
two neighboring lattice cells are changed during the
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same update, unfortunately GPUs give the best per-
formance when sequential threads access sequential
memory addresses because these memory transac-
tions can be coalesced into a single transaction. This
difference between algorithmic requirements and op-
timal GPU access patterns can be overcome by re-
ordering or crinkling the lattice. The lattice can be
rearranged so that cells that are updated at the same
time are stored sequentially which allows the mem-
ory access to be as efficient as possible. This process
is thoroughly described in [9] and the lattice from Fig-
ure 2 is shown in it’s crinkled form in Figure 3.

Figure 3: The checkerboard update pattern shown on
a crinkled lattice.

3.2 Spin Update Phase
In the spin update phase of the simulation, the equa-
tion of motion for each spin is computed and inte-
grated over time to compute the spin at the end of the
time step. Every spin is updated each time step which
means that the best memory access pattern is provided
by the uncrinkled lattice. Also the spin update phase
does not require a random number generator.

There are a number of different methods that can
be used to integrate the equation of motion (equa-
tion 2) over time. In this simulation (as with previ-
ous work) the explicit methods from the Runge-Kutta
family of integration methods are used. These meth-
ods are used because they parallelise well and the
higher-order methods can provide very good stability
and accuracy. The higher order methods become in-
creasingly complex to implement and for this reason
we make use of code-generation techniques to pro-
duce template code. The code generator can create
integration code for lattice-based simulations from a
Butcher tableau [4, 21].

These methods all integrate the motion of the spins

by calculating a number of intermediate stages. The
derivatives of these intermediate stages are combined
to calculate the final spin configuration. Higher or-
der methods are more expensive in terms of memory
storage and computational intensity. However, these
more stable higher-order methods can often simulate
systems with larger time-step and lead to an overall
reduction in computation time.

4 Results
One important feature of the Heisenberg model is
the presence of a phase transition at the critical tem-
perature Tc which can be seen in Figures 6 and 7.
These figures show the temperature dependent behav-
ior of three Heisenberg systems in two-dimensions
(Figure 6) and three-dimensions (Figure 7).

The first system has a temperature higher than the crit-
ical temperature (T > Tc) and exhibits random ‘hot’
behavior. As the probability of accepting a new ran-
dom spin approaches 1 the system will become com-
pletely random. The temperature of second system
is near the critical temperature (T ≈ Tc) and shows
quite different behavior to the first system. There are
clear structures forming in this system while main-
taining an element of randomness. The final system
has a temperature well below the critical temperature
(T < Tc) and will simply minimize the energy of the
system.

The effect of this temperature dependent behavior
can be easily seen by plotting the energy of the
system. Figure 4 shows the energy of 1024x1024
Heisenberg systems averaged over 20 runs with
T={0.1, 0.2...1.0}. The checkerboard update is used
for 1024 steps until the system reaches equilib-
rium and then the Runge-Kutta 4th Order integration
method is used to integrate the motion of the spins
over time. It can be easily seen from the plot that the
energy for the different systems quickly reaches equi-
librium and remains stable at this value.

The temperature of the system also affects how
quickly the correlation of subsequent systems decays.
The correlation of a system at time t to a previous
state at time 0 is calculated as the sum of the dot prod-
ucts of each current spin st,i and the initial spin s0,i.
This can be written as:

Ct =
∑
i

s0,i · st,i (4)

The correlation of the two-dimensional Heisen-
berg model in the spin update phase for T =
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Figure 4: The energy of the two-dimensional Heisen-
berg model for T = {0.1, 0.2...1.0} vs time (ln scale).

{0.1, 0, 2...1.0} is shown in Figure 5. The Runge-
Kutta 4th Order integration method with a time step
of h = 0.01 is used to evolve the system. The correla-
tion of the system evolution shows different behavior
depending on the regime of the temperature.

Figure 5: The correlation of the two-dimensional
Heisenberg model for T = {0.1, 0.2...1.0}.

5 Discussion
We found that the time -integration method is compu-
tationally too inefficient to achieve a thermally equi-
librated system in a reasonable number of time steps.
The Monte Carlo dynamics can be implemented to
rapidly move the quenched system to thermal equilib-

Figure 6: A series of three two-dimensional Heisen-
berg systems - below, near and above the critical tem-
perature.
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Figure 7: A series of three three-dimensional Heisen-
berg systems - below, near and above the critical tem-
perature.

rium, but otherwise it does not yield good time mea-
surements that can be easily related to real time be-
haviour in real magnetic system. Development of a
code that can apply both dynamic schemes was there-
fore necessary.

We experimented extensively with different rendering
schemes. The scheme used for the illustrations in this
paper are based on a simple mapping of colour hue
and value to the two degrees of freedom - namely the
two angles φ, θ that precisely define each unit spin
vector.

Another model - the clock model [25] – is similar to
the classical Heisenberg system, except it has only
two components in each spin vector. Consequently
the clock model spins can be specified using only one
angle and it could be visualised using an arrow or
some simpler colour mapping.

There is scope for further experimentation with dif-
ferent rendering schemes. Some thresholding of the
spin values by direction, could be used to look at a
partial subset of the spins in a 3D hyperbrick at once.
The problem of rendering a four dimensional system
effectively is an open one. Although real magnetic
systems are only 3 dimensional simulating a four-
dimensional model is useful since it allows the dimen-
sional dependence for various structural and phase
transitional properties to be studied. This remains an
open problem for the present however.

6 Conclusions
We have described the classical Heisenberg model of
spin systems and our implementation of it on two-
dimensional and three dimensional lattice systems us-
ing Graphical Processing Units. Using appropriate
memory mappings and data structures we obtained
a sufficiently fast implementation of the Heisenberg
simulations that we are able to explore its properties
in near interactive time.

The Heisenberg system is somewhat more difficult to
render than the Ising model. We experimented with
various graphical renderings of the spin system us-
ing colour hue and value to map to the two indepen-
dent degrees of freedom of the unit spin vectors of the
evolving system.

We implemented both Monte Carlo dynamics as well
as a high order time integration dynamical scheme.
We were able to use these to quench the system from
an initial random state and subsequently integrate it
carefully to obtain time correlation functions respec-
tively.
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There is scope for a more detailed study of spin wave
phenomena using this simulation and metrical analy-
sis. We also expect to be able to adapt our simulation
to study damaged and frustrated spin models which
have a direct bearing on comparisons with properties
of new magnetic materials.
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Abstract. A large number of vehicle models have been 
developed for their mobility characteristics over irregular 
surfaces because, more and more applications requiring 
movement on a natural, unarranged terrain, made the feet-
movement solution become more and more attractive The 
modular mechatronic mobile system MERO* (MEchanism 
Robot- *Pelecudi Ch et.al.) by reconfiguring their 
architecture can carry the heavy loads on the irregular 
surfaces. Modern methods of drawing up machines and robots 
necessarily include a simulation stage of their functioning. 
These activate the functioning simulation that encompasses 
several rules and specifications whose enactment generates 
behavior data and the instructions operating on the pattern’s 
description variables. Architect of the reference structure of 
walking robot has three two-legged modules. Every leg has 
three freedom degrees, a slip sensor and tactile sensor to 
measure the contact which consists of lower and upper levels. 
In this paper presents some aspects of stability displacement 
of walking robot MERO 
 
Keywords: Simulation, Walking robot, Modular 
walking robot. 
 
1 Introduction  

Teams worldwide have been focused on goals such as 
creating an autonomous walking robot equipped with 
functions like handling objects, locomotion, perceiving, 
navigation, learning, judgment, information storage and 
intelligent control, and that can carry out tasks like altering 
the multitude of the parts belonging to a dynamic universe. 
Scientists of all times have been permanently mesmerized and 
have studied the simplest but the most important movement, 
namely the mechanical movement of humans and animals. 
Humankind is so much anthropomorphism addicted that it is 
almost impossible for it to conceive or imagine automatic 
systems, even having artificial intelligence, and that are not 
anthropomorphic. The access of man to dangerous areas 
where his safety is jeopardized made the scientific research 
approach topics of various purposes and conceive devices that 
through their performances aim at covering different fields. 
The architecture of these systems is quite different and 
depends on their purpose and destination .For example, 
walking robots protect the environment better because their 
contact to the ground is discrete, which substantially 
diminishes the surface to be crushed, the robot’s weight can 
be optimally distributed on the contact surface through 
controlling the forces. The variation of the distance from the 

ground allowed the robot to step over young trees or other 
vegetation growing in the area it moves on. The walk is 
defined by the manner the waking robot moves between two 
points, under specific circumstances. To achieve and guide a 
walking robot requires thorough knowledge about all walking 
possibilities because choosing the number of legs and their 
structure depends very much on the selected walk. The 
selection of the walk type depends on several elements such 
as: shape and consistency of the ground the robot walks on 
walk stability driving and controlling the movements of the 
elements of the walking systems, speed and mobility 
movement requires.[1],[13],[14] To use the moving robot as a 
means of transport, several parameters that characterize its 
dynamic features can be changed within a wide enough range. 
Thus, for instance, the occurrence of the supplementary load 
aboard would change the weight, the center of gravity 
position, the body inertia moments. The wind and other 
different forces may act upon the robot and their influence 
can hardly be anticipated. The action of any kind of similar 
disturbances might be a cause that produces considerable 
deviations from the established moving track of the robot. It 
is very difficult to select the type of walk, mainly during real 
walking. Therefore, it is necessary that the ground surface to 
be defined before selecting the walk.[3],[10] The walking 
robot’s steps are a sequel of movements of the legs, 
coordinated with a succession of movements of the body for 
the purpose of moving the robot from one place to another. 

2 Movement simulation of the modular 
walking robot MERO by Denavit – 
Hartenberg formalism 
Let us a modular walking robot consists of three 

modules. [9],[5],[7] Each module has two 3-DOF legs, 
symmetrically arranged on the platform axis (fig.1). 
The legs on the right – onto the movement direction are 
superscript marked with 2i, 6 ,1  =i  whereas the legs on the 
left with 2i−1. Each platform of the rear modules is connected 
to the platform of first module by a 3-DOF kinematic chain 
with two links and three rotational pairs. The axes if these 
pairs are concurrent and perpendicular two by two. 
In order to carried out the movement simulation of a leg, a 
coordinate axes system is attached to each link, with the 
Denavit – Hartenberg rule [2],[12] This formalism may not 
only simplify the problem formulation, but can also yield 
considerable advantage in the solution of simulation problem. 
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The pairs of each leg are numbered consecutively from A 
which is pair number 1 to C which is pair number 3.  
The Denavit - Hartenberg systems attached to each link are 
subscript numbered as the pairs respectively. The platform is 
designed as link number (0) and the remaining links are 
numbered consecutively. All pairs of the leg mechanism are 
rotational and actuated ones. 
The characteristic axis Zi of each pair should be defined. The 
positive sense of each of these axes is defined arbitrarily. If 
the axes Zi and Zi-1 are skew with respect to each other, then 
there is one common perpendicular between them. The 
perpendicular is designed as the Xi axis. If the Zi and Zi-1 axes 
are parallel, the Xi axis may chosen as any common 
perpendicular. The positive direction of the Xi axis is designed 
as proceeding from Zi-1 to Zi. If the Zi-1 and Zi-1 intersect, the 
positive sense of Xi axis is arbitrarily. 
When the Xi axes are all defined, then are define both the Yi 
axes and the origin of each right hand coordinate system. So, a 
coordinate system defined is attached to each link. The 
parameter ai is defined as the distance from OiZi to Oi+1Zi+1 
axes, measured along Oi+1Xi+1. Because of the orientation of 
the Oi+1Xi+1.axis, ai is always positive. 
The parameter αi is defined as the angle between the positive 
OiZi and the positive Oi+1Zi+1 axes, as seen from positive 
Oi+1Xi+1. 
The parameter θi is the angle between positive OiXi and the 
positive Oi+1Xi+1 axes, as seen from positive OiZi. 
The parameter si is defined as the distance from OiXi to 
Oi+1Xi+1 axes, measured along the OiZi axis. 
 
Under this definition, the Denavit – Hartenberg 

transformation matrix j
iA  has the well-known form: 
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To would the walking robot’s moves is assumed that: 
The kinematical length of the binary link (1) is null and it is 
connected to the platform (0), by pair A and to the link (2) by 
pair B; the axis of pairs A and B are perpendicular. 
the binary link (2) is connected to the link (1) by the pair B 
and to link (3) by the pair C; the axis of pairs B and C are 
parallel. 
The j

3A  matrix performed the coordinate transformation of a 

point belonging to link (3) from jjjj ZYXO 4444  system to 
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Fig. 1 The Denavit –Hartenberg axis system attached of 
modular walking robot it is suggested support of technological 
equipments, for a leg mechanism RRR 
 

jjjj ZYXO 3333
the system attached to link (2). In a similar 

manner, the coordinates of lower end point P belonging to 
link (3) from jjjj ZYXO 4444  system to jjjj ZYXO 1111  system 
attached to the platform (0) is performed by the equation 
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This matrix equation described the geometrical model of the 
leg 1 and 2 of the walking robot. The goal of the direct 
kinematic analysis is to calculate the position, velocity and 
acceleration of the end point P, in terms of the variables pair 
j
iθ , 3 ,1=i . In inverse kinematic analysis, matrix equation 

(2) is solved with respect to the variables pair j
iθ , 3 ,1=i . 

The positions of the point P and the positions of the platform 
with respect to the reference coordinate axes system OXYZ 
fastened to the ground are considered as known. Therefore, 
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position of the point P with respect to the platform coordinate 
axes system are known. 
The movement of the legs  the rear modules are controlled by 
the following equations: 
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Each of these matrix equations is equivalent with three 
nonlinear equations and has six unknowns, namely variables 
of the pairs. In the inverse kinematic analysis three out of six 
unknowns must be imposed from independent conditions. 
Because of these variables’ particular values, the Denavit – 
Hartenberg [2],[12] transformation matrices have the 
following simpler form. Maintaining stability is a special 
problem that occurs while the robot walks, when one or more 
legs are in the transfer phase. When all the legs are in the 
support phase, it is obvious that the projection of the center of 
gravity is within the support polygon. If one or more legs are 
in the transfer phase, the geometry of the support polygon 
changes and it occurs the risk that the protection of the center 
of gravity moves outside the support polygon. Solutions to 
such situations depend on how the modular walking robot is 
configured. In (Fig.2) where are shown a sequence of the 
computer simulation of the successive gait of the modular 
walking robot, in C++ and in (Fig.3) animation gait in Studio 
Max Animation are shown. The gait described in the 
following section was developed with the purpose of easing 
the simulation and providing a better understanding of 
different walk strategies of leg RRR. in different 
configurations Two main configurations were taken into 
consideration: RRR - 3 module assembly one module in the 
front and two modules in the back, in a triangle shape, in 
(Fig.3). 

)

 

  ) 

Fig.2. Computer simulation gait for  modular walking robot 
MERO 1 

 

  

Fig.3. Computer animation for applications with modular 
walking robot MERO 1 

The software application was built using Visual Studio .NET 
integrated development environment, was written in C# 
language and was mainly built around DirectX display SDK 
(software development kit), package responsible for the on-
screen representation of the modular robot configuration. 
There are two distinct windows that start when the application 
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is launched: The control window and the visual window in 
(Fig 2). The control window supplies the user with every tool 
needed to simulate different aspects of the robot unlike the 
visual one that only shows the graphic representation of the 
before mentioned robot. 
3 Reaction forces modelling in walking 

robots control 
Distribution of reaction forces from the supports of the legs is 
one of the important problems that must be solved  in order to 
organize movements complicated on landscape for the legs  of 
walking robots with relief complicated. Friction cones of the 
supports are circular and can be oriented arbitrarily and the 
points of support - whether they are more than three - are not 
covered by a plan. 
When the number of support points is greater than three, the 
problem of determining the distribution of forces it is 
statically indeterminate. To calculate these forces is necessary 
to know the layout and terrain feature and the positions, 
dimensions and materials of components of the robot 
(kinematic and organological size, modules of elasticity).  
Choosing an element of this set is based on the travel 
restrictions imposed on the system. In some cases, the set of 
admissible solutions can be null if data movement is 
impossible to achieve, or may be formed from a single 
element and then there is only a possibility of realization of 
movements, without being able to take into account additional 
restrictions. 
For a given configuration of the system displacement, the 
forces of reaction of the supports are determined 
unequivocally. In the leadership of walking robots with many 
legs, an optimal distribution of reaction forces of the supports 
can be taken into account in determining the stepping strategy.  
Walking robots moving on a terrain, strewn with many 
obstacles, which can be convex or concave, present  a danger 
that the position of these robots becames unstable.  
One of conditions imposed on the motion of walking 
machines is the stability. The movement of the legged robots 
can be divided in two modes: 
- under condition of the static stability; 
- under condition of the dynamical stability. 
 The main difference between robots which walked under 
the static stability and under the dynamical stability conditions 
originates from the fact that during statically walking, the 
vertical projection of the gravity center of the robot must lay 
into the supporting polygon, where as during the dynamical 
walking, this condition can be unsatisfied.  
 The problem of quasi-statical stability analysis in condition 
of arbitrary step when the accelerations of points of 
component elements are much smaller than gravity 
acceleration is identical with the problem of stability analysis 
when the robot does not walk. The inertial forces are 
neglected and the walking can be controlled in a kinematics 
way. 
The investigation of statically stability is based on the notion 
namely of hardening configuration. Hardening configuration 
is a term used to indicate the rigidly structure of the robot, 
obtained through the shutting off of the driving motors. 

The position of the walking robot is stable if the hardening 
configuration is in posture of stable equilibrium under the 
action of gravity forces. 
The hardening configuration is statically stable if this 
accomplished the following conditions are accomplished: 
The vertical projection of the gravity center of the robot in its 
entirety (platforms, connecting elements and leg chains, 
control system and driving, pregnancy, etc.) must be inside 
the supporting polygon. The supporting polygon is the 
minimum convex area which is obtained by connecting all 
support points. A body at rest in a gravitational field, subject 
to ideal connections, has the differential of the gravity center 
elevation equal with zero. 
Vertical projection of the care center of gravity G of the robot 
is inside the support polygon if all the distances di, measured 
from this point to each PiPi+1, sides are positive, assuming that 
the supports on the perimeter of the polygon are numbered 
clockwise (Fig.4). 
Magnitudes of these distances are calculated with the 
following relationship: 
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Fig.4   Polygon support of a walking robots 
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For establishing the stable positions of a walking robot it is 
necessary to determine the forces distribution in the shifting 
mechanisms.  
Determination of the real forces distribution in the shifting 
mechanisms of a walking locomotion system which moves in 
rugged land at low speed is necessary for the analysis of 
stability. The position of a walking system depends on the 
following factors: 
- the configuration of walking mechanisms; 
- the masses of component elements and their position of 
gravity centers;  

- the values of friction coefficients between terrain and 
feet; 

- the stiffness of terrain; 
- the shape of terrain surface. 

The active surface of the foot is relatively small and it is 
considered that the reaction force is applied in the gravity 
center of this surface. The reaction force represents the 
resultant of the elementary forces, uniformly distributed on 
the foot sole surface. The gravity center of foot active surface 
is called theoretical contact point. 
The modelling of the reaction forces iR  corresponding to the 
support points in the walking robot’s movement mechanisms 
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generally represents the solution of the following static 
equilibrium equation system: 

,3 ,1  ,0 ==++ iRTN ii   

∑
=

=++×
3

1
,0)(

i
iii MTNr                                          (4) 

where: iN  and iT  are the normal and tangent components of 
the reaction force in support point i; 

ir  is the position vector of the application point of the 

reaction force iii TNR += , in relation to the coordinate axis 
system annexed to the platform;  
R  represents the resulting of the forces applied to the 
elements of the walking robot; 
M  is the resulting momentum of the forces applied to the 
elements of the walking robot, calculated in the origin of the 
coordinate axis system annexed to the platform. 
In the case of a uniform straight-line movement of the 
walking robot on a plane horizontal surface, the reaction 
forces iR  in the support points only have the normal 

component  iN  and represent the solutions of the following 
static equilibrium equation system: 

∑∑ =+×=+
i

ii
i

i MNrRN ;0  ;0                           (5) 

The last three items are considered known, as the forces 
applied to the robot elements – within the mentioned working 
conditions – are solely the elements’ own weights and the 
weight of the load. As the robot’s movement is straight and 
uniform and there is no slipping, the friction forces between 
its legs and the ground are zero. These forces have values 
different from zero only if the robot movement is not straight 
and uniform or if the support surface is not plane and 
horizontal. The inertial forces and momentums of the leg 
elements can be neglected. It is of note that this situation – 
representing an extremely idealised reality – is very rarely met 
in practice and, as such, the results obtained by solving the 
system (5) have only theoretical importance. Determining the 
real distribution of forces in the leg mechanisms of a walking 
locomotion system, with the classical notations in figure 5, 
which is moving over rough terrain, is necessary in order to 
calculate the robot position and to analyze its stability. At a 
given time, the position of a walking system depends on the 
following factors: the surface form of the terrain it moves on, 
the values of the friction coefficients between the terrain and 
the legs, the configuration of the legs, the rigidity of the 
terrain the robot is walking on. 
As the active support surface area of the last leg element, on 
the terrain where the movement takes place, is relatively 
small, it is accepted that the reaction force is applied in the 
weight centre of this surface 
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Fig. 5 Mathematical modeling of the contact of the modular 
walking robots walking with the ground  

This is the resulting force of the elementary forces, evenly 
distributed on the entire active surface, with which the last leg 
element is supported on the terrain. The weight centres of the 
active surface, for the support of leg i, is called the theoretic 
point of support and has the notation Pi. In order to determine 
the robot’s position, it is necessary to determine, in each 
support point, the values of the components of the reaction 
force between leg and ground, called: normal component N , 
perpendicular on the terrain surface in the contact point and 
the tangent componentT , or the Coulomb friction force – 
contained in the plane tangent to the terrain surface in the 
contact point. The value of this vector cannot be greater than 
the product between the module of the normal component and 
the respective friction coefficient, between leg and ground. If 
the value of the tangent component of the reaction force goes 
beyond this limit, the leg will slip on the support surface until 
it reaches a stable position, in which the value of this 
component is equal or below the mentioned limit. As such, the 
problem of determining the stable position of a walking robot 
on a arbitrary terrain does not have an unique solution. For 
each leg there is an interval, which includes all support points 
in which the equation µN ≥ T is verified. ‘Equal’ corresponds 
to the domain limit. 
The studies and theoretical research, seen as in a global 
approach, lead to a large volume of calculations in modelling 
and controlling the walking robots motion, which has allowed 
us to determine solutions only for particular structures, such 
as MERO modular walking robots [5],[6], with offline data 
processing. For real time control, albeit these concepts were 
taken into account, much simpler solutions, described below, 
were preferred, which avoid the inclusion of laborious 
calculations in modelling the control process of walking 
robots.  
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Fig.6. Computer simulation force distribution for modular 
walking robot MERO 1 

 
4 Building of a modular walking robot 

MERO1 
At the University “Politehnica” of Bucharest a walking 

modular robot has been developed to handle farming tools A 
vehicle like that is the Romanian Walking Robot MERO1 
(Fig.4) [7],[5],[12] The modular walking robot MERO1 is a 
multi-functional mechatronic system designed to carry out 
planned movements aimed at accomplishing several 

scheduled targets. The walking robot operates and completes 
tasks by permanently inter-acting with the environment where 
there are known or unknown physical objects and obstacles. 
Its environmental interactions may be technological (by 
mechanical effort or contact) or contextual ones (route 
identification, obstacle avoidance, etc) The successful 
fulfillment of the mission depends both on the knowledge, the 
robot, through its control system has on the initial 
configuration of the working place, as well as by those 

obtained during its movement. 

Fig.7 The modular walking robot MERO 1-experimental 
model (Ion, I., Simionescu, I., 2006) 

The modular walking robot MERO is made up of the 
following parts: 
a) The mechanical system made up of three or many modules 
articulated and shaped according to the requirements of the 
movement on an uneven ground, the robot’s shift system is 
thus built that it may accomplish many toes’ trajectories, 
which can alter by each step. 
b) The actuating systems of feet’s have a hydraulic drive; 
c) The distribution system is controlled by 18 servo-valves, 
according to the robot’s configuration; 
d) The energy feeding system; 
e) The system of data acquisition on the shift the system’s 
configuration and the environment; 
f). The control panel processing signals received from the 
driving and the acquiring systems. 
For the experimental determination of kinematic and 
kinestatic parameters of movement of the mechanism system, 
the robot’s activation on and control were accomplished 
through an “umbilical cordon” by which the robot is tied to an 
activating group and to the control equipment, respectively. 
The movement system of the walking robot, as designed in 
Fig.4, has three degree of freedom and a quite simple 
mechanical structure, being made up of three serially 
connected bars and three linear hydraulic motors.

Two analog-digital and one digital-analogue interfaces (Fig. 
5) and a processing computer derived from a PC- to acquire 
the measured data. The values found as a result of the 
measurements, enabled us to draw the diagrams emphasizing 

the variation of the kinematic and kinetostatic parameters of 
the MERO walking robot’s movement system. 
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Fig. 9 Block scheme of acquiring data system 

 
Analyzing these diagrams, one can draw the following 
conclusions: 
- the driving forces in the active couplers of the movement 
system, calculated for the extremity corresponding to the 
negative abscissa of the working field, taken into account, do 
have values  higher than those calculated in the remainder of 
the field, and this due to the rise in the values of the pressure 
angles; 
- this value area is avoided by the walking program, so that 
the variation in the driving forces, remains within the 
admissible limits of an optimal power consumption. 
In order to determine the walking robot’s walking stance 
while moving (maintenance of horizontal position) we 
attached the platform a sensor made up of two incremental 
transducers aimed at perceiving the walking stance (Fig. 8). 
It determines the platform’s leaning both at the sagital and 
frontal level. Fig.10 
   The sensor is made up of a body hanged by a rigid rod to a 
sphere leaning on two rollers. 
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Fig.10. Variation tilt platform modular walking robot 

MERO1 
 
Restoring fixed platform height is achieved by using 
information provided by sensor height of the platform by 
ordering simultaneous vertical movement, for all legs in 
support phase. Roll over safety limit is determined by the 
value of the limit of stability required for a particular regime 
or walk and sizes depending on the reaction forces of the 
contact points of the feet with the supporting surface, these 
forces should not fall below limits of the condition to avoid 
tipping over. Bringing the projection center of gravity of the 
robot walked in the area of stability, in inside the support 
polygon is achieved by horizontal movements of the 
platform (block ordered by maintaining stability). 
 
5 Experimental measurement of the 

reaction forces in the contact points 
where the robot’s feet reach the ground 
We carried out several experiments simulating several 

walking situations, in order to measure the values of the 
forces at the point where the robot touches the ground. both 
in the sagittal and the front plane. 
 Subsequently we found the values of the reaction forces in 
pre-set circumstances, when the four-legged robot is walking 
across an even horizontal ground  
The force cells placed on the MERO walking robot’s feet 
and the increment conduct sensor enable the robot to control 
its direction by adjusting its slant, during the tests the robot 
carries only its own weight namely 84.8 kg. 
The tests were resumed with an additional load weighing 
21.2 kg and thus the full load reached 106 kg,  
Using the walking robot as transportation means we can 
change a few parameters defining its dynamic properties, at 
an enough large extent For instance, an additional load 
placed on the platform, changes the weight, the barycenter’s 
position and the inertia moments of the robot’s body. We can 
apply on the walking robot several forces on the walking 
robot such as, the resultant of the wind’s action, whose 
influence can hardly be anticipated. The contact cells also 
ensure the protection of the force transducers. The force 
transducers we have made use of, turn the variation of a 
mechanical value (such as linear or angular movement 
achieved by distorting an elastic element) into the variation 
of an electric value such as voltage current by means of the 
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electro-rezistive transducers. Each module of the MERO 
walking robot is equipped with two identical sensors placed 
at the ends of the robot’s feet Each sensor has four electro-
resistive transducers (TER) connected in full bridge 
(Wheatstone type). Elastic element on which TER is bound 
has the form of a plane framework. It was sized for an 
admissible material tension of σ a = 270 MPa and a 
maximum load on the sensor of F = 600 N 
 
6 Conclusions 

The movement simulation of the walking robots may 
be idealized into a mathematical model for the purpose of 
kinematic analysis. The techniques of idealization can play 
the decisive role in easiness, precision and time of calculus 
for the problem solving. The Denavit – Hartenberg method 
is numerically robust, the solutions are either exact in the 
sense that is possible to refine them up to an arbitrary 
accuracy. A modular walking robot could have one or more 
modules. The motions of the legs must be coordinated so 
that the conditions of the gait stability of the system to be 
ensured.  
The MERO modular walking robot is a multi-functional 
mechatronic system designed to carry out planned 
movements aimed at accomplishing several scheduled tasks. 
The walking robot operates and completes tasks by 
permanently inter-acting with the environment where there 
are known or unknown physical objects and obstacles. Its 
environmental interactions may be technological (by 
mechanical effort or contact) or contextual ones (route 
identification, obstacle avoidance, etc)  
The successful fulfillment of the mission depends both on 
the knowledge the robot, through its control system has on 
the initial configuration of the working place, and by those 
obtained during its movement. 
. 
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Abstract - This  paper  introduces  open-source  Numerical  
Simulation  Educational  Tool(s)  (NSET)  software  package  
designed  to  facilitate  teaching  of  numerical  simulation  
techniques  for  fluid  mechanics  and  other  scientific  and  
engineering  applications  requiring  numerical  modeling.  It  
consists of the three main modules — case library, a set of  
numerical  solvers,  and  graphical  interface  integrating  all  
components  into  a  user  friendly  package. Unlike  classical  
numerical simulation packages, the main purpose of NSET is  
to  provide  assistance  in  teaching  of  variety  of  numerical  
methods, the criteria, reasons and guiding principles of their  
selection  for  specific  problems  and  comparison  of  their  
strengths  and  limitations.  NSET  package  contains  tools  
designed to facilitate comparison of the results obtained using  
various numerical methods, to illustrate the logic of solvers  
design, and to enable exploration of stability and accuracy of  
numerical methods. NSET package is designed with emphasis  
on simplicity, transparency and modularity of its components  
to increase its  versatility  by making it  suitable for students  
with a diverse range of educational backgrounds and level of  
training in CFD.

Keywords: Educational tool, CFD, Modeling, GUI.

1 Introduction
 Computational  fluid  dynamics  (CFD)  has  become  a 
powerful  tool  used  to  solve  a  wide range of  scientific  and 
engineering problems involving fluid flow and heat transfer. 
The success of its utilization depends, however, on the user’s 
skills in the numerical techniques and their ability to select 
numerical approach most appropriate for a  physical problem 
under  consideration.  As  CFD  gains  wider  and  wider 
application in the research and engineering community,  the 
number of cases where it is being misapplied or used less than 
optimally is, unfortunately, also growing, often being caused 
by  the  lack  of  understanding  of  areas  of  applicability  of 
specific  numerical  methods  or  software  packages.  Modern 
software  packages  provide  increasingly  powerful  tools 
incorporating  wide  variety  of  advanced  numerical  solvers. 
This  growth  of  capability  –  and  complexity  –  often 
unavoidably results in a non-transparent interface options and 
implied, but not explicitly stated compatibility issues between 
component solvers, made further complicated by the lack of 
transparency in underlying solver mechanics, which is often 

proprietary and unavailable for user inspection. In the result, 
proper  utilization  of  advanced  modeling  software  -  or 
developing  research  grade  problem  specific  numerical 
simulation code - requires  detailed knowledge of numerical 
methods strengths and limitations.

This  situation  emphasizes  the  importance  of  teaching 
undergraduate and graduate students the proper understanding 
of  the  requirements  of  numerical  simulation  approach  and 
principles and reasoning behind the process of selection of the 
numerical  method, generation of the grid and the choice of 
optimal  computational  parameters  for  a  specific  physical 
problem.  Teaching  of  this  principles  should  constitute  an 
integral  part  of CFD (or  other numerical simulation-related) 
courses, and is stand to particularly benefit from a hands-on 
approach,  where  students  are  encouraged  to  apply  various 
methods  to  solution  of  a  standard  problem and discuss  the 
results,  and  to  explore  the  areas  of  applicability  and 
limitations  of  specific  methods.  Unfortunately,  both  of 
approaches commonly used to introduce students to numerical 
simulation  methods  exhibit  unfortunate  weakness  in  this 
regard.  

One approach, particularly popular in teaching undergraduate 
courses  and  courses  aimed at  a  more applied  utilization of 
CFD  is  to  use  commercial  codes,  such  as,  for  example, 
contained  in  ANSYS package  [1],  to  simulate  a  variety of 
flows. The advantage of using commercial codes lies in the 
possibility to  illustrate  the  power  of  CFD modeling due  to 
their  ability  to  simulate  and  to  perform  post  processing, 
analysis and visualization of complex 3-D transient turbulent 
flows  around  realistic  geometries,  thus  illustrating 
representative application of CFD to a real  life  engineering 
and research. It also allows students to familiarize themselves 
with production CFD codes used in industry and academia and 
give  them  a  powerful  tool  which  can  be  used  for  their 
subsequent research projects.  

On the other hand, these very capabilities make commercial 
CFD software  less  than  optimal  for  teaching CFD methods 
themselves. The disadvantage of the commercial codes is their 
complexity,  which  is  an  unavoidable  consequence  of  their 
applicability  to  a  maximally  broad  range  of  research  and 
engineering purposes. The interface is usually not intuitive and 
presuppose  familiarity  with  both  numerical  simulation 
concepts  and  specific  product  features,  resulting  in  a  steep 
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learning curve. Significant time had therefore to be spent on 
learning the functioning of a specific software package rather 
than  on  understanding  of  underlying  numerical  methods. 
Underlying mechanics of commercial  simulation software is 
also not obvious, usually being proprietary and unavailable for 
users inspection, which often makes simulation results difficult 
to  interpret.  The  lack  of  transparency  of  solver  algorithms 
creates difficulty in performing tests aimed at illustration of 
relative strengths and disadvantages of specific models, while 
versatility makes for a very complicated interface.

The attempt to circumvent this lack of solver transparency had 
been  made  in  a  number  of  codes  specifically  targeting 
educational filed, both commercial and open-source (e.g. [2] – 
[6] just to give a few examples), but majority of these codes 
are still aimed at simulation of relatively complex realistic 2- 
and  3-D  flows,  resulting  in  both  necessarily  complicated 
underlying mechanics,  which become difficult  to understand 
without  extensive  prior  experience  with CFD development, 
and often also in restriction on number and implementation of 
numerical  methods,  favoring the  most  versatile  ones  at  the 
expense of diversity of more illustrative methods applicable to 
a  narrower range of problems. This category can also include 
the  increasingly  popular  OpenFoam [7]  project,  which  has 
advantage of being community developed, allowing potential 
user to easily integrate user-written components, and provides 
its  users with both source files and documentation allowing 
understanding  of  code  working.  Its  primary  purpose  as  a 
research  grade  software,  however,  results  in  the  necessarily 
complicated structure and interface, and a rather steep learning 
curve. While it can be successfully used in a CFD course for a 
term project, it is less useful as a flexible concept exploration 
tool which would have benefited from a greater simplicity of 
both  algorithms  and  interface  and  a  shorter  learning  time. 
Learning  relative  strengths  and  limitations  of  various 
numerical methods and exploring fundamental concepts such 
as  stability  and  accuracy  often  does  not  requires  or 
significantly benefits from complex multi-dimensional cases, 
and can be more instructively accomplished on an example of 
a  simplified  1-D  problem,  which  would  also  facilitate  a 
comparative study of the results obtained by various methods.

Yet another alternative approach, particularly popular within 
dedicated CFD courses, is to introduce a variety of numerical 
schemes  in  class,  with  writing  of  simple  simulation  codes 
implementing these schemes and usually requiring solution of 
a simplified but representative problem becoming part of an 
individual or group assignments. This approach both provides 
students  with  a  hands-on  experience  and  allows  them  to 
compare  advantages  and  limitations  of  different  numerical 
methods. While this approach is undoubtedly very efficient for 
a  graduate  students  of  appropriate  specialty,  it  presupposes 
good familiarity with programming techniques, and the limited 
number  of  course  hours  and  assignments  often  prevents  in 
depth investigation of subtler  details  of individual  methods, 
with most of time and effort being spent on code development 

and  testing,  and  presentation  of  the  results  for  a  single 
required case and set of parameters.

With  NSET,  we  propose  an  intermediate  approach  by 
providing universal software package which can be used for  a 
different purposes depending on student body background. It 
can  be  used  to  illustrate  and  compare  numerical  methods, 
allowing students to individually investigate their advantages 
and limitation for  standardized cases using simple interface 
designed  for  this  purpose  and  open  source  solvers. 
Alternatively, for a more advanced user group it can be used 
to  provide  a  framework  into  which  student-developed 
subroutines  and  solvers  can  be  easily  integrated,  reducing 
purely  programming workload  and  eliminating  the  need  to 
develop  service subroutines (such as control interfaces, input, 
output, visualization and standard mathematical routines such 
as  matrix  inversion  and  LU  decomposition),  which  are 
necessary for numerical simulator functioning but not directly 
related to the numerical methods  per se. It  can also provide 
students a valuable experience of integrating user-developed 
components into a pre-existing packages, which is as common 
(or, arguably, even more common) task in CFD research work 
as the development of completely new simulation software.

The  objective  of  NSET  development  was,  therefore,  to 
assemble  a  computational  package  with a  minimal  learning 
curve  which  can  be  quickly  understood  by  majority  of 
students, transparent user interface and solvers, which source 
files can be inspected by advanced students, and to provide 
students with a flexible tool focused at facilitation of learning 
numerical simulation methods, rather than mastering a specific 
software package utilization. NSET is also designed to have 
enough versatility to be useful for a variety of student groups 
from  different  fields  and  with  different  background  and 
knowledge, as discussed in the next section.

In  addition  to  simplicity  and  transparency,  the  third 
characteristic  feature  of  NSET  package  is  modularity.  All 
package  components,  both  computational  and  interface 
related,  are  written  as  self-contained  as  possible  and 
communicate with each other using a standard interface. That 
allows  student  developed  components  (both  problem  cases 
and  solver  routines)  to  be  integrated  with  the  package, 
resulting  in  a  gradually  expanding  library  with  increasing 
capability,  which can  potentially make it  into  a  community 
development  project.  It  should  be  noted  that  a  concept  of 
community expandable package is far from being new and a 
number of open source community development projects are 
active,  including  the  aforementioned  OpenFoam  project. 
NSET,  nevertheless,  retains  its  advantages  of  simplicity, 
transparency and fast learning time, stemming from it focused 
educational purpose. 

The  advantage  of  purpose-designed  educational  simulation 
software  had  been  realized  by  academic  community,  with 
several  software  packages  specifically designed  to  facilitate 
teaching  of  numerical  simulation  approaches  had  been 
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presented  in  the  recent  publications,  including  [8],  which 
allowed  students  to  perform  hands-on  exploration  of  heat 
conduction in fins, and even design simple fins, and [9], which 
facilitate  teaching  of  numerical  solution  of  differential 
equation by using a package composed of both commercial 
(MATLAB,  FLUENT,  etc)  and in-house developed solvers, 
which  allows student  to  compare  the  results  obtained  from 
different  approaches  and  learn  their  respective  strengths. 
NSET package takes this approach further by supplementing 
the  capability  to  study  the  simulation  methods  and  their 
operation requirements with the additional capability aimed at 
teaching  the  logic  and  the  structure  of  these  methods 
implementation,  for  which  it  is  provided  with  additional 
graphical  interface  tools,  illustrating  solver's  flow-charts, 
modules association logic and numerical stencil.   
 
NSET package  consists  of  user  interface  providing control, 
exploration and visualization tools,  a set of numerical solvers 
including  a  number  of  representative  numerical  methods, 
which  operations  are  controlled  by  parameters  set  in  user 
interface, and a set of case files, containing data describing a 
problem  being  modeled,  including  initial  and  boundary 
conditions, mesh, etc. An alternative implementation which is 
currently  being  considered,  can  utilize  an  internet  browser 
based  interface,  with  computational  core  located  on  the 
centralized server. This approach had been recently grown in 
popularity (see, e.g., [10]), and it might become the preferred 
approach  to  a  group-shared  educational  software.  This 
approach  would  eliminate  potential  problems with platform 
dependencies  and  installation  issues  at  the  expense  of 
complicating community based development. This version of 
the package is currently being tested to evaluate its practicality 
compared to baseline. 

This  paper  had  been  written  primarily within a  context  of 
teaching  Computational  Fluid  Dynamics  (CFD),  but  NSET 
design can be easily applied to a variety of other problems 
involving numerical solution of partial differential equations 
(e.g., heat transfer, etc).

2 NSET description
2.1 Target audience

In order  to be accepted in the educational  community, 
the  software  should  have  as  wide  area  of  applicability  as 
possible,  as it  is not  realistic to expect teachers to embrace 
numerous  unrelated  software  products,  each  with  its  own 
unique features and interfaces, intended for a narrow niches or 
even individual courses. This lack of universality is one of the 
reasons  of  relatively  limited  acceptance  of  dedicated 
educational CFD software, and predominance of commercial 
CFD  packages  in  teaching  environment.  Accordingly,  we 
attempted to expand the appeal of presented tool to include 
several different student categories. 

The first category encompass the students from outside of the 
usual  fields associated with CFD  (physics or  engineering). 
Last couple of decades have seen the increased penetration of 
numerical methods, including methods usually associated with 
CFD,  into  a  wide  range  of  previously  unrelated  fields, 
including  biology,  chemistry,  geology  and  geophysics,  etc. 
Utilization of numerical methods often lead to important, or 
even  breakthrough  development,  but  the  process  of 
incorporation  of  numerical  methods  had  been  often  slowed 
down  by  the  absence  of  the  courses  providing  necessary 
background  knowledge  in  the  curriculum  of  students 
specializing  in  these  fields.  The  attempts  to  include  the 
mainstream  engineering/physics  CFD  courses  in  the 
curriculum of students of these disciplines resulted in a limited 
success, due to a significant differences in both goals and the 
level  of knowledge of numerical  methods and programming 
concepts and practices.

For this category of students the objective of NSET is to help 
familiarize  the  students  without  previous  exposure  to 
numerical  simulations with the basic  concepts  of  numerical 
modeling, and to provide hands-on experience of numerical 
solution of partial differential equations. NSET would be used 
to introduce basic concepts such as numerical accuracy and 
solution  stability  as  well  as  parameters  determining  these 
concepts.  Students should become able to run simulation of 
well defined physical  problem using a variety of applicable 
models built into NSET. While this task can be achieved using 
a wide variety of other CFD packages, both commercial and 
open source, the advantage of NSET for this student category 
lies in its simplified interface, reducing distractions caused by 
availability  of  numerous  (and  often  difficult  to  understand 
without previous experience)  options usually encountered in 
research/engineering-grade  CFD  software.  A  number  of 
reports (as well as authors personal experience) indicate that 
successful introduction of numerical approach in the field not 
traditionally associated  with CFD (or  numerical  methods at 
large)  is  often  facilitated  by  utilization  of  simplified  and 
straightforward interface. While current prototype of NSET is 
limited to solution of 1-D problems, it had been demonstrated 
that  1-D  simulation  can  be  used  for  legitimate  research 
purposes  in  a  wide  range  of  research  fields  varying  from 
marine  geochemistry  (e.g.,  [11])  to  fuel  cell  design  and 
optimization. While NSET itself is not intended to be used as 
a research code, it can be used by students in the term projects 
illustrating application of numerical methods in their primary 
disciplines.   

The  second  student  category  is  represented  by  those 
engineering and physics students (undergraduate and part  of 
graduate) whose focus lies in utilization of CFD for solution 
of applied problems rather than fundamental research. These 
students are the primary users of commercial  CFD software 
packages,  and  typically  have  a  solid  background  in 
fundamentals of numerical  methods.  Their  training is often 
entirely conducted using commercial packages, which allows 
them  to  perform  simulation  of  complex  physical  and/or 
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engineering problems from the early stages of their training. 
The downside of this approach is that the students are often 
initially focused on learning details  of software interface in 
order to be able to set conditions for various cases, after which 
their  focus  shifts  on  visualization  and  interpretation  of  the 
results.  Since the exact  mechanics  of  commercial  solvers  is 
unavailable  to  users,  and  manuals  and  user  guides  often 
provide  examples  and  recommendations  on  which  methods 
and parameters should be used in common (or representative) 
cases, but not the detailed reasoning and analysis behind such 
choice,  the  skills  necessary  for  the  choice  of  the  proper 
method and parameters  for  specific  application is often left 
out. This leads to an unfortunately not uncommon cases when 
numerical  modeling  is  performed  using  methods  less  than 
optimal for specific applications,  or  when significant efforts 
are spent on resolution of problems stemming from the wrong 
choice of parameters (e.g., violation of stability requirements 
at certain conditions). 

The focus of using NSET while teaching that student category 
is to familiarize students with a variety of factors affecting the 
results  of  numerical  simulations.  Concepts  of  stability  and 
accuracy  can  be  investigated  in  depth,  and  simple  but 
representative  numerical  problem  can  be  solved  using  a 
variety of  numerical  schemes available  with NSET solvers, 
allowing students to observe and explore relative advantages 
and disadvantages of various numerical schemes. This study 
should  be  conducted  after  students  had  already  been 
introduced  to  several  well-known  numerical  schemes  and 
fundamental concepts of numerical simulation, which would 
allow them to  concentrate  on  the  in-depth  investigation  of 
limitations  and  controlling  parameters  of  simulation  using 
simple  interface  optimized  for  this  purpose.  While  similar 
study can be performed using simple (typically 1-D) numerical 
solvers  written by students  themselves,  utilization of  NSET 
allows  students  to  avoid  many  mundane  programming 
requirements  unrelated  to  numerical  methods  per se,  which 
unavoidable arise in the course of development even a simple 
simulation code, and to concentrate on the main objective of 
understanding rationale of numerical  method and conditions 
selection. 

The third student category encompasses the graduate students 
specializing  in  CFD  or  related  disciplines  who  will  be 
expected  to  be  able  to  develop  (or,  more  commonly, 
substantially modify existing) research grade CFD software. 
These students can use NSET to both explore various methods 
and to take advantage of NSET modular nature, simplicity and 
open  access  to  the  underlying  solver  routines  to  practice 
implementation of various numerical methods by adding user 
developed cases and solver routines. Structure/Flow-chart tool 
is  specifically  added  to  assist  students  in  understanding  a 
connection between a logical  structure of the solver  and its 
implementation  on  programming  language  level.  A  typical 
learning assignment can be calling for implementation of new 
method  which  would  require  development  a  new  solver 
subroutine,  its  integration  into  a  package  and  testing  and 

validation.  Students are also encouraged to participate in the 
expansion  of  NSET  libraries,  with  the  best  user-developed 
cases  and  routines  added  to  publicly  available  integrated 
package
.

2.2 Software description
The  choice  of  programming  language  for  educational 

software  is  often  made  on  the  basis  of  portability  and 
straightforward support of modularity and graphical interface, 
rather than outright performance. Many educational packages 
use MATLAB and its derivatives, Visual Basic (see, e.g. [5]), 
or  Mathematica  ([6]).  NSET  package  is  written  in  JAVA 
language. While JAVA is relatively seldom used for scientific 
simulation  codes,  the  choice  was  made  on  the  basis  of 
platform  independence,  support  of  modularity,  streamlined 
support  of  graphical  interface  features  and  the existence  of 
numerous publicly available libraries,  which can be used by 
students  in  development  their  own modules.  An  additional 
advantage of JAVA is its relative popularity among students 
of a wide variety of majors, who, unlike engineering/physics 
majors,  are  often  not  familiar  with  ”classical”  simulation 
languages, such as C or FORTRAN. 

NSET package consists of the three main modules, including 
graphical  interface  module  providing  control  and 
incorporating method exploration and visualization tools, case 
library  containing data describing a problem being modeled, 
initial and boundary conditions and mesh, and computational 
module containing several numerical solvers (both explicit and 
implicit) and incorporating generalized computational stencils 
which  by  altering  appropriate  coefficient  can  be  set  to 
represent  a  wide  variety  of  methods.  Numerical  solver  It 
includes several standard mathematical functions, such as LU 
decomposition and fast matrix inversion, which are often used 
in numerical solvers. The choice of specific solver and setting 
of stencil coefficients to represent desirable numerical method 
is  done  from the  user  control  panel  of  graphical  interface. 
Solvers used in NSET prototype  allows user  to select  from 
several  well  known  methods,  including  Crank-Nicholson, 
Godunov, Roe, Lax-Wendroff, McCormack, Beam-Warming 
and Jameson methods.

Since NSET is primarily an educational tool aimed at in-depth 
exploration  of  the  numerical  methods features  and  areas  of 
applicability, rather than generic simulation software aimed at 
obtaining solutions for a variety of problems, user  interface 
does not provide the facilities for setting arbitrary user defined 
problems (which would require a complex interface and pre-
processing software of its own). Instead,  it  allows to load a 
predefined case from a case library,  which includes a set of 
initial  and  boundary  conditions  associated  with  the  test 
problem, and  can  also  contain a  pre-generated  non-uniform 
fixed grid (uniform grid is generated automatically based on 
user supplied grid resolution Δx, NSET also include an option 
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to  use  dynamically updated  grid  which is  computed  within 
solvers during the simulation). Teachers or advanced students 
can  create  their  own  case  files  using  standard  subroutine 
interface, increasing a range of problems which can be used 
with  NSET  for  demonstration  of  numerical  methods 
properties. 

The test case used during prototype development is Riemann 
shock  tube  problem,  frequently  used  for  demonstration  of 
variety of numerical methods (see, e.g. [12]) and often used 
for  illustration  of  concepts  of  numerical  diffusivity  and 
oscillatory behavior associated with odd and even orders  of 
accuracy, respectively. In this problem, two halves of the tube 
separated by the diaphragm are filled with initially stationary 
gas  under  different  initial  conditions  (designated  "left"  and 
"right" in Fig. 1). At t = 0 the diaphragm is instantaneously 
removed and two domains come into contact with each other. 
The  advantage  of  using  this  problem  as  a  test  case  is  the 
existence  of  the  exact  solution,  against  which  numerical 
simulation  results  can  be  compared.  For  the  purpose  of 
numerical simulation, Riemann shock tube problem is usually 
formulated  in  terms  of  1-D  Euler  equations  which  in  the 
absence of external forces can be written in differential form 
as

∂ρ
∂ t

+
∂ρu
∂ x

=0 (1)

∂ρu
∂ t

+∂ρu2+ p
∂ x

=0 (2)

∂ρE
∂ t

+
∂ρu H

∂ x
=0 (3)

where ρ is density,  u is velocity,  E is total energy and H is 
stagnation enthalpy. Other test cases can be developed and 
integrated into NSET package by users. 

Figure 1. Riemann Shock tube problem schematic.

User interface (see Fig. 2) provides controls for loading a case 
from the library, choosing numerical method and controlling 
parameters, and allows to call stencil, stability and flow-chart 
tools,  export  results  in  ASCII  output  file  and  launch  the 
simulation. The results of the simulations appear as a plot in 
the main graphical panel, along with time step and physical 
time. User can either explicitly select desirable method from a 
drop-down menu on  the method selection panel,  or  specify 
desirable  characteristic(s)  (i.e.  "central  difference",  "second 
order",  "two-step" or "implicit") first, using method panel to 
narrow down the selection. User can subsequently select the 
main  parameters  controlling  the  simulation,  e.g.  grid 
resolution Δx, time step (fixed or dynamic) or CFL number, 
number of time steps or physical time at the end of simulation, 
etc. 

Stencil tool is used to graphically represent the discretization 
used in computational stencil  of selected numerical  method. 
When  user  selects  numerical  method  to  be  used  in  the 
simulation,  stencil  panel  shows  the  computational  stencil 
associated with selected method (Fig. 2).  Alternatively,  user 
can create custom method by creating computational stencil in 
this  panel,  adding  or  removing  nodes  used  in  method  by 
clicking on appropriate (j,n) node. Such experimentation with 
custom  computational  stencils  can  improve  student's 
understanding  of  numerical  methods  operations,  stability 
requirements (since randomly created stencil can prove to be 
unconditionally unstable), etc. 

More  advanced  users  can  also  use  Stability  and  Solver 
Structure/Flow-Chart tools. Stability tool provides information 
on numerical method stability requirements and allows student 
to explore their origin using graphical representation of Von 
Neumann analysis technique. Solver Structure/Flow-Chart tool 
is used to illustrate the logical scheme of the chosen numerical 
method. It  uses graphical  representation of solver algorithm 
logic which can significantly facilitates its understanding by 
students [13]. In the Flow Chart mode it can help student to 
understand  the  logic  of  the  solver  operation  and  facilitate 
making the connection between mathematical  description of 
the  numerical  method  approach  and  its  software 
implementation  without  distracting  their  attention  by 
peculiarities  of  specific  programming  language  or  design 
implementation. Solver Structure mode is intended for more 
advanced users, and serves to illustrate the details of solvers 
implementation  on  a  more  detailed  level.  It  should  be 
primarily used by students wishing to integrate user-designed 
components  into  numerical  solvers  package,  for  which 
purpose it illustrates details such as interface parameters used 
to  connect  individual  routines  and  hierarchy  of  solver 
elements.
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Figure 2.  Illustration of  NSET user  interface  showing open 
Stencil  panel,  illustrating  computational  stencil  for  Crank-
Nicholson method, and UML components diagrams

Users can extend NSET package, either by creating additional 
case files defining new problems using standard format, or by 
creating  incorporating  additional  solver  methods  by  adding 
user-written  subroutines.  User-specified  subroutines  can  be 
essentially self-contained,  with the only modification to  the 
base package being addition of subroutine call in appropriate 
location. The interface between subroutines is provided by a 
set of public classes, described in software manual, containing 
definition of shared variables. Shared variables include three 
main  types,  including  primary  flow  variables,  auxiliary 
variables  (e.g.,  global  iteration  counters,  stability relaxation 
coefficients,  etc)  and service variables (used for output and 
dynamic plotting control, etc.), incorporation of which within 
user-created  classes  ensure  smooth integration of  additional 
numerical methods into the package with minimal alteration of 
its base components. 

NSET  package  is  currently in  the  final  stage  of  individual 
components  integration within unified  interface  and,  after  a 
final verification test run by UQTR students, the source code 
will be accessible to public from UQTR website. 

3 Conclusions and further development
An  educational  tool  aimed  at  assisting  teachers  to 

illustrate  the  considerations  involved  in  the  choice  of  the 
appropriate computational method for numerical solution of a 
specific  physical  problem  is  developed.  The  tool  allows 
students  to  solve  the  problem using a  variety of  numerical 
methods  and  compare  and  contrast  their  advantages  and 
disadvantages, and to investigate limitations of each approach. 
Graphical  interface  is  used  to  integrate  various  solvers  and 
tools, to provide user-friendly control options and to visualize 
the results. Additional tools aimed at advanced students allows 
examination  of  code  structure,  computational  stencil 
configuration  and  stability  conditions.  Open  source  object 
oriented  architecture  allows  advanced  students  to  develop 
their own routines and test cases, which can be subsequently 
integrated  in  the  package,  further  increasing  its  area  of 
applicability.

Plans for further developments include field testing it in actual 
numerical  methods course environment and  investigation of 
the alternative web-based interface design. 
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Abstract - This paper describes the development of simulation 
education and research in an academic environment. From 
the start – mid 70’s -  the real process interaction method has 
been used. It soon became clear that explaining the principles 
of simulation is a precarious task. Although the process 
oriented approach is the most natural way to describe system 
behavior, it is difficult to explain to students as well as to 
team members of a design project. Using  commercial 
packages does not help to explain how the model is 
constructed internally, it merely makes a student an 
experienced user of the software. We decided to use a general 
programming platform (Delpi®) and implemented a self-
developed simulation tool TOMAS. For communication about 
the model we developed a gradual translation method: the 
Process Description Language. This method also enables a 
student to verify his model and creates greater trust in the 
quality of a model  
 

Keywords: simulation, process interaction, education, 
research  

 

1 Introduction 
In about 40 years of educating simulation experience, the way 
of explaining simulation principles dramatically changed. 
When we received the first simulation lectures ourselves, the 
lecturer gave the next introductory explanation of the basics 
of the process oriented approach. “Suppose we have some 
industrial system, then we can divide the system into dead and 
living elements. Only living elements have a process. Let me 
give you the next example”. And then we started 
programming examples. The course focused more on 
programming skills than simulation skills. Only half of the 
students understood immediately how to make models, the 
other half did not and would never do.  
Most simulation projects report on the possibilities of 
simulation software and successes in applying it to complex 
business cases. As a consequence of this, many packages are 
built around a limited  number of cases and contain 
predefined components or objects in order to speed up the 
development of models in the same application  field. Often 

beautiful visualization tools are emphasized to convince 
management of the necessity to buy a package.  
 
In a university environment however, the requirements on 
simulation software are quite different.  
For education purposes it is necessary to know in detail what 
is inside the package in order to explain the building elements 
of a model, the timing mechanism and the use of  
queues and distributions. Commercial packages tend to hide 
these internal constructs.  
For research, the requirements are even more different. A 
researcher requires that he/she is not restricted by the 
possibilities of a package. The essence of research is to 
investigate something new, a new conglomerate, which has 
not been  constructed anywhere before. The used platform 
should offer all possibilities to support this kind of research. 
 
Nowadays most students have to master modelling, before 
they even start to think about simulation. It appears still very 
difficult to make a connection between the abstract view in 
modelling and the concrete process descriptions in simulation. 
The missing link appeared to be a tool that provides stepwise 
translation. 
This appeared to be also true during simulation projects in 
practice; it was often difficult to explain to other project team 
members how the simulation model is constructed. This is 
especially important when the system to be designed does not 
exist yet. The project management and team members are 
usually asked to trust the model based on animations and 
(positive) results. Apparently there is a gap between the 
programming language and natural language, in which we can 
perfectly explain what we mean with “the behaviour”. 
 
Therefore the simulation approach on which the software is 
based, should closely connect to the way students and project 
team members are used to build models of technological or 
logistical systems. It makes the threshold to use and 
understand simulation lower. And for educational reasons it is 
required that the teacher can easily verify the conceptual 
model that students have used for their simulation 
experiments. Experimenting with graphics and animations 
does not give the required results. Graphics and animations 
are in fact the results of the simulation activities, and how 
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good they may look, animations can be made with artificial 
data, as can graphics. 
 
Communication is needed about everything to be designed in 
a project in order to agree about the result. Communication is 
required between student and teacher in order to let the 
student prove he/she understands the theory learned. It 
appeared that there is a big difference between procedural 
thinking (program) and process thinking (simulate), which 
could only be solved by a phased approach before 
programming. 
 
The next paragraphs explain a new approach, supported by a 
process interaction simulation platform, to teach simulation 
and communicate about a simulation model, primarily to 
support the verification of it and to increase the confidence 
that it operates correctly.  

 

2 The Platform 
 In [1] the construction of a tool “Tool for Object oriented 
Modelling And Simulation” (TOMAS) has been presented. It 
is implemented as a toolbox in the general programming 
platform Delphi®, so the complete functionality can be used 
too. Using Delphi® is not essential, but many students in 
Delft learn to program Pascal, so keeping the simulation in 
this language makes it familiar for them. 
Delphi offers all possibilities and the flexibility of a general 
programming language, so there will be no restrictions other 
than the creativity of the student or researcher. The way of 
modelling closely matches the modelling as defined in the 
Delft Systems Approach (DSA) [2,3]. It differs widely from 
the approaches used in well-known packages. DSA uses as its 
main modelling element the concept of a “function” that 
expresses why a particular process is executed and what its 
contribution is to the environment. Within this notion, a 
process is described from the company’s viewpoint (as a 
repetitive series of activities of a department /group that 
handles orders, materials, or resources). Many packages use 
the viewpoint of the customer or the flowing element itself (a 
visitor’s view). Some call the company/visitor views 
different; for example, Zeigler et al. [4] calls it flow oriented 
vs. real process oriented  approach. 
The role of a visitor will not be denied in this article; it is 
often an eye-opener for problems, but it is only one possible 
view. Above that a company view is required to solve not 
only the problem right, but also the right problem, because it 
can only be achieved by keeping an eye on the environment 
continuously. Mostly one starts a research when something is 
not working satisfactory and then functionality needs to be 
added, deleted or restructured. Process thinking is generally 
accepted nowadays; in order to change or design processes 
correctly, systems thinking is required. 
Now that the principal viewpoint has been explained, the 
question is how to teach students to select a viewpoint in 
simulation.  

3 Education 
First of all students have to learn how to describe the time 
dependant behaviour of a system from the department / 
machine / employee viewpoint. The model developer 
(student) should first learn to look at these elements as 
individual entities, each with its own, single process 
description. In order to describe the behaviour he/she should 
take the position of each department /  machine / employee 
element itself, he/she should identify with it. So each process 
is separately described as if the student plays the element 
itself. 
In describing a process one should ask oneself 2 questions: 
 

1. What to do when one gets control (becomes “current”) 
2. What to do when one releases control 

  
Question 1 is simply answered by “start programming what 
the process should do at this moment”; in simulation terms it 
concerns the description of an “event”. Question 2 is more 
complicated. Does the process have to regain control 
autonomously or should it depend on some other element in 
the simulation world? Does the process know the moment in 
time when it wants control again, or is only the condition 
known? 
Based on the preceding discussion, there are only 2 states 
possible for each element (in the simulation world): 
 

- (planned to be) active, which is referred to as 
“Scheduled” 

- Inactive for an indeterminate period, which is called 
“Suspended” 

 
When an element is created, it enters automatically the 
Suspended state, which it can only leave by a command from 
another element (eg. Start or Resume). It then becomes 
Scheduled, where it can decide about it’s own state change as 
shown in fig. 1. 
 
 
 
 
 
 

 

 

 

 

 

 

Interrupt 
 

Scheduled

Suspended

advance (t)
advance (while condition)

Start(t)
Resume(t) advance

finish

create destroy

Fig. 1. State transitions 
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The term “advance” means that the element release control 

- for an indeterminate period  
- for a defined period of length t time-units  
- for a period ending with a defined condition change.  

“Interrupt” is forced by some other element. 
 
The next difficulty in simulation programming concerns the 
communication between processes. It should be arranged in a 
practical way. In many cases a process has to react when the 
contents of its queues change. Mostly it signifies that some 
other process puts an element in it, or an element itself leaves 
a queue etc. All these cases can be elegantly described by 
making use of “ Queues”. Queues should not only be 
considered as items to collect statistical data about waiting 
times, but also as sets of elements expressing some state of 
the element they belong to (idle, busy, interrupted etc) or to 
transfer elements between processes (e.g orders to be 
executed, items to be selected from). For this reason, elements 
should be allowed to be present in more than one queue at any 
moment. 
It is this basic structure that is also used for communication 
between teachers and students. Starting with a description in 
natural language one can discuss the structure of the model 
and which elements should have processes. After that the 
processes of the elements concerned can be described in a so-
called “pseudo language”, readable and interpretable by 

everyone. In this language only the notion of queues and the 
timing mechanism of fig, 1 is strictly defined. 
The example below shows this procedure with the example of 
a job shop. 
 

Within a process description, concrete activities like selecting 
a next flow element to be handled, handling an element and 
delivering it to another function, are modelled. All these 
activities are combined into one process because they belong 
to the same actor element. It is this exchange between abstract 
(functional) views and concrete (process) descriptions that 
makes the  approach distinct from coincidental successes. The 
functional view guarantees the correct structure and 
(sub)goals, while the process descriptions fill in the material 
realization of each separate function with respect to their 
successors and predecessors.   Together with statistical 
distributions (and a random generator of course), the timing 
mechanism (fig.1) and the queue concept, TOMAS offers all 
the basic simulation requirements. The process oriented 
approach for simulation, described above, was first introduced 
in Delft by Sierenberg & de Gans [5], later adopted by ECT 
[6], and finally implemented in an object-oriented way in 
Delphi® by Veeke & Ottjes [1]. During the last decade it was 
extended with a server mechanism for distributed simulation 
[7], and it was made combined discrete continuous by 
implementing a variable step 1st – 8th order Runge-Kutta 

Element classes in a jobshop: 
• Machine belonging to a group MyGroup      (Process) 
• Machine Group with a job queue, consisting of similar machines and a method to assign jobs 
• Job Generator generates jobs at a random time     (Process) 
• Job has a due date and a list of tasks 
• Task is an activity with predefined setup time and process duration for a specific Machine Group 
 
Only two element types have a process: a Machine and the Job Generator. For illustration purposes the 
Machine’s process is elaborated further. It can be described with one sentence as a first step: 
 
“Do Continuously: Wait for a job of MyGroup to be assigned, and process it”. 
 
This is the first step of describing the behaviour in a way that everybody understands. But how does the 
Machine notice the availability of a job? For this the reference MyJob of a Machine is introduced. As long as 
no Job has been assigned , MyJob has value “Nil”. The process looks then like: 
 
Repeat 

Advance(while MyJob = Nil) 
MyTask = First Task in Tasklist of MyJob 
Advance(SetUpTime + Duration of MyTask) 
Remove MyTask from Tasklist of MyJob 
If Tasklist of MyJob is empty 

Register Job Data 
Else 

MyTask = First Task in TaskList of MyJob 
Put MyJob In JobQ of Group of Task 

Based on this description the modeller can discuss the correctness e.g. is there no operator required during 
setup time? The modeller could also ask for more information, e.g. How is a job selected if there are more 
jobs waiting? 
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method. Currently TOMAS is being transported to the 
Lazarus platform (www.lazarus.freepascal.org/). Delphi is 
distributed by Embarcadero 
(www.embarcadero.com/products/delphi). In order to serve a 
population of about 1000 students that actually use Delphi, 
easily, we decided to change to the  “ Lazarus”  platform. It is 
an initiative to construct a Delphi - like environment, which is 
completely free source (just as TOMAS already was). First 
tests have shown that TOMAS almost works as-is under 
Lazarus. This would be a breakthrough for education, because 
any number of students can use a professional simulation tool 
then, which requires some basic modelling and programming 
skills and offers all the flexibility of a general programming 
language (including the visual part). 
 

4 Research 
Often simulation is only applied in the very last stage of a 
design process, so when the design is almost ready. It only 
has to be simulated to verify the feasibility of the design and 
to validate the dimensions and capacities. The construction of 
a model is a rush job, and if there appear to be problems with 
the design, it is  too late or too expensive to change 
something. 
 
We advocate another simulation approach. 
Firstly, simulation should be used during the design process 
from scratch. Construct a “growing” model, and extend it 
gradually together with detailing the design. For example at 
the start of the design process of the new Rotterdam port area 
“Maasvlakte II” [8,9]  first the total quay length, stacking area 
and intensity of traffic flows have been determined by means 
of simulation. Moreover, by using simulation the quantified 
specifications of the required dimensions support an improved 
insight for the rest of the project duration. By zooming into 
this rough model, subsystems like individual terminals can be 
revealed and detailed. At the end of the day, there is a detailed 
model that accurately reproduces the behavior of the system 
and can also be used during the operational stage for shadow 
operations, planning and ‘what if’ questions. 
Secondly, simulation can perfectly be used to develop and test 
real time control. An example is the development and 
implementation of a new routing method for Automated 
Guided Vehicles (AGV). The method was tested with 
simulated AGV’s (fig. 2a). After that, these were replaced 
with real AGV’s (fig. 2b) , but the core of the control still was 
the original simulation-developed control. Especially in this 
type of applications the use of a general programming 
platform pays off. Communicating with hardware equipment 
is far from standardized.  
At this very moment we are designing the control for robots 
in a food packaging line. The control of one robot is quite 
easy, and already proven technology. But the cooperation of 
robots in a packaging line requires extra intelligence that 
doesn’t belong to the robots separately. 

 
 
Fig. 2a Simulation of AGV-system 
 
 

 
Fig. 2b. Prototyping an AGV-system 
 
By using an open and general programming platform it is 
possible to design cooperating robots. First simulated robots, 
but now we’re in the process of using real robots. Calibration 
should be added to the (simulated) control software to ensure 
accurate positioning. Currently shadow operations in a 
laboratory environment are prepared to solve all kinds of real 
disturbances. It is our intention to continue the research in this 
kind of hardware-in-the-loop developments. 
 
 
5 Conclusions and future research 
Teaching process interaction simulation to (presumably) 
highly intelligent students seems a straightforward task. 
However, in an academic environment, the scientific attitude 
requires proof of both students and teacher that the presented 
theory has been understood well. Therefore the teacher needs 
a way to explain his thoughts in a rational way, but the 
student needs a way to present his way of thoughts and proof 
the correctness of his model.   
Now after years of experience we are convinced to have 
found a correct way for teaching process interaction. The 
difficulty was in process thinking instead of programmatic 
thinking, a difficulty we encountered also in commercial 
projects where simulation was being used. For education 
purposes the environment to program should also be as open 
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as possible. This last issue was very important to show the 
principles of the simulation software itself.  
It was even more important because in an academic 
environment, research is being done to far from standard 
cases. It has the objective to develop new standards and 
applications. For this purpose, it should be possible to mould 
the used simulation software in a way that matches  the 
requirements of the researchers. In the field of hardware-in-
the-loop much work has still to be done.  
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Abstract - A cost-effective Real-time Simulator (RT-Sim) for 

academic research and education has been developed to 

simulate the subsystems of an electric vehicle with both 

Software-/Hardware-in-the-loop (SIL/HIL). The RT-Sim 

including the associated software/hardware components was 

developed for intuitively and swiftly managing different levels 

of scale and complexity of design while providing sufficient 

accuracy to satisfy the real-time constrains. The RT-Sim suite 

consists of a multi-core computer, a hardware platform 

including an FPGA/microcontroller board, and a console. A 

methodology was also developed for organizing simulation 

procedures, managing simulation modules, and achieving 

simulation accuracy. The RT-Sim suite was evaluated with the 

Simulink/VHDL models of the electric vehicle after 

configuring the software/hardware models. The RT-Sim was 

evaluated by performing SIL/HIL simulations and by 

analyzing the simulation results. This RT-Sim suite is expected 

to bridge the various design tasks that span different 

disciplines by providing intuitive model configurations and 

management, and precise model simulation and rapid analysis 

of the results. 

Keywords: real time, hardware-in-the-loop simulation, 

software-in-the-loop simulation, electric vehicle 
 

1 Introduction 

Contemporary systems are necessary to meet the swiftly 

increasing complexity and demanding requirements of 

applications. Engineering society has been challenged to 

deliver such rapidly evolving systems within the tight time-to-

market constrain. Simulation-based rapid prototyping is one 

of the viable solutions for system developers. In particular, 

developing the systems in automotives, avionics, and power 

electronics is necessary for employing real-time simulation 

capability. Therefore, a real-time simulator (RT-Sim) must be 

capable of addressing the complexity of system integration, 

performing accurate simulation with real-time ability, and 

efficiently managing design resources as a competent 

development tool while continuously supporting developers 

with an intuitive and seamless design and evaluation 

environment.  

An efficient and perceptive simulation environment is 

required to allow quickly discovering and evaluating 

alternative design and control strategies [1]. In particular, an 

efficient management including model integration, 

input/output (I/O) allocation, accurate execution, and 

systematic test creation is one of the key parts for the 

successful utilization of the RT-Sim. Professional RT-Sims 

[2] have been utilized in order to provide adequate interfaces 

for various aspects of software and hardware models, I/O 

allocations, and test analysis. Other application-specific RT-

Sims were developed for different applications, such as 

electric control unit in electric vehicles (EV) [1], fuel cell in 

hybrid EVs [3], electric and hydraulic systems in avionics [4], 

and power electronic system [5]. 

In general, hardware-in-the-loop (HIL) simulation 

becomes crucial for the systems that required comprehensive 

evaluations under realistic conditions with real-time 

constrains. The HIL simulation [6, 7, 8] not only offers cost-

efficient, fast verifications, but also avoids or at least mitigates 

risks of contingency situations for microcontrollers in the 

systems. The HIL simulation permits models of a part of the 

system to be simulated in real time with the actual hardware 

of the remainder of the system. In order to integrate models 

and real hardware together, various I/O interfaces generally 

provide analog-to-digital and digital-to-analog conversions 

(ADC/DAC), voltage conversions for different digital 

signaling, and signal conditioning equipment. More specific 

HIL simulations, such as controller HIL simulation for rapid 

controller prototyping and power HIL simulation with 

transferring real power to the hardware system, are discussed 

in [9]. Thus, the HIL simulation capability in RT-Sim is 

instrumental in the development of EV. Developers promptly 

test the EV platform, evaluate the control strategy, and figure 

out a breakthrough with the HIL simulation.  

As the demand for RT-Sims increases in industry, 

significant growth in the number of RT-Sims has been seen 

during the last decade in academia [10]. Unlike industry, 

academic version of RT-Sims [11, 12] are expected to 

embrace specific features including meaningful and relevant 

experience without being limited by laboratory equipment, 

user-friendly interfaces with increasing sophistication, the 

flexibility for continuous expansion, and preferred cost-

effectiveness. A cost-effective academic RT-Sim with 

SIL/HIL capability has been developed in order to 

successfully utilize the RT-Sim in academia, especially for 

different disciplines including Power Electronics, Electric 

Drives, Embedded Systems, and Communications.  

Section 2 describes the architecture and operation of the 

RT-Sim. Section 3 expresses evaluation of the RT-Sim with 

the simulation results and analysis of an EV model. The 

conclusions and future work are depicted in Section 4. 

2 Architecture & Operations of RT-Sim 

Architecture of the developed RT-Sim suite is illustrated 

in Figure 1 (a). The RT-Sim suite consists of three modules—
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Figure 1. Block Diagrams of the RT-Sim Suite (a) 

Architecture and (b) Operation 
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Figure 2. Console of the RT-Sim Client (a) Frontend 

and (b) Model Configuration 

a console module, real-time simulator module, and hardware 

module. The console module is aimed for an intuitive 

management of model creation and configuration by 

providing seamless interface to develop, convert, and simulate 

a software model such as Simulink [13] model. In addition, 

the console provides a means to develop and configure a 

hardware model, such as Hardware Description Language 

(HDL)—VHDL or Verilog HDL [14]—model, via a Field 

Programmable Gate Array (FPGA) or a microcontroller as a 

hardware module. The console communicates with the RT-

Sim through a 100M bps Ethernet channel. The hardware 

model programmed in the hardware module is integrated to 

the RT-Sim via a Peripheral Component Interconnect (PCI) 

card installed in RT-Sim. The developed RT-Sim contains 

multi-cores, running the QNX real-time operating system with 

an analog/digital input and/or output PCI card. 

Figure 1 (b) shows a brief model creation and operation 

procedure. A software and/or hardware model is created 

through the console by invoking a built-in modeling 

procedure. This modeling procedure initiates to launch 

underlying modeling tool suites including Simulink for 

software model and Xilinx ISE [15] for FPGA-based 

hardware model. A model configuration step must be 

completed to properly configuring the models created in 

different environments, such as software and hardware before 

transmitting the entire models to the RT-Sim for simulation. 

In particular, hardware models must be programmed via the 

underlying hardware development tools before forwarding 

both the software model and software/hardware configuration 

to the RT-Sim. The RT-Sim compiles software model 

according to the model configuration after receiving a signal 

for launching the simulation from the console. Then, the RT-

Sim partitions and schedules the executable and distributes 

them to the appropriate cores according to the system 

partitioning and scheduling outcomes established during the 

model compilation. The RT-Sim performs SIL/HIL 

simulations if necessary. Consequently, the RT-Sim generates 

and transmits outputs of the simulation to the console for 

displaying and storing the simulation results. 

2.1 Console Module for Model Management 

The console provides an environment for modeling both 

software and hardware components by launching underlying 

modeling tool suites, i.e., Simulink, Xilinx ISE, and so on. 

The console in general has the responsibility to transmit the 

source code of the software model and configuration code of 

both software/hardware models if necessary. The console also 

controls simulation including starting and terminating 

simulation while displaying and saving the simulation outputs 

receiving periodically if needed. 

Figure 2 (a) illustrates a frontend of the console 

developed. Four menu buttons initiates aforementioned 

operations: (1) a software model design button is for invoking 

a software modeling tool, such as MATLAB/Simulink. The 

MATLAB/Simulink code must be converted to C code via 

Real Time Workshop (RTW) before transmission to the RT-
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Figure 3. (a) FPGA/Microcontroller and (b) Interface 

Boards in the Hardware Module 

 

Sim; (2) a hardware model design button is for launching a 

hardware modeling tool, such as Xilinx ISE. A HDL model is 

programmed to the target FPGA via the FPGA programming 

tool; (3) an output configuration button is for starting 

configuration of each model’s interface. An in-house 

configuration module was developed for this purpose. I/O 

configuration of a Simulink model and/or a HDL model 

provides information to establish SIL/HIL for real-time 

simulation; and (4) a simulation start button establishes 

communication to the RT-Sim and initiates transmission of 

necessary codes. A socket-based communication between the 

console and the RT-Sim continues until the simulation is 

terminated. Similar to other GUI-based tool, the console 

supports users creating and accessing projects to encapsulate 

the model preparation procedure and to swiftly retrieve 

existing simulation.  

Figures 2 (b) illustrates blocks of the custom Simulink 

system function, S-Function. A primary goal of the S-

Function blocks is for seamless model integration regardless 

of the models designed in software or in hardware. Another 

important role of the S-Function blocks is for efficient 

interoperation of simulation models. Thus, the S-Function 

blocks permit accessing to the shared memory region 

allocated on the RT-Sim. The shared memory contains values 

of I/Os of software/hardware models being simulated. The S-

Function blocks are composed during the model configuration 

process in the console. The composed S-Function blocks are 

dynamically used for creating real-time simulation in SIL/HIL 

during the model simulation.  

Two S-Function blocks, named as “rtsimReadValue” 

and “rtsimWriteValue,” are available for model composition 

as seen in Figure 2 (b). The “rtsimReadValue” block with a 

parameter, such as a variable identification, grants accessing 

from the associated location of the shared memory region. 

The “rtsimWriteValue” block with the associated parameters, 

such as variable identification and type, allows accessing to 

the specified location of the shared memory region. With the 

S-Function blocks, RTW generates header information during 

the model conversion process. RTW utilizes the Target 

Language Compiler (TLC) file to generate the inline macro 

call required to access the shared memory region. In 

particular, the RT-Sim verifies I/O configuration of all 

models for simulation according to the parameters given 

during the compilation process. The RT-Sim sends an error to 

the console if parameters of the “rtsimWriteValue” block 

violate any configuration rule that each variable only has one 

writer. 

2.2 Hardware Module for HIL Simulation 

Hardware module contains hardware models, which 

provide time-critical functionalities of the hardware 

components utilized in the target system for the HIL 

simulation. This module is designed for expandability and 

interchangeability so that any software model can be swiftly 

and intuitively replaced with the associated hardware models 

whenever necessary. As seen in Figure 3 (a), an FPGA (i.e., 

Xilinx Spartan 3E)/microcontroller (i.e., 32-bit MicroBlaze) 

board is used as the hardware module. In particular, the 

FPGA board is connected to a PCI card in the RT-Sim via an 

interface board seen in Figure 3 (b), which passes 

analog/digital I/O signals after converting levels of the signals 

if necessary. For instance, 3.3 Volt LVTTL signals are 

converted to 5 Volt TTL signals and transmitted to the PCI 

input ports in the RT-Sim. 

2.3 Real-Time Simulator (RT-Sim) 

The RT-Sim is a multi-core (i.e., Intel Core i7 Quad 

Core Processor 870 with VT (2.93GHz, 8M)) computer 

executing a real-time operating system (i.e., QNX 6.5). The 

RT-Sim also contains a PCI card for the HIL simulation. 

Figure 4 (a) shows an organization of the RT-Sim. The four 

cores with double thread per core are scheduled to execute the 

distributed tasks in parallel on the real-time operating system. 

The RT-Sim performs both SIL and HIL simulations. In 

particular, the RT-Sim provides a hardware-interface task to 

process and establish the hardware I/O for the HIL simulation 

via the installed PCI card which is capable of processing 

analog/digital I/Os. The rate of the interface task is dependent 

upon the rate of the fastest software model executing on the 

simulator. Threads 1 to 4 in core 1 and 2 are allocated for the 

SIL simulation, core 3 interfaces to the PCI for the HIL 

simulation, and core 4 processes the socket server and 

communication with the console. 

Figure 4 (b) illustrates the operation flow of the 

simulator. The RT-Sim behaves as a server and waits for a 

console module to request a simulation to begin. After the 

initial request, the RT-Sim launches a thread to service the 

console. The RT-Sim receives all software simulation models 

written in C programming language and associated 

configurations. The RT-Sim automatically compiles the 

models and configurations upon receiving. The RT-Sim 

transmits an acknowledgement to the console whether or not 

file transmission and compilation are successful. The RT-Sim 

holds any further operation if any error is detected during the 

model compilation. The RT-Sim, then, resumes the 

aforementioned simulation model and configuration receiving 

and compiling operations. The RT-Sim initiates the simulation 

of the models according to the configuration upon receiving a 

command of the simulation start. During the simulation, the 
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Figure 4. RT-Sim (a) Organization and (b) Operation 

RT-Sim continuously transmits output data of the models to 

the console at a predefined rate (i.e., a default rate is set as 

output data transmission per second) for displaying and/or 

saving the simulation results. The default rate is determined to 

provide the most processing power on the simulation and so 

that the console is not overwhelmed with too much output 

data at once. The RT-Sim continues to simulate the models 

either reaching to the simulation time pre-set or end of the 

simulation. The RT-Sim is also interrupted to terminate 

current simulation by the console.  

The RT-Sim employees a client-server socket-based 100 

M bps Ethernet connection as the communication layer to the 

console. FTP was initially installed for the communication. 

However, the FPT-based communication was not sufficient 

for the real-time data transmission because of causing 

unnecessary overheads including the constant authentication 

for a file transmission. For instance, one of the FTP overheads 

was maintaining the IP addresses of clients. This overhead is 

disappeared with the socket-based architecture. Therefore, the 

RT-Sim adopted the client-server architecture in that the RT-

Sim and the console, respectively, act as the server and the 

client. The RT-Sim and the console transmit custom XML 

messages to provide flexibility in any model to be executed on 

the simulator without any modification to the communication 

layer.  

Quard-core in the RT-Sim is partitioned for concurrent 

operations in order to support the real-time simulation. A new 

simulation generates a set of partitions. The RT-Sim reserves 

a core for the console communication for any simulation. The 

remaining threads in the cores are assigned for the different 

tasks if necessary. This core partition is performed according 

to a set of partitioning scenarios built-in the RT-Sim. For 

instance, a real-time simulation involves both of the SIL and 

HIL simulations. RT-Sim assigns a core for the HIL 

simulation, another core for managing current simulation, and 

the remaining cores for the SIL simulation. 

The core assigned for the HIL simulation accesses the 

PCI card for exchanging I/O signals to the hardware models 

running on the hardware module (i.e., VHDL/Verilog models 

in FPGA and/or a microcontroller) via the interface board. Up 

to four independent software models run concurrently on the 

four threads in two cores. More than 5 software models can be 

virtually executed in parallel by sharing the same core in 

different scheduled time. The remaining core is responsible of 

monitoring core usage, task distribution and scheduling, and 

output management. For instance, this core distributes 

multiple software models to the available cores according to 

the dynamic scheduling scheme implemented in the RT-Sim.  

In order to efficiently deliver the output from a model to 

an input of the same and/or other model, the RT-Sim is 

designed with a shared memory scheme. In addition, this 

flexible shared memory scheme supports seamless 

configuration for various simulations. The shared memory 

provides a virtual interface between all the models in 

simulation. Each model has the responsibility to update its 

outputs to the dedicated location of the shared memory during 

the simulation. The contents of the shared memory are 

transmitted to the console periodically for processing and 

analysis of the simulation outcomes. These values are also 

saved on the simulator as a precaution. Figure 5 illustrates an 

example of the shared memory configuration. Simulink 

models 1 to N connect to the shared memory region during the 

model initialization and access the region as required 

throughout the simulation. The analog and digital I/Os of the 

hardware model for the HIL simulation are updated to the 

shared memory locations at the specified frequency in the 

simulation configuration. The diagnostics screen seen in 

Figure 5 (a) displays values of the I/O signals transmitted and 

received via the PCI for verification of the HIL simulation. 

3 Evaluation of the RT-Sim 

A schematic of the RT-Sim suite shown in Figure 1 (a) 

has been developed for evaluation of the RT-Sim. The 

developed RT-Sim suite is illustrated in Figure 6. Figure 6 (a) 

is the console client. Figure 6 (b) and (c) are the hardware 

module and the RT-Sim respectively. The hardware module 

consisting of an FPGA and an interface boards is also shown 

in Figure 6 (c). The console and the RT-Sim are connected 

with 100 M bps socket-based Ethernet. The hardware module 

for the HIL simulation is connected to the RT-Sim via the PCI 

card for 8 analog outputs (i.e., +/- 12 Volts), 3 digital outputs, 

and 4 digital inputs (5 Volts). The interface board converts 
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Figure 7. (a) A Simulink Model, (b) Simulation Results of 

an Electric Vehicle, and (c) Simulink Model with RT-Sim 

Inputs/Outputs 

LVTTL and/or PCI 33/66 MHz and AGP-2X single-ended 

type signals (i.e., 3.3 Volts) received from the FPGA board to 

5 Volts TTL signals vice versa although the FPGA board 

supports 19 different standards including LVTTL, 

LVCMOS2/18, Bus LVDS, and so forth. Two 14-bit output 

ADCs with 1.5 M Hz sampling rate are used for analog inputs 

to the hardware models programmed in the FPGA. A 12-bit 

resolution DAC with 6 analog outputs including a VCC and a 

ground signals is used for analog outputs to the PCI card. 

3.1 A Case Study: An Electric Vehicle (EV) 

A subsystem of an EV was used for evaluation of the 

RT-Sim suite. As seen in Figure 7 (a), the complete Simulink 

closed-loop model of an EV subsystem was modeled. The EV 

subsystem consists of a battery for supplying DC power, a DC 

motor for driving, and components for sensing speed of EV 

and charging level of the battery, and a control unit for 

controlling speed and torque of the DC motor. The EV 

subsystem includes a 25 horsepower, four quadrant operation 

wound DC motor. The model is designed to execute in 

discrete time with a sampling rate of 1 micro-second. The 

control unit controls speed of the armature. Inputs of the 

control unit are the desired speed, in RPM, and the armature 

speed, in RPM. Outputs of the control unit are the speed 

change and armature current. The control unit controls the 

armature current and prevents the current from surpassing the 

rated armature current. Inputs of the control unit are the 

armature current, armature speed, speed change, and change 

in armature current. The control unit outputs the PWM pulses 

to set the armature voltage to the desired voltage to achieve 

the desired armature speed. The control unit also outputs the 

control values used to generate the PWM pulses. The DC 

Motor is connected to a 30 volt battery with a linear load 

torque. The DC Motor contains a DC-DC converter connected 

to the PWM pulses to provide the desired armature voltage. 

The motor inputs are the torque load, PWM pulses, and 

battery voltage. The motor outputs are the armature current, 

armature speed, armature voltage, and the field voltage. 

Figure 7 (b) illustrates the simulation results with the 

reference speed and engine speed. The results, with a 

reference speed of 300 RPM, illustrate that the motor is able 

to achieve the desired speed within 0.3 seconds with a 10 

RPM overshoot. These results are used as the baseline for the 

SIL and HIL evaluation of the RT-Sim. 

Figure 7 (c) illustrates the Simulink model after 

connecting the RT-Sim s-functions to each sub-model. Three 

models—(1) DC Motor with a Battery, (2) Current 

Controller, and (3) Speed Controller—are separated into 

distinct models based upon the intended processing threads. 

The blocks in the left are the “rtsimReadValue” s-functions 

for specifying the values to read from the shared memory. 

The blocks in the middle are the three separated models of the 

EV. The blocks in the right are the “rtsimWriteValue” s-

functions for configuring the values to write to the shared 

memory. 

3.2 The SIL and HIL Simulations of an 

Electric Vehicle 

As described in Section 3.1, three sub-models are 

identified before compilation. The executable codes of the 

associated sub-models are distributed to three threads in two 

cores (e.g., thread 1 in core 1 for the speed controller, thread 2 

in core 1 for the current controller, and thread 1 in core 2 for 

the DC motor and battery unit) for the SIL simulation. 

The same EV model was modified for the HIL 

simulation. Figure 8 (a) shows details of the current controller 

sub-model for the HIL simulation. Since the PWM used in the 

current controller requires 0.625 MHz frequency, the PWM 

generator in the software model was substituted with a PWM 

generator implemented on the hardware module (e.g., FPGA). 

Since the current controller requires four PWM inputs, a 0.625 

MHz PWM (i.e., PWM-1) was generated and the other PWMs 

were also generated. For instance, the PWM-2 is the inverse 

of the PWM-1. The PWM-3 and -4 are based on the negative 

value of the given input. Four 3.3 V LVTTL signals of the 

PWM outputs are generated by the FPGA board and 

converted to 5V TTL signals by the interface board. Finally, 
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Figure 8. (a) Modified Current Controller Sub-model for 

the SIL and PWM Model for the HIL simulations and 

(b)/(c) the SIL and (d)/(e) the HIL simulation results. 

Table 1. Comparison of Simulink, SIL, and HIL 

Simulation Results* 

 Overshoot 
Overshoot 

Percentage 

Simulation 

Difference 

Simulink 311 3.67%  

SIL 312 4% +0.33% 

Simulink 205.8 2.9%  

HIL 206.4 3.2% +0.3% 

*: Speed references (RPM) for SIL and HIL simulations 

are chosen as 300 and 200 RPMs respectively. 
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Figure 9. RT-Sim (a) Operation Timing Analysis and (b) 

Clock Operation 

the PCI in the RT-Sim receives the signals for the HIL 

simulation. 

The results of the SIL simulations are shown in Figure 8 

(b) and (c). Figure 8 (b) illustrates the comparison between 

the Simulink and SIL simulation results obtained on the RT-

Sim. The results confirm that the RT-Sim accurately 

simulated the EV models and that the RT-Sim s-Functions 

operated properly in providing access to the shared memory 

region. Because of asynchronization at the beginning of the 

model execution between the shared memory region and 

models, the RT-Sim results are different within 0.1% of the 

Simulink simulation results seen in Figure 8 (c). 

The HIL simulation results are illustrated in Figure 8 (d) 

and (e). According to the HIL simulation results, the EV 

model reacted two and half times faster than those of the SIL 

simulation. This result demonstrates the execution differences 

between SIL and HIL. In particular, HIL proves that the 

hardware is capable of generating faster signals for satisfying 

real time constrains than those generated by software.  

Accuracies of Simulink, SIL, and HIL simulations are 

compared for the further evaluation since the simulation 

models on the RT-Sim are executed in parallel as opposed to 

operating in serial as the Simulink simulation. Table 1 

summarizes the overshoots of the motor speed measured from 

three different simulations with ideal references (i.e., 300 rpm 

for SIL and 200 rpm for HIL). According to the results 

collected, both the SIL and HIL simulations, respectively, 

have 4 and 3.2% overshoots while Simulink simulation has 

3.67% for 300 rpm and 2.9% overshoots for 200 rpm. 

Differences of the simulation results are about 0.3%. This 

results in the developed real-time simulation suite performs 

close enough for the EV evaluation. 

3.3 Evaluation of the Real-Time Operation 

The results of determining the access time of the shared 

memory region, PCI card, and PCI ADC are shown in Figure 

9 (a). The required amount of time to access the RT-Sim 

shared memory region is an average of 0.1486 µs. The time 

required access the hardware PCI card is an average of 1.7889 

µs, due to the bus used to access the PCI card. The ADC in 

the PCI card was identified as a critical path with an average 

of 13.2093 µs delay, which limits the faster model execution 

for the HIL simulation. Figure 9 (b) shows that the resolution 

of the real-time clock on the RT-Sim is set to 10 µs. Since the 

most reliable time to consistently operate at the same timing 

interval was identified as 50 µs, the model execution on the 

RT-Sim operates at a 50 µs for the real-time HIL evaluation. 
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4 Conclusions 

An academic real-time simulation platform has been 

developed for rapid and intuitive management, accurate 

simulation, and cost-efficient real-time environment for 

research and education. The RT-Sim suite consists of a 

console module, a hardware module, and a real-time 

simulator. The console implements software/hardware model 

development with existing design tools integrated to in-house 

model configuration expansion, and simulation result 

management. The hardware module contains 

FPGA/microcontroller integrated with an interface board. The 

RT-Sim comprising of a quard-core with double thread 

computer and a PCI card equipped with Ethernet 

communication performs model compilation, real-time task 

scheduling/distribution/interface/ simulation/result collection, 

and console/hardware module communication. Subsystems of 

an electric vehicle are modeled and performed the SIL/HIL 

simulations for extensive evaluation. A Simulink model of an 

EV subsystem was successfully simulated and analyzed via 

the SIL simulation. The same EV model was modified for the 

HIL simulation. The real-time simulation methodology 

developed was evaluated for organizing real-time simulation 

procedures, managing simulation modules, and achieving 

simulation accuracy. The developed RT-Sim suite supports 

seamlessly expansion of various design tasks that span 

different disciplines in the academic environment. 
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“Truth is much too complicated to allow anything but approximations.”
—John von Neumann, 1947

Abstract— Microscale simulations and other applications
in science, engineering, and commerce need an abundance
of pseudo-random numbers drawn from non-classical prob-
ability distributions, including empirical distributions that
may be incompletely known. Discrete-event simulations that
assign random times to future events have further require-
ments, including numbers drawn from subsets of distribu-
tions to help establish initial conditions, or to deal with
events that are partially complete. Fast methods are known
for generating pseudo-random numbers accurately from ar-
bitrary probability distributions, but those methods do not
combine the full range of necessary algorithms outlined here.
In this paper we provide techniques and computer code for
practical high-speed generation of pseudo-random numbers
from any continuous, discontinuous, or discrete probability
distribution, reducing the need for approximation by stan-
dard probability functions. The techniques are designed for
the kinds of scientific simulations presently emerging.

Keywords: non-uniform random numbers, uniform random num-
bers, pseudo-random numbers, probability distributions, numerical
simulations

1. Introduction
Computer generated pseudo-random numbers are needed at
every step in stochastic simulations—as well as to estab-
lish representative sets of initial conditions in deterministic
simulations, to draw samples for statistical bootstrapping
and other operations, to identify uncertainty in models by
varying parameters, to randomize experimental designs, to
develop test cases for commercial software, and for many
other applications in science, industry, and art. They can
arise in such quantities as to become a significant part of
the total time for the computation itself.

For example, an emerging application arises in discrete-
event simulation [1], where stochastically assigned times
of future events must be determined in advance. When a
simulated individual is born, the future time of death may
be assigned from empirical probabilistic “life tables” for the
year, geographic location, and other conditions of the indi-

vidual being simulated. Initial conditions for the simulation
can start with an empirically or hypothetically derived “age
distribution." Subsets of the life tables (sub-distributions) are
sampled to determine how long each individual will live,
based on initial conditions. Moreover, when new individuals
may enter the population as immigrants, sub-distribution
sampling is also needed to assign future times of death.
Examples and code that follows will illustrate these points.

In what follows we shall omit the prefix “pseudo” in
“pseudo-random”, it being understood that repeatable se-
quences of numbers generated by deterministic computer
algorithms can be at best apparently random. The starting
point for random number generation from a desired distribu-
tion is random number generation from the standard uniform
distribution. That is, random numbers greater than equal to
zero and less than one, all drawn with equal likelihood and
with no correlation between any prescribed pair of numbers.
This is difficult to achieve in practice, but much theory and
effort have been dedicated to the problem, and a number of
acceptable algorithms are known (e.g. [2]).

The question is, given a standard uniform random number,
how can that be accurately converted to a random number
from an arbitrary distribution? Answers were found in the
earliest days of computers, as early as John von Neumann
in 1945, and some of those methods are still in use [3]. The
early methods, of necessity, used essentially no computer
memory. However, with the vast computer memories now
available, not using available memory is wasting it, and time-
for-space tradeoffs that support arbitrary distributions have
been published recently [3].

In this paper we (1) provide further background on the
kinds of probability distributions needed in random num-
ber generation, (2) introduce a new aspect we call “sub-
distribution sampling,” (3) provide detailed algorithms for
generating numbers from the kinds of distributions that arise
in practice, and (4) compare processor time required of
selected methods.

2. Density and cumulative functions
The “probability density function” is the most familiar
representation, but it is the corresponding “cumulative prob-
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ability distribution” that is employed for generating random
numbers. In what follows, for brevity we shall write “density
function” for the probability density function, “cumulative
function” for the cumulative probability distribution. Also,
we shall write “inverse function” or “inverse cumulative
function” for the inverse of the cumulative probability dis-
tribution.

The vertical axis of a density function is the “probability
density” that a corresponding value on the horizontal axis
will be drawn by chance. This is not the actual probability of
it being drawn, since in many distributions, the probability of
any precise value being drawn is 0, amongst the infinite set
of possible values. The probability density can take on any
value from zero to infinity. If one considers the probability
that a single random number drawn from the distribution
will fall between two specified values, such as between 1.49
and 1.51, that probability is equal to the average value of the
density function over that interval, multiplied by the width
of the interval. Or what is equivalent, it is the area beneath
the density function from the left to the right endpoint of
the interval. Thus the area under the entire density function
becomes 1. Modes of the distribution correspond to peaks
in the density function, while the median and the mean are
not immediately visible.

The cumulative function carries the same information
as the corresponding density function, but in a different
form. The vertical axis is the probability that a number less
than or equal to the corresponding value on the horizontal
axis will be drawn from the distribution. The vertical axis
of a cumulative function is thus constrained to a range
of 0 to 1. While the density function can have peaks and
valleys, the cumulative function is either level or increasing.
The cumulative function is one degree smoother than the
corresponding density function, since it is its integral. The
median of the distribution corresponds to the half-way point
on the vertical axis (y = 0.5) and modes of the distribution
correspond to places of maximum slope. The mean is not
immediately visible in the cumulative function.

See Figures 1A through 1D for examples of four cumu-
lative functions shown above their corresponding density
functions.

3. The inverse cumulative technique
Using the inverse cumulative function to generate random
numbers from any desired distribution is a long-recognized
approach [4], and the idea is straightforward. Start with a
uniform random number U between 0 and 1, locate that
number on the vertical axis of the cumulative function, and
find which value on the horizontal axis corresponds. That
value is the desired random number. See the arrows in
Figures 1A through 1D, where P = 0.25 on the vertical
axis maps to −1, 4.25, 1.0638, and 2, respectively, on the
horizontal axes of the various cumulative distributions. Note
that domains from which a random number generator may

never select random values correspond to perfectly level
stretches in the cumulative function (Figure 1B and 1D),
and that discrete random numbers correspond to vertical
jumps (Figure 1D). Also, as Devroye points out [4], using the
same value of U like this for multiple distributions, or using
correlated values f(U±ρi), with ρi being a small random
variate, draws correlated random numbers from multiple dis-
tributions. Likewise, using uniform random numbers equal
to U and f(1−U±ρi) will generate negatively correlated
numbers from any distribution, or pair of distributions. Both
kinds of correlation can be useful in applications.

The inverse technique is simple graphically but not nec-
essarily numerically, for it involves computing the inverse
function. A few classical distributions, such as the exponen-
tial, Cauchy, and Pareto, have inverse functions that can be
written in terms of elementary functions [4] and therefore
computed directly. In general, however, inverting an arbitrary
cumulative distribution is computationally difficult, in which
case generating the corresponding random numbers is slow.

Hörmann and Leydold [5] explained how to improve the
speed by computing the inverse function only once when the
simulation begins, then approximating it by interpolation as
the simulation proceeds. This can be done by computing
a series of x, y pairs from the cumulative function, then
exchanging x and y and fitting the y, x pairs to obtain the
inverse. Approximating the inverse in this way is reasonably
fast and can be made as accurate as desired for many
distributions.

In this paper we exhibit a variation that is simpler yet
still fast, and that supports the full set of functions required.
We approximate not the inverse cumulative function, but the
cumulative function itself, with quadratic pieces that join
smoothly, without sharp corners, where one piece ends and
the next begins, or which approximate smoothness as accu-
rately as we need. We can then invert the function piecewise
as the simulation runs, since inverting quadratic functions
involves only the quadratic formula. We use this because
it directly supports “sub-distribution sampling,” which is
useful in general discrete-event simulations [1] and other
micro-scale computations. It also supports efficient random
numbers from discrete density functions (e.g. Poisson), step
functions (e.g. empirical histograms), or piecewise linear
(e.g. empirical function estimates). See Figure 1 for exam-
ples. The corresponding algorithms (appendix) are short and
relatively simple.

The algorithms we present can be made to reproduce
known distributions as accurately as desired, although in
many cases such accuracy is superfluous. Classical distri-
butions may be used because they are known and avail-
able, even though they may not closely approximate the
distributions of interest. For instance, waiting times in an
individual-based computer model may be selected from an
exponential distribution that is used largely as a convenience,
for correspondence with differential equation models. More-
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Figure 1. Random number generation at four levels of continuity. Horizontal axes represent values of random
variables. The vertical axis for cumulative functions represents the probability that the random variable is less than or
equal to the corresponding value x on the horizontal-axis, and for density functions represents the average probability of
a random number being in an arbitrarily small surrounding interval. (A) A standard Cauchy distribution, which does not
converge to a mean. That renders it difficult to replicate purely with finite approximations. It represents the distribution of
slopes that are associated with random angles. Other classical distributions, such as normal, lognormal, exponential, and
chi-square, which do converge to means, are also higher order like this. (B) A hypothetical empirical distribution of two
lobes developed from a piecewise linear density function, with each lobe equally likely. See Figure 2 for data structures
of this example. Multi-modal distributions like this arise, for example, in carbon-14 dating, though those functions are
typically more complicated than this illustration. (C) A hypothetical empirical distribution of failure rates of machine
parts. Probability of failure is relatively high for new parts, drops to a minimum at intermediate ages, then rises again
when parts get older. (D) A Poisson distribution with mean of 3. This discrete distribution represents frequencies of
co-occurrence of random events with delta-function spikes.
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i: 0 1 2 3 4 5 6 7 8 9

X[i]: 0 1 3 5 8 10 11.75 15.75 18 20

Y [i]: 0 0 .1111 .3333 .5000 .5000 .5729 .9063 1 1

Q[i]: 0 0 1/9 1/9 0 0 1/12 1/12 0 0

Figure 2. Data structures. Three one-dimensional arrays, X[i], Y [i], and Q[i] carry the x values, the
cumulative y values, and optionally the density y values, respectively, for a probability function. This example
corresponds to the distribution of Figure 1B. In practice, arrays are often much larger than this illustration.

over, a simulation may benefit from using data directly, such
as lifetime survivorship data available for multiple years
and geographic areas, rather than approximating the data
with standard distributions, then handling those distributions
exactly. On top of all this, many empirical distributions are
poorly known. Important distributions, such as the duration
of infectiousness for certain asymptomatic diseases, may not
be known to more than one digit of accuracy. Therefore, we
are not recommending these algorithms as general solutions
for all cases, but they can be particularly useful in practical
cases where even the density function may be imperfectly
known.

4. Data structures
Each cumulative function and, where needed, each corre-
sponding density function, is defined by a set of two or three
matched one-dimensional arrays that define the functions
at selected points in their domains (Figure 2). These are
constructed by the user and supplied to the algorithms, either
to approximate classical distributions but more typically to
represent distributions derived empirically.

The first array is X[i], which contains the x values that
cover the range of random values to be generated. With
entries in one-to-one correspondence, Y [i] contains the y
values for the cumulative distribution, with Y [0] = 0 and
Y [imax] = 1. Optionally, Q[i] can be supplied, which carries
the derivatives of Y [i]. That is, it carries the probability
density function. When Q[i] is used, it is piecewise linear,
making Y [i] piecewise quadratic. With a sufficient number
of points, this can model any distribution. When Q[i] is not
used, Y [i] is taken to be piecewise linear or piecewise con-
stant and the implied Q[i] is a piecewise constant histogram.
That corresponds to many empirical distributions, such as
life tables.

5. Algorithms
The appendix defines four algorithms sufficient to accom-
plish the goals of this paper:

1. Cinverse: Evaluates inverse cumulative functions.
2. Cforward: Evaluates general functions.
3. Cdiscrete: Evaluates discrete functions.
4. Cintegral: Prepares cumulative functions.

Algorithm 1, Cinverse, accepts a probability, typically
as a uniform random number, plus a starting point g, and
returns a corresponding random number for the cumulative

distribution defined by X , Y , and optionally Q. It calls
Cforward and Cdiscrete to accomplish its work. The starting
point g is a minimum value for the random number returned.
It is typically set to the minimum value of the distribution,
X[0], but may be a greater value. In that case numbers are
selected from the remainder of the distribution, starting at
g, transformed as Z(x) =

(
Y (x+ g)− Y (g)

)
/
(
1− Y (g)

)
.

This we call “sub-distribution sampling,” which has such
uses as initializing a population with individuals of various
ages before the simulation begins, or handling immigrants to
a population of random ages and projecting their remaining
lifetimes. Note that “memoryless” distributions (the expo-
nentials) are invariant under this transformation.

Algorithm 2, Cforward, determines the value y of a
function at a specific point x, here used to obtain the value
of the cumulative function at a random value x. It calls
Cdiscrete to accomplish its work. The function is defined
by tables X and Y of values for corresponding points, and
optionally a table Q of derivatives of Y at each point in X .
Values in tables X and Y are increasing. Passing Y [i] as a
function of X[i] processes forward functions, while passing
X[i] as a function of Y [i] processes their inverses. (Y need
not be increasing if Q is not supplied, though processing
non-cumulative functions is not a purpose of this subroutine.)

Algorithm 3, Cdiscrete, is where the process begins. For
cumulative distributions of discrete density functions that
have precisely one entry per non-negative integer, as in
Figure 1D, the process is complete and this routine may
be called directly. For non-discrete cumulative functions,
Cinverse is called instead. That calls this routine to start
and then handles any necessary inverse linear or quadratic
interpolation. This routine is nothing more than a recursive
binary search that processes ordered tables of n entries in
time proportional to log2 n.

Algorithm 4, Cintegral, creates a cumulative function
on demand, given an array of points X[i] and a density
function Q[i]. It integrates using quadratic interpolation. It
is not needed for linear interpolation or discrete distributions,
where the cumulative distribution is simply the sum of the
density function values, as in Figure 1D.

6. Timing
In timing tests, drawing 107 random values from a Poisson
distribution with a mean of 3, as in Figure 1D, averaged
0.89 seconds on a 2.4 GHz processor for both a standard
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iterative method [6] and for this method. For means greater
than 3, the standard iterative method was slower. Generating
numbers from discrete distributions like the Poisson is exact
and is particularly fast because no interpolation is needed.
In a continuous case, drawing 107 random values from a
lognormal distribution required 1.14 seconds overall with
the standard Box–Muller method and 1.07 seconds with this
method, on the same processor. The 6% improvement in
speed is not significant, but it is significant that a general
method like this is competitive with the speed of classical
custom methods. Timing tests showed that the recursive
binary-search of Algorithm 3 could be speeded by about
10% by using an equivalent iterative algorithm, at the cost
of a little greater complexity.

7. Discussion
Devroye [4] listed six factors for assessing general ran-
dom number generation, (1) speed, (2) initialization time,
(3) memory requirements, (4) portability, (5) generality, and
(6) simplicity/readability. He pointed out that the sixth factor
is the most neglected.

We find that his first factor, speed, is as important now
as then. Despite the enormous increase in computer speeds,
computers now labor under proportionally longer simula-
tions. The second, initialization time, is less important,
since it typically vanishes into the time for the simulation
itself. Moreover, with large memories spaces that can be
allocated, cumulative distributions may be precomputed and
read from files, so initialization times become essentially
zero. The third factor, memory, is largely irrelevant now—
except insofar as it increases complexity—thanks to the then-
incomprehensible rise in computer memory sizes. The fourth
factor, portability, is now easily had with careful coding, for
which countless examples exist. Therefore, speed, generality,
and simplicity remain as important factors.

The algorithms we present satisfy the simplicity factor
well. They require under 60 lines of computer code alto-
gether and are completely exhibited here, with code and
accompanying meta-code. They are also fast, slightly outper-
forming even well-established methods like the Box–Muller
algorithm for drawing numbers for standard distributions like
the lognormal. Finally they are general, written to handle any
continuous or discrete distributions for which the density
function or cumulative function is known.

Modest increases in speed could be obtained in these
algorithms at the cost of complexity, trading space for time
by storing the inverse cumulative function as a direct-access
table, with one entry per lattice point in the probability space
Y . This would eliminate the binary search, though that is not
slow. It would work if the slope of the cumulative function
never gets very close to zero. A more modest increase in
speed, whenever sub-distribution sampling applies, could
result from rescaling the random number differently so that
the entire table need not be searched, but only the part

covering value g and above. That could eliminate a few calls
of binary-search recursion if g was large.

Generality could be increased even further. As written,
the algorithms handle all the kinds of distributions shown in
Figure 1, but not mixtures of those types—for example, den-
sity functions that are discrete in some parts of the domain
and continuous in other parts. Such functions are compatible
with the algorithms detailed here and the algorithms could
be extended to accommodate them, but at the cost of a little
complexity, should the need for such hybrid distributions
ever arise.

8. Conclusions
The algorithms presented here can be incorporated wherever
efficient random numbers drawn from arbitrary distributions
are needed. These algorithms have been successfully used
in a large-scale simulation model developed by one of us
(A.K.) for tuberculosis in the UK. Compilable copies of the
code described here and related simulation algorithms are
available free from the authors upon request.
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11. Appendix
To use the algorithms described in this paper, it is only
necessary to understand the entry and exit conditions that
appear at the beginning of each, not the code itself. Nonethe-
less, to allow complete evaluation of the algorithms, and to
encourage further development of them, we present them as
pseudo-code inspired by and simplified from the program-
ming languages C, R, and Python.

The algorithms are defined with sufficient precision that
they can be run, tested, timed, modified, or translated to other
languages. Familiarity with a relatively few operators∗ and

with the syntax of flow control (if, for, while, etc.), is
sufficient to follow the algorithms. Text copies of this
pseudo-code translated into operational C are available from
the authors upon request, or from the associated website
www.cbs.umn.edu/modeling.

The algorithms assume a uniform random number gen-
erator Rand, which returns values in the range of 0 to 1,
including 0 but not including 1, as is typical for uniform
random number generators. WarnMsg and ExitMsg display
error messages and the latter terminates the program.

Algorithm 1. Evaluate inverse cumulative function, with sub-distribution sampling.

Upon entry to the algorithm, (1) k describes the piecewise order of the function: 0=constant, 1=linear,
2=quadratic. (2) y contains a value between 0 and 1, representing a probability. (3) g is given value in the
range X[0] to X[n− 1], inclusive. (4) n is the number of entries in tables X , Y , and Q. (5) X is a table of
strictly increasing values in the set of numbers to be generated. (6) Y is a table of probabilities, each being the
probability that a value will be less than or equal to the corresponding value in X . (7) Q is a table of probability
densities, in effect the derivative of Y at every point in X . At exit, Cinverse returns the value from the given
distribution corresponding to probability y, starting at value g. Note that if g > 0, this is the value from the
rescaled distribution.

real Cinverse(k, y, g, n, X, Y, Q) integer k, n; real y, g, X[ ], Y[ ], Q[ ];
integer i; real r, s, d, h, a, b, c, p, w;

if X[0] > g or X[n− 1] < g: ExitMsg(1); 1. Check the bounds of both tables.
if Y[0] 6= 0 or Y[n− 1] 6= 1: ExitMsg(2);

if y < Y[0]: return X[0]; 2. Handle variables outside the
if y > Y[n− 1]: return X[n− 1]; normal range.

y → r; g− X[0] → d; 3. Rescale the probability value if only
if d: Cforward(k, g, 0, n− 1, X, Y, Q) → p, part of the distribution is to be

p + r∗(1− p) → r; sampled.

Cdiscrete(Y, 0, n, r) → i; 4. Bracket the probability value and
if k = 0: return X[i]− d; return if it is piecewise constant.

X[i + 1]− X[i] → w; 5. If this is piecewise quadratic,
if k = 2 and Q: (Q[i + 1]− Q[i])/(2∗w) → a, generate the coefficients of the

Q[i] → b, Y[i]− r → c; quadratic equation, ax2 + bx+ c.
else 0 → a;

if a: b∗b− 4∗a∗c → s; if s < 0: ExitMsg(3); 6. If the equation actually has a quadratic
sqrt(s) → s, (−b + s)/(2∗a) → h; term, invert it using the positive root
if h < 0 or h > w: ExitMsg(4); of the quadratic formula.

else 7. If it is only linear, invert it
Y[i + 1]− Y[i] → s; with linear interpolation.
if s: (r − Y[i])/s → s; else 1 → s;
s∗w → h;

return X[i] + h− d; 8. Return the result.

* The pseudo-code given here is two-dimensional, as in the language
Python, so that indentation completely defines the nested structure,
with no need for bracketing characters such as ‘{’ and ‘}’. Variables
and function names are italicized and flow control and reserved
words are bolded.

The assignment operator is represented either as ‘←’ or ‘→’,
similar to assigments in R. The compound assignments ‘a + 1 →
a→ b→W [i][j]’ and ‘W [i][j]← b← a← a+1’ are equivalent,
first incrementing a and placing the results back in a, then in b, and
then in the i, jth element of the array W .

The expression structure ‘c?u : v’, where c is a condition, u is

an if-expression, and v is an else-expression, follows that of C. Using
up-tick and down-tick operators to write ‘ ↑a’, ‘ ↓a’, ‘a ↑ ’, and ‘a ↓ ’
form pre- and post-increments by one, as in ‘++a’, ‘--a’, ‘a++’,
and ‘a--’ of C.

Arrays are indexed as in the language C, starting with 0. Data
types are ‘integer’ and ‘real’, with the latter specifying floating
point. Operator precedence is that of C, with assignments having
lowest precedence. Logical operators such as ‘and’ and ‘or’ are
preemptive, terminating a chain of logical operations as soon as
the result is known. Permanent global assignments, as would be
represented ‘#define α β’ in C, are rendered as ‘α ≡ β’.
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Algorithm 2. Evaluate general function.

Upon entry to the algorithm, (1) k describes the piecewise order of the function: 0=constant, 1=linear,
2=quadratic. (2) x specifies the independent variable. (3) i0 and i1 define the first and last entries, respectively,
in tables X , Y , and Q. (4) X and Y define the independent and dependent variables, respectively. (5) Q defines
the derivative of the function, if k is 2. Otherwise Q is null. At exit, Cforward returns the value of the function
at point x. If x is below or above the range defined in table X , the minimum or maximum value, respectively,
in table Y is returned.

real Cforward(k, x, i0, i1, X, Y, Q) integer k, i0, i1; real x, X[ ], Y[ ], Q[ ];
integer i; real h, s, u, w;

if k > 1 and Q = 0: ExitMsg(5); 1. Check for certain invalid calls.

if x < X[i0]: return Y[i0]; 2. Handle variables outside of the
if x > X[i1]: return Y[i1]; normal range.

Cdiscrete(X, i0, i1− i0 + 1, x) → i; 3. Bracket the independent variable
if k = 0: return Y[i + 1]; and return if piecewise constant.

X[i + 1]− X[i] → w, x− X[i] → u; 4. Compute x-width and displacement.

if k = 2: 5. If a derivative is supplied, compute
(Q[i + 1]− Q[i])/w → s, the y-value with quadratic
u∗(Q[i] + u∗s/2) → h; interpolation.

else 6. Otherwise interpolate linearly.
if w: u/w → w; else 1 → w;
w∗(Y[i + 1]− Y[i]) → h;

return Y[i] + h; 7. Return the computed y-value.

Algorithm 3. Evaluate discrete function.

Upon entry to the algorithm, (1) T addresses a strictly increasing table of two or more values. (2) b indexes
the beginning entry to be examined in T . (3) n defines the number of entries to be examined in T , at least 2.
(4) v specifies the value to be located in T , with T [b] ≤ v ≤ T [b+n− 1]. At exit, Cdiscrete indexes the local
pair of table entries containing v, such that T [loc] ≤ v ≤ T [loc+ 1].

integer Cdiscrete(T, b, n, v) integer b, n; real T[ ], v; integer m;
(n + 1)/2− 1 → m;
return m ≤ 0? b: v < T[b + m]? Cdiscrete(T, b, m + 1, v): Cdiscrete(T, b + m, n− m, v);

Algorithm 4. Prepare cumulative function.

Upon entry to the algorithm, (1) n is the number of entries in tables X , Y , and Q. (2) X is a table of strictly
increasing values in the set of random numbers to be generated. (3) Y is a table to receive the cumulative function
associated with the corresponding values in X . (4) Q is a table representing the piecewise linear density function
associated with the corresponding values in X . At exit, (1) Cintegral returns the number of entries in Y up
to and including the first entry that saturates at 1. (2) Y contains the piecewise quadratic cumulative distribution
function associated with the corresponding values in X .

integer Cintegral(n, X, Y, Q) integer n; real X[ ], Y[ ], Q[ ];
integer i, m; real w;

for i from 1 to n− 1: 1. Make sure the domain is strictly
if X[i− 1] ≥ X[i]: ExitMsg(6); increasing.

0 → Y[0], 1 → m; 2. Integrate the probability density
for i from 1 to n− 1: function to obtain the cumulative

Y[i− 1] → Y[i], X[i]− X[i− 1] → w; distribution function.
(Q[i− 1] + (Q[i]− Q[i− 1])/2)∗w + Y[i] → Y[i];
if Y[i] > 1: WarnMsg(7), 1 → Y[i];
if Y[i] < 1: i + 1 → m;

if Y[n− 1] 6= 1: WarnMsg(8); 3. Make sure it adds and return the
return m + 1; number of operational entries.

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 127



Public Concerns and Projected Repercussions of 

Health Care Reform Using Simulation  

Ahmed YoussefAgha, PhD 
Dept. of Applied Health Science 

Indiana University  

Bloomington, Indiana, USA 

E-mail: ahmyouss@indiana.edu 

 

David Lohrmann, PhD 
Dept. of Applied Health Science 

Indiana University 

Bloomington, Indiana, USA 

E-mail: dlohrman@indiana.edu 

Wasantha Jayawardene, MD  
Dept. of Applied Health Science  

Indiana University  

Bloomington, Indiana, USA 

E-mail: wajayawa@indiana.edu 

 

Lesa Lorenzen-Huber, PhD 
Dept. of Applied Health Science 

Indiana University 

Bloomington, Indiana, USA 

E-mail: lehuber@indiana.edu 

 

Abstract: Health Care Reform (HCR) is currently a major 

concern of many Americans. The White House outlined as three 

salient issues which are reflective of the fears of the American 

public. The first dimension, stability and security, refers to the 

increased dependability of health care and the reduction of 

discrimination against individuals with health conditions. 

Dimension two affects individuals who do not have health 

insurance and pertains to the quality and affordable choices they 

will gain under the new reform. Dimension three refers to 

funding concerns and future fiscal management. Purpose: The 

purpose of this paper is to examine the interrelationships of the 

three dimensions of public concern regarding health care reform. 

The proposed research will compare the perspectives of a 

simulation and actual Media data regarding the Health Care 

Reform before it was enacted. Method: We used stochastic tree 

simulation to study the interrelationships of predicted 

repercussions of the three dimensions for those subjects with 

multiple diseases, a common condition among 65+ Age groups or 

obese groups with several chronic illnesses. Results: Analysis 

revealed that improved quality of coverage and greater security, 

dimensions of the Affordable Health Care Act, are associated 

with stable health insurance, leading to longer periods of QALY 

health. Conclusions: For those subjects on multi disease, this 

work simulated the expected utility related to the HCR 

dimensions interaction. At quality/ affordability of (20-50%), the 

simulation showed that adding more funding within the third 

dimension for (20%), given that the risk of no security/ stability is 

within (0-to-20%) is the more reasonable situation. Better health 

care policies will increase the number of Americans with health 

insurance and improve overall public health in the U.S. 

 

I. INTRODUCTION 

  

A. Healthcare Reform Significance 

  

Since 1992, the American public has considered health 

care one of the four most important problems facing the 

country [1]. Analysis of public opinion polls  

shows that the majority of Americans are satisfied with 

the quality of their health care, but are not satisfied with 

the cost [1, 2]. Although the majority of Americans agree 

that reforms are needed to control the costs of health care 

how these reforms should be realized is still controversial 

[3-5]. Blendon & Benson [2] suggest that the inability of 

the public to agree on a strategy of health care reform has 

significantly inhibited the political progress of the current 

reform bill. 

 Health care expenditures in the United States are 

four times greater than for national defense and the 

average health insurance premiums and individual 

contributions for family coverage have increased 

approximately 120% during last 10 years [6]. The U.S. 

health care system has been blamed for inefficiencies, 

excessive administrative expenses, inflated prices, 

inappropriate waste, fraud and abuse. While many people 

lack health insurance, others who have insurance 

allegedly receive care ranging from inexcusably poor to 

very high quality. President Obama and congressional 

Democrats focused on creating a national health care 

system to address some of these problems with the goal of 

improving efficiency, restraining expenses, and increasing 

quality in healthcare, prompting application of business 

practices to medicine. 

In their analysis of health care in the United States 

with a focus on saving money, many methodologists, 

policy makers, and the public seemed to dismiss the major 

disadvantages of other national health care systems and 

the previous experiences of health care reform in the 

United States. A primary reason is that many of those 

without health insurance do not receive preventative care, 

and are afraid to seek medical attention when sick or 

injured. As a result, they often suffer and wait until it is 

absolutely vital they seek help at a hospital emergency 

room which may cost them an exorbitant about of money. 
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The Affordable Care Act will stop this pattern by making 

routine care affordable. 

 Media and publications by stakeholder organizations are 

trying to convince the general public to take their side in 

support or opposition to the Affordable Care Act [7] and a 

heated debate has ensued at all levels. Most of the assessments 

of public opinion, including opinions of older adults, are 

conducted by media companies, such as television channels, 

magazines and newspapers, which nave not necessarily 

conveyed accurate information in a statically unbiased format. 

Often these companies publish information that reflects their 

biases. Scientifically designed research to assess and analyze 

the perspective of older adults is imperative to gain a more 

comprehensive understanding of the views of this population.  

B. Age 65+ Groups Situation 

In 1993-94, opposition to the Clinton healthcare reform 

centered on middle-aged voters. In contrast, opposition to the 

ObamaCare legislation centers on the elderly who suspect that 

it will bring a significant restriction of their medical care.  

Oddly, though this population that now receives health 

services through government-run Medicare, many would 

prefer a privately run system (67%) to one managed by the 

government (7%). Most resistant to change, the elderly voters 

cited fears that they will have to change existing healthcare 

arrangements as the greatest reason they opposed ObamaCare. 

The political implications of this reaction are enormous 

because such dissatisfaction has sent many Americans into 

opposition, similar to the Social Security reforms in 2005. 

Many older adults may strongly oppose the proposed health 

care reform in the 2012 elections.  

The concerns of older adults are personal concerns 

related to their access to health care and whether they would 

have to ration visits to health care providers, rather than the 

macro perspectives that account for the deficit and taxes that 

influence the implementation of this new plan. Open-ended 

questions on a number of surveys find the elderly very worried 

that they will not be able to get quality-of-life treatments, such 

as hip or knee replacements, under the Obama program. 

Others worry that the program will encourage them to give up 

when facing serious illness to minimize government costs 

(Table 1). 

 

 Table 1: Kaiser Health Tracking Poll (January 2010)  

 
 Source: Kaiser Health Tracking Poll (January 2010) 

Elderly Americans seemingly turned out to fight the 

Obama health plan, and President Obama told them they 

have nothing to worry about. While claims about 

euthanasia and "death panels" were over the top, senior 

fears exposed a fundamental truth about the Obama 

approach: namely, once health care is implemented 

rationing of care is inevitable, and those who have lived 

the longest will find their care the most restricted. Far 

from being a scare tactic, this is a logical conclusion 

based on experience and common-sense. Once health care 

is a "free good" that government pays for, demand will 

rise as well. When the public finally reaches its taxing 

limit, health care providers will have to limit care in order 

to restrain spending and break even. In other words, care 

will be rationed. Obama's response is that private 

insurance companies already ration services by limiting 

which treatments are covered and which are not.  

 For knowledge of the efficacy, strengths, and 

limitations of national health care, much can be learned 

from the systems implemented in other countries. 

Virtually every European government with "universal" 

health care restricts access in one way or another to 

control costs. The British system is most restrictive, using 

a formula known as "quality-adjusted life years" 

(QALYs), that determines who can receive what care. If a 

treatment is not deemed to be cost-effective for specific 

populations, particularly the elderly, the National Health 

Service simply does not pay for it. Even France, which 

has a mix of public and private medicine, strictly controls 

the use of specialists and the introduction of new medical 

technologies such as CT scans and MRIs. Medicare 

already rations care by refusing, for example, to pay for 

virtual colonoscopies, and has payment policies or 

directives to restrict the use of certain cancer drugs, 

diagnostic tools, asthma medications and many others. 

Seniors routinely buy supplemental insurance (Medigap) 

to patch Medicare's holes. This is not trivial as a 

substantial portion of Medicare spending is incurred in the 

last six months of life [8].  

 This study aimed to explore the interaction of the 

3Ds in the proposed reform for uninsured adults in a 

multi-illness condition and those aged 65+. The research 

question is: What is the best interaction situation for 

uninsured individuals with multi-illness and those age 

65+ regarding the three dimensions of security/stability, 

quality/affordability, and funding. 

 

II. METHODOLOGY 

 

A. Decision Trees 

 

A decision tree is an essential element of decision 

analysis under uncertainty [9-11]. Conventional decision 

trees do not completely represent “the real world since 

they cannot investigate problems that are cyclic in nature” 

[10].  As a result and for enhancing decision making, 

researchers have developed methodologies, via Markov 

processes, allowing for the examination of cyclic 

diseases. Recently, stochastic trees as a technique has 
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been developed for solving continuous-time Markov cyclic 

trees by Hazen [12-14]. Hazen’s approach enables “state-time 

to be modeled as a range of stay where subject-or-patient’s 

health state transitions can occur at any time; it can in addition 

contain quality of patient’s life and patients’ preferences 

regarding intervention risk”; Hazen [13].  Hazen’s Stochastic 

Tree measures treatment outcome, such as Cost or Quality-

Adjusted Life Years (QALYs) of health gain to an individual 

facing recurrent disease when he/she is under a 

treatment/medication. Hazen’s model was developed as a 

technique for solving continuous-time Markov cycle trees. 

This stochastic tree uses recursive (rollback) evaluation of 

outcome function; this is a computation of an expected 

outcome measure use iterative technique similar to the 

technique of value iteration in the Dynamic Programming [13, 

14]. Rollback computation has defined as: a predetermined 

sequence of health status yi and duration ti   where it is 

understood that status y1 is first occupied for duration t1, 

followed by a status y2 for duration t2, and so on.  The 

recursive equation, defines a utility function u(y) over the 

subject health status transition and history [14]:    

B. Computing Expected Utility  

 

If there is a net of nodes (health status) on which a 

subject will move through until he/she has death; such a net 

can be represented by stochastic tree model equivalence to 

Hazen’s model (1998-2002) [14].  

Effectively, the model in this study, utilized simulation; 

it describes the interaction among the HCR plan’s dimensions 

(The three dimensions have been displayed by the White 

House website to explain the Healthcare Reform Plan: 
www.whitehouse.gov/assets/documents/obama_plan_card.PDF  

The three dimensions (3Ds) had been used by the 

researchers as in the following:  

 Stability/Security renamed as d1 to represent the Risk of 

No Health-Insurance, 0 < d1 ≤ 1.  

 Quality-Affordability renamed as d1 to represent “If you 

don’t have insurance:  Quality, Affordable Choices for All 

Americans”, 0 < d2 ≤ 1 

 Percent Added Funding (d3); which represents funding 

arguments, 1 ≤ d3 ≤ 2  

 

This study model is analogues to Hazen model (1998-

2003) [14]. Hazen model, computes the expected quality 

adjusted life years (QALY); this analogy is to compute the 

expected QALY within which an individual will have a value 

adjusted to the healthcare d1, d2, and d3. The adjustment will 

be attuned to three interacting healthcare dimensions. The 

QALY values will be greater or equal to zero. The higher 

value of QALY the better outcome and the longer life within 

which the subject gains the better 3Ds interaction; his/her life 

is computed under a situation of the HCR dimensions 

interrelations.  

 

 

        is the Hazen’s model. 

q(y) is subject’s health quality to each small interval dk spent 

in status y, 1≤ q ≤ 0. Alpha (α) is subject’s risk assessment 

factor (under the simulation), -1≤ α ≤ 1.  The expression 

e-*k represents the subject tendency to face the risk of 

intervention at specific time: if alpha is positive, then the 

subject is risk averse at status y, whereas if alpha is 

negative, the subject is risk seeking. If alpha equals to 

zero, the subject is risk neutral; and also “alpha may be 

interpreted as a discount rate of the associated cost of 

staying in status y” [13, 14]. The λ  is the time rate to be 

in health status y.   

 

 

      

     is the analogues of 

Hazen’s. The internal part of the formula models the 

subjects’ status under the interaction of d1 and d3 in the 

healthcare system: 

  ))((
0

*)3/1(




t

kdd dkeyq   

   Once this value reaches zero a death has occurred.  

The Alpha () parameter in Hazen’s model   was replaced 

with (d1/d3). The two factors: d1 and d3 interact together 

so that the funding constant, d3, controls the risk of no 

insurance, d1, for the subject who receives healthcare 

benefits, (e.g. d1 may be 0.40 risk of no health insurance, 

and d3 may be 1.20; which represents 0.20 of an added 

finance to the healthcare budget to reduce d1 to 0.33).   

  

The second part of the formula:
 dted td *)2*(*)2*(    

    

It represents the amount of time spent at health 

status (y) with rate λ, under specific (d2) 

quality/affordability benefits. The λ in Hazen’s model   

was replaced with (λ*d2). λ and d2 are the factors that give 

rise to greater  length of stay in a health status y, 0 ≤ λ ≤1 

and 0 ≤ d2 ≤1.  Higher values of d2 indicate greater levels 

of “added quality/affordability”. At a specific health 

status y, the greater value of λ indicates the higher rate of 

y under specific quality/affordability benefits generated 

by healthcare resources, such as hospital. The 

quality/affordability dimension, d2, interacts with λ for the 

sake of the subject who receives healthcare services. 

 

 

Figure 1: Stochastic Tree, to simulate the interaction 

among the three dimensions of the Healthcare Reform 

Plan 
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At each node, the tree computes QALY, which is u; the 

root node “Well” will have the summed QALY of all the tree 

nodes. Transition from node to node is by continuous rate 0≤ 

λi≤1; or by chance, p, 0≤ pi≤1. The next three formulas are 

node-based formulas (a node means a health state); used to 

evaluate the expected value of QALY at each node until the 

QALY values stabilized (Semi-Monrovian chain); if stabilize 

after a number of rolling back computations; then the tree’s 

root  will contain the final QALY in the Hazen model.        

 

 

 

 

 

 

 

 

 

 

Hence: u(node y) means the QALY at node y; E[u(node 

g)] means the expected QALY;  and q(y) means quality of life 

at health status y, 0<q(y)≤1. (d1/d3+λ*d2)>0; and λ=sum(λi). 

The first formula used for node branching with rates (λi); the 

second for node branching with probabilities (pi).   

 

C. Simulation - Matlab Code 

 
SubjectQ = 1.0;   % Normal Health Quality of a Subject 

ChronicIllnessQ = 1.0;  % Health Status Chronic illness   

OtherillnessP = 1.0; % Health Status under Other illness 

d1s = 0:.1:1;       % Subject Risk of No Insurance 

FUND = [1.2 1.4 1.8]; 

d2 = .50;     % Quality/Affordability 

deathR1 = .01;  %death rate as illness 

deathR2 = .03;  %death rate as other 

p1 = .25;  % Chronic illness probability 

p2 = .50;   % probability of death 

lambda1 = 1.0;   %Rate level 

lambda2 = deathR1 + deathR2; 

lambda3 = deathR1 + deathR2; 

lambda4 = 1.0; 

Well = 0; IllnessA = 0;  IllnessB = 0;  

IllnessC = 0; IllnessD = 0;  ChronicIllnessQ = 0; 

for iii = 1:length(FUND) 

d3 = 1/FUND(iii); 

for ii = 1:length(d1s) 

d1 = d1s(ii); 

for i = 2:100 

IllnessD(i) = (otherillnessP + 

(lambda3*d2*0+lambda4*d2*ChronicIllnessQ(i-1)))/ 

((d1*d3)+(d2*(lambda3+lambda4))); 

IllnessC(i) = (otherillnessP + 

(lambda2*d2*0+lambda4*d2*ChronicIllnessQ(i-1)))/ 

((d1*d3)+(d2*(lambda2+lambda4))); 

ChronicIllnessQ(i) = (ChronicIllnessQ+(p2*0+(1-p2)*IllnessD(i-1)));  
IllnessB(i) = 1*IllnessC(i-1); 

IllnessA(i) = otherillnessP + (p1*ChronicIllnessQ + (1-p1) * IllnessB(i-1)); 

Well(i) = (SubjectQ*(lambda2*d2*0+lambda1*d2*IllnessA(i-1)))/ ((d1*d3)+ 

(d2*(lambda2+lambda1))); 

end 

dWell = diff(Well); 

stablepoint = (find(dWell==0)); 

stablepoints = stablepoint(find(stablepoint>5)); 

QALY(ii) = Well(min(stablepoints)+1); 

end 

QALYfinal(:,iii) = QALY; 

end 

III. RESULTS   

 

Results show that the primary concern reflected 

pertains to funding for the health care reform; however, 

increased stability and security were discussed as 

favorable qualities.  
 

 

Figure 2: More quality/affordability has no increase effect 

after the 20% limit. 

 

 
Figure 3: Zero risk of “no security and stability maximize 

QALY. 

 
Figure 4: The interaction among the 3Ds - The QALY 

value at (d1=0.01, d2=0.01) represents the highest QALY; 

at which the subject has about zero value risk of “no 

security and stability”, and has about zero “quality 

/affordability”. This is logic: if he/she is 100% 

covered/insured under (d1); then he/she does not need any 

choices under (d2) “Quality/Affordability”.  
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Table 2: Averages of QALY on d1 vs. d3, at d2 set to 50% 

 
Adaptive Fund Ctrl (d3) 

Risk of No 

Security/Stability  

(20%) 

Increase 

(50%) 

Increase 

(80%) 

Increase 

d1 = 0-to-20%    3.9 4.0 4.2 

d1 > 20% 1.4 1.5 1.8 

Note: Each cell value includes the average of QALY in Years 

  

IV. DISCUSSION 

 

For those subjects on multi disease such as the situation 

among the 65+ groups or obese groups with several chronic 

illnesses, this work simulated the expected utility related to the 

Health Care Reform dimensions interaction. 

Table 2 shows that adding funding for 20%, given that 

the risk of no security stability is within (0-to-20%) is the 

more reasonable situation; it has not significant difference 

(p<.05) comparing to the other d3 status at the same level of d1 

“the same row cells”.   

The importance of Hazen’s Stochastic Tree was 

mentioned in the technical report, by Professor Keefer et al 

[15]. Keefer stated that the work of Hazen, stochastic trees, “is 

one of applications that presented significant advancement in 

decision analysis methodological tools” [15].   

This study will further the work of government in the 

community due to the focus on public health and strategic 

planning required to maintain affordable, accessible healthcare 

in USA.  

The federal government needs to develop an effective 

plan to address reform funding to appease Americans 

concerns. Better health care policies will increase the number 

of Americans with health insurance and improve overall 

public health in the U.S.  

V. CONCLUSION  

 

For those subjects on multi disease such as the situation 

among the 65+ groups or obese groups with several chronic 

illnesses, this work simulated the expected utility related to the 

Health Care Reform dimensions interaction. At quality/ 

affordability of (20-50%), the simulation showed that adding 

more funding within the third dimension for (20%), given that 

the risk of no security/stability is within (0-to-20%) is the 

more reasonable situation. Better health care policies will 

increase the number of Americans with health insurance and 

improve overall public health in the U.S. 
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Abstract - Serious game and virtual-based environments have 
recently been used in business contexts to promote training of 
business related competences as is the case of business 
process modeling. Due to its characteristics modern BPM 
methods rely heavily on computers, since they are used as a 
tool for model, simulate and analyze a process and its effects 
on the organizations. Several authors argue that these 
approaches offer several limitations with respect to the 
modeling processes namely, they typically offer a low degree 
of collaboration between users, the simulations are simplistic 
and do not take into account the possible interaction of users 
during the simulation process and the interfaces are many 
time complex and abstract requiring an extensive training in 
order to use those tools. Serious games and virtual 
environments are mentioned as a promising approach for 
teaching and simulating BPM since due to their 
characteristics they can solve or minimize many of those 
limitations. In this paper we describe a serious game named 
ImPROVE for teaching business process modeling in a real-
world context, the Manchester triage system. The simulation 
layer of the game was based on Time-based Activity-based 
Costing which also provides feedback information related to 
costing of activities in a business process.  

 

Keywords: business process modeling, Time-based Activity-
based Costing, Simulation, Serious Games 

 

1 Introduction 
  Simulation is the process of designing a model of 

a real or imagined system and conducting experiments with 
that model. The purpose of simulation experiments is to 
understand the behavior of the system or evaluate strategies 
for operation of the system (Smith, 2009). Enterprises design 
and implement systems to fulfill certain functions. What 
often becomes a challenge is to identify the complex 
interactions and interfaces between different organization 
functions and the roles and responsibilities of the various 
stakeholders involved. Business Process Modeling is an 
important part of understanding and restructuring the 
activities and information a typical enterprise uses to achieve 
its business goals. It is also a powerful method used for 
better understanding business concerns and communication 
between stakeholders, allowing that every interested part is 

actively involved in these activities. Modeling and 
simulation are tools and methods that are widely used in 
enterprise engineering/organizational study where these are 
considered effective, efficient and economical for 
organizational analysis and design (Barjis & Verbraeck, 
2010). 

Games and game-like tools have been chosen as the 
means of information spreading and training for various 
reasons. Some of these include the visually impressive 
outlook, apparent easiness of the game user interface 
compared to conventional software, the way younger 
generations have been accustomed to the playing of games, 
and entertaining aspects of the gaming and the attractiveness 
of the gaming (Beck, 2004) (Prensky, 2001). The use of 
serious games in business contexts has grown dramatically 
over the last fourth decades and it has been reported that 
they provide three main benefits in promoting organizational 
learning, namely: (i) to orient and train new employees; (ii) 
to select current managers or future managers; and (iii) for 
ongoing management training (A.J. Faria, 2009).  

In serious games human actors are the active 
decision makers whose actions will affect the future state of 
the simulation run. This active role of human players 
separates simulation games from pure simulations (Martin, 
2000). Pure simulations use static rules to calculate the 
outcome of the situation. Human players are unpredictable 
therefore they might choose to do things that extend the 
possibilities taken into account by the original designer. This 
is one of the central problems with which modeling and 
simulation tools still debate nowadays. There is a 
considerable gap between the model of a sub-set of the 
reality, the model a current simulation tool support and the 
ability to view the results of simulating such a model in the 
real-world. 

In this paper we argue that using serious games and 
their specific characteristics for modeling and simulating 
business processes could help bridge these existing gaps and 
therefore promote suitable tools both for promoting 
organizational learning as well as organizational change. For 
that purpose a serious game based on modeling and 
simulation Time-Driven Activity-Based Costing (TDABC) 
processes was developed and applied to a hospital 
emergency unit case study.  

This paper begins with an overview of the current 
developments of serious games (section 2), namely their 
advantages and current use in educational contexts and some 
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examples of how they have been applied in business process 
modeling contexts. This is followed (section 3) by a brief 
description of the TDABC methodology and the advantages 
that serious games could provide when applying this 
methodology. Next (section 4), a detailed description of the 
ImPROVE game is provided. This game was developed in 
the context of a master class lecture and inspired by a real-
world case, namely the current triage system of a Portuguese 
hospital emergency unit. Finally (section 5) conclusions are 
drawn pointing to the future scope for development that lies 
ahead in the vast and interesting field. 

 
2 Serious Games and M&S 

Serious game and virtual-based environments are an 
important response from the education technologist to the 
"digital natives" (Squire, 2005), a generation of students who 
were raised on interactive games and expect the same kind 
of interactive experiences from their education media. 
Indeed, it may possibly be wrong to call the use of serious 
games in education a novelty, since by nature young children 
begin to learn through games at their earliest years (Rieber, 
1996). 

Due to their characteristics, games can introduce 
clear advantages in supporting complex learning processes 
and knowledge transfer. Through games it is possible to 
simulate environments and systems allowing learners to 
experience situations that are impossible in the real world for 
reasons of safety, cost and time (Corti, 2007) (Jenkins, 
2004). 

Games and virtual simulations are often referred in 
the literature as experiential exercises (Gredler, 1994) in 
which people “learn by doing” avoiding “mimicry 
learning” (Turkle, 1984). They in fact increase greatly the 
learning outcomes since they easily change our mood 
towards the learning of specific topics (McGonigal, 2012). 
As Savill-Smith argue (Savill-Smith, 2004), games can 
support the development of a number of different 
competences such as: analytical and spatial skills, strategic 
skills and insight learning, recollection capabilities, 
psychomotor skills, visual selective attention, showing 
promising results when compared to traditional methods 
(Szezurek, 1982) (VanSickle, 1986) (Randel, 1992) (Van 
Eck, 2006). 

The use of games in an education context is not a 
distant concept, they were adopted long time ago by 
organizations in a wide range of sectors, nowadays no pilot 
will ever pilot an airplane without an intensive training using 
simulation and games, no power plant manager will ever run 
a nuclear plant without an intensive training using simulation 
and games (Aldrich, 2004). We can thus conclude that, the 
organization that cares most about the training use 
simulations and games to do their training and to support 
some of their day-to-day processes.  

The field of business is not an exception in the 
permeation to this kind of approach, the first business game 
widely recognized, ‘Top Management Decision Simulation’, 
was created in 1956 by the American Management 

Association. Since then, a great number of different business 
games have been developed (Carroll, 1954) (Faria, 2004) 
and used in management training by different business 
schools, faculties and professional associations all over the 
world (Walters, 1997) (Chang, 2003) (Sánchez Franco, 
2009). Nowadays these games are seen as a useful tool to 
learn how to manage firms and to explore new strategic 
opportunities (Jensen, 2003). 

Several authors referred that the most important 
advantages of applying games in a business context, are the 
immediate feedback, active participation of students, 
learning from the experience, observation of the key factors 
in an on-the-job situation, preparation for the uncertainty of 
business, and the high motivation to learn created by the 
competitive environment (Fu, 2009) (Gilgeous, 1996) 
(Zantow, 2005). 

An activity that would benefit substantially by the 
introduction of these approaches is the Business Process 
Modeling (BPM). Due to its characteristics modern BPM 
methods rely heavily on computers, since they are used as a 
tool for model, simulate and analyze a process and its effects 
on the organizations (Tapani, 2008). A wide range of 
process modeling grammars (also called notation and 
technics) were proposed during recent years (Rosemann, 
2006), generally they are composed by two dimension 
representation making use of shapes like circles, squares, 
rectangles. The authoring of such schemes is generally 
supported by process modeling tool suites (Hill, 1990), that 
provide a graphical model editor and sometimes some 
complementary functionality regarding simulation, bug 
detection, reporting and analysis (Recker, 2006). 

Several authors argue that these approaches offer 
several limitations with respect to the modeling processes, 
they typically offer a low degree of collaboration between 
users, the simulations are simplistic and do not take into 
account the possible interaction of users during the 
simulation process and the interfaces are many time complex 
and abstract requiring an extensive training in order to use 
those tools (West, 2010). Serious-games and virtual 
environments are mentioned as a promising approach for 
teaching and simulating BPM since due to their 
characteristics they can solve or minimize many of those 
limitations.  

Towards meeting these objectives, a large number 
of three-dimensional approaches for the representation of the 
process models have recently been suggested (Brown, 2009) 
(Streit, 2005). More than merely providing a modulation and 
simulation tool, these environments put humans as active 
decision makers, conditioning their actions states of the 
simulation runs, thus differing from the traditional tools. Due 
to their superior collaboration capabilities, games and virtual 
environments can enhance the process of distance 
collaborative process modeling allowing both analyst and 
domain experts to collaborate in the some modulation 
process (Frederiks, 2006). 

Perhaps the most well known reference in this field 
is IBM INNOV8, which as IBM states made a major impact 
on business games. INNOV8 is a tri-dimensional serious-

134 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  |



game that virtually simulates a business environment where 
the player assumes the role of a project manager with the 
goal of through his analysis over the several companies’ 
internal business processes construct a more efficient 
company. The game focused on the introduction of BPM 
therefore the players do not need any prior knowledge of 
BPM methodologies to use INNOV8.  

This game has been used for a few years in 
corporate and university environments allowing users to 
uncover process challenges and simulate real world bussing 
solution with clear benefits comparing to more traditional 
tools (Lapp, 2007). 

 
3 Time-Driven Activity-Based Costing 

(TDABC) 
 

Time-Driver Activity Based Costing is a costing 
methodology (Kaplan & Anderson, 2003). that aims at 
solving some of the problems of the traditional Activity-
Based Costing, in which costs were calculated based on the 
assignment of resource expenses to activities that were 
verified through interviews and surveys. Although this is 
effective for small processes, it becomes inefficient and not 
at all accurate for more complex processes. To address this 
issue TDABC only requires two parameters: The unit cost of 
a resource (e.g. Logistics Department), that can be calculated 
from the total expenses related to that particular resource 
divided by its capacity (normally expressed in time), and the 
time needed to execute a particular task. With these two 
values we can know the cost of a particular activity simply 
by multiplying the time taken by the unit cost. Furthermore 
we define processes as a composition of activities.  

Another ABC problem that TDABC aims to solve 
is that each time there is a small change or variation to an 
activity, there is the need for creating a new activity, for 
example standard packaging and hazardous packaging would 
result in two completely different activities, with TDABC 
we could have the same activity “packaging”, but with 
different times whether it’s a standard or a hazardous one. 
This greatly reduces the complexity of the processes since 
we can express all conditions in a single activity. TDABC 
also has the advantage of being able to give information 
about its own accuracy as well as help identifying waste, by 
comparing the calculated capacity of a given resource vs. the 
actual used capacity in a given period. 

The TDABC methodology is used to analyze the 
costs resultant of a set of activities or of a process, but it can 
be used not only to see what was the cost of those processes 
but also to do what-if analysis, based on historical data. For 
instance it is possible with TDABC to see what would be the 
result of removing/adding an activity, or reducing/increasing 
the time it takes. On top of this TDABC also gives the 
ability to generate custom reports, to evaluate costs based on 
clients, departments, areas, etc. and to drill-down in order to 
identify the causes of waste. 

Allying a game environment with TDABC is a 
breakthrough approach that has three major advantages: 

1. What-if Scenarios – Using a simulation environment it 
becomes easier to do an impact analysis based on 
historical data, since it becomes possible to do 
adjustments to the various components of the model, 
using visually appealing elements, and get real time 
feedback, instead of being mandatory to change the 
whole model and then reapplying it to the data. Also, 
it becomes easier to simulate local changes, without 
having to contemplate the whole model. 

2. Definition of Processes\Activities\Time Equations – A 
problem very common in the conventional 
implementation of an application that uses the 
TDABC methodology, is that the definition of all 
elements must be done using spreadsheets, tables or 
even by manually defining the time-equations. 
Obviously a process analyst is more used with 
Business Process Modeling Notations than with these 
methods. With a simulation it would be possible to 
ally a familiar concept like BPMN, and at the same 
time give some assistance to the user by asking for 
needed values or warning for inconsistency. On 
another perspective a simulation would help teaching 
the steps to define a model. 

3. Reaching all stakeholders – Another aspect of a 
simulation would be to help presenting results or to 
show the importance of certain data to both 
management and operational levels. For management 
it is always easier to make decisions based not only 
on ideas, but on real numbers as well. For operational 
level some decisions or changes are normally better 
accepted if their future impacts and advantages are 
shown. All these data would be possible to show 
using a simulation. Also regarding reaching 
stakeholders, this simulation/game could create a 
common ground on a company motivating every 
employee to the importance of an accurate definition 
of processes and activities and company’s global 
objectives. 

 
4 ImPROVE: A Serious Game Based on 

TDABC 
ImPROVE is a 3D serious game developed using 

the Unity3D game engine and it was based on a real-world 
example, specifically the implementation of the Manchester 
triage system (Machester Triage Group, 2005) on a 
Portuguese Emergency unit hospital. Nowadays, triage is 
applied in various healthcare settings such as in mass 
casualty incidents, the intensive care unit, and emergency 
departments. Triage systems tend to rely on three different 
healthcare values. First, they intent to protect endangered 
human lives and human health. These systems therefore 
prioritize patients with urgent care need to treatment while 
less severely ill or injured patients can safely wait. However, 
in case several patients have to wait for life-saving 
interventions because one patient needs too many resources, 
the latter patient will not be treated first. This situation is 
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related to the second healthcare value, efficient use of 
resources. Because healthcare resources are scarce, these 
resources will be allocated to the patients in greatest need 
and with the largest probability of survival. The third and 
final value on which triage systems rely is fairness and refers 
to the use of established guidelines for allocating resources 
to patients. With these guidelines, decisions are made on the 
basis of standards instead of personal preferences. 

In this context the ImPROVE game provides a 
player with the ability to model the business process 
underlying the hospital emergency unit and check its impacts 
on healthcare values and hospital costs using the simulation 
features. The game main screen presents the player with a 
3D representation of a set of swim lanes (Figure 1), each one 
visually distinguishing responsible for sub-processes of the 
emergency unit business process. The dimensions and 
number of swim lanes are setup either on a xml file or they 
can also be easily changed in the unity3D Editor. A simple 
graphical user interface (GUI) was also developed in order 
to manage the creation of business process primitives 
(Figure 1), namely activity, decision points, start and finish. 
The main goal of ImPROVE is to assist and enhance 
business process modeling and simulation activities in order 
to provide two main benefits, promote organizational 
learning and organizational change. In this sense, the set of 
activities that can be used are pre-defined which clearly 
described the range of possible activities involved or 
otherwise done by people in the real-world setting. 
Therefore, when the player is building a business process 
feedback is provided in order to guide the player and also to 
prevent designing impossible sequence of activities and or 
decision points. Providing real-time feedback while 
modeling and or simulating a business process represents an 
important improvement comparing to current tools. This not 
also motivates the player as it also gives information to the 
player important for decision-making. In this manner, this 
knowledge could then be more easily transform in explicit 
knowledge and used successfully in the real world when 
executing similar activities. 

 

[1]  

[2]  

Figure 1 – Swim lane representation [1]. – Business process 
primitives: start, finish, decision point and activity [2] 

While the player is building the business process 
the layer responsible for checking its validity and simulation 
is automatically creating the time equations for calculating 
the cost according to the TDABC methodology. For this 
methodology considerations of time are very important, 
therefore the player has the ability to setup each activity 
duration and cost driver in real-time by accessing a context 
GUI. The relationships between business process primitives 
are manually created by the player by pressing a specific 
swim lane element and choosing the appropriate link. 

Once the business process model is finished the 
player has the ability to test its impact by simulating it. This 
operation will provide the player with visual information 
regarding patient health, waiting time and associated costs. 
These values are the most important for the final score of the 
game, therefore it given the possibility for the player to test 
the final model and respective setup information three times 
before he/she submits the final model. In each of the 
intermediate simulations the player can also have access to 
relevant information related to the current business process 
being simulated. 

The business process model was developed on a 
separate unity3D scene in order to be easily integrated in a 
different context. Ultimately, an adventure game can be built 
around this base context and modeling and simulating a 
business process can be just one of the many activities of the 
game. Therefore, the use of serious games in a company 
could, for example, serve as tool to create a better 
understanding of the prevailing organizational culture 
(represented on the adventure part of the game, with 
characters, etc), structure, and processes to access the risks, 
chances, and necessities of organizational change. 

 

[3]  
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[4]  

Figure 2 – Interaction with primitives [3]. Emergency unit 
business process [4] 

 
5 Conclusions 
 The potential of Serious Games and Virtual-based 
environments to promote training has already been recognized 
and put into practice in several application areas, as is the case 
of a wide range of military sectors, aviation, healthcare, and 
the energy sector. This potential has also been recognized in 
business contexts where several simulations and games have 
been developed in the last decades. As described previously, 
several authors referred that the most important advantages of 
applying games in a business context, are the immediate 
feedback, active participation of students, learning from the 
experience, observation of the key factors in an on-the-job 
situation, preparation for the uncertainty of business, and the 
high motivation to learn created by the competitive 
environment. These particular advantages could greatly 
benefit the activity concerning business process modeling 
because although there are a lot of tools that support this 
activity there is still a considerable gap regarding the ability to 
do bug detection, reporting and analysis. Due to these 
constraints, business process modeling methods are still 
nowadays based on research design and best practices. Serious 
games could help bridge this gap. In this paper an example of 
how this could be accomplished was presented. The 
ImPROVE serious game allows the player to model a business 
process and visually receive real-time feedback of the impacts 
of implementing that particular business process in a business 
context, which in the presented example was the emergency 
unity of a Portuguese hospital. The ability to receive real-time 
feedback as well as visually witness the impacts of making 
certain decision (e.g. deciding on a particular sequence of 
activities or using certain resources) brings the activity of 
modeling business processes closer to the real world therefore, 
to the on-job situations. This also promotes the transformation 
of tacit knowledge into explicit knowledge representing a 
shorten period between learning a competence and being able 
to apply it on a concrete or similar situation. Finally, although 
several advantages have been pointed out, there is still a lot of 
space for improvements, namely adding multiplayer support 
and collaborative tools could greatly increase knowledge 
transfer through socialization and promote collaboration 
between employees.  
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Abstract - The EVCF (Event-Driven Condition Free) 
algorithm is a differential simulation algorithm that is capable 
of simulating virtually any type of circuit. In this paper we 
extend the EVCF algorithm to the Unit-Delay model, which 
allows for the detection of both static and dynamic hazards in 
a circuit. The Unit-Delay EVCF algorithm is fast, more than 
four times faster than conventional unit-delay simulation, and 
has an extremely small simulation core of around 2,000 bytes. 
It is suitable for use in debugging commercial-grade circuits. 
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1 Introduction 
 Event driven logic simulation has been the subject of 
much research[1]. A variety of logic models and delay 
models have been studied[2]. There have been several 
improvements in performance based on two different 
approaches. Internally, a logic simulator consists of 
scheduling algorithms and gate simulation algorithms. One 
approach to improving performance is to improve the 
scheduling algorithms [3,4,5]. The other approach is to 
improve gate-simulation speed [6,7]. Differential simulators 
do both. They focus on improving scheduling speed by 
improving the efficiency of event propagation and they 
eliminate much if not all of the gate-simulation code. [7]. 
 The Event-Driven-Condition-Free (EVCF) logic-
simulation algorithm [8] is intriguing in two respects. First, it 
operates in differential mode. Instead of computing the values 
of gate outputs, it computes differences between successive 
inputs to determine whether events propagate from gate 
inputs to gate outputs. In such a simulation, no net values are 
required, except at the primary inputs and primary outputs. 
This enables some peculiar optimizations. Because NOT and 
BUFFER gates always propagate events, they can be 
eliminated entirely from the simulation. AND, OR, NAND, 
and NOR gates all appear identical during the simulation, 
permitting gates to be combined in unusual ways. 
 The second intriguing aspect of the EVCF algorithm is 
that it relies entirely on metamorphic code for implementing 
internal states. Except for processing the primary inputs and 
testing for termination, the code contains no conditional 
branches and no loops. The code is peculiar looking, and 
extremely compact. The EVCF algorithm is capable of 
simulating virtually any circuit using a simulation core of 

around 1,500 bytes. In addition, the EVCF algorithm is many 
times faster than conventional simulation. 
 The major drawback of the EVCF algorithm is that it is 
a zero-delay algorithm. Run-time queues are complicated, 
because the circuit must be levelized during simulation to 
avoid simulating a gate before its inputs have been computed. 
Hazards can neither be detected nor reported because each 
gate is simulated only once. This means that potential 
instabilities in the circuit can go undetected. Cyclic circuits 
cannot be handled properly for the same reason. 
 In the following we show that the EVCF algorithm can 
be adapted to handle the unit-delay model in which each gate 
has an implicit delay of one. This is sufficient to detect 
hazards and oscillations in a circuit, and it provides a basis 
upon which an even more accurate timing simulation can be 
built. 

2 Event Handling 
 The unit-delay EVCF algorithm has two types of 
structures, event structures which represent one fanout branch 
of a net, and gate structures which represent gates. A net is 
represented as a linked-list of events, one for each fanout 
branch. Primary outputs have an additional fanout branch that 
is used to compute the value of the output. Figure 1 shows the 
details of the event structure. The Next and Prev fields are 
used to create a doubly-linked list of events. (Double links 
are used to facilitate event cancellation.) The Routine field 
points to the processing routine for the event. The Gate field 
points to the gate-structure of the fanout branch or the value 
of the net for primary output branches. 
 Figure 2 shows the representation of a net. This linked-
list of structures is added and removed from the event queue 
as a unit. When an event occurs, the entire list is added to the 
event queue, and when an event is canceled, the entire list is 
removed from the queue. 
 The Routine field of the event structure points to one of 
four routines. These routines are accessed using a computed 
go-to. The four routines are shown in Figure 3. The code in 
Figure 3 uses the GCC extensions for handling pointers to 
labels and computed go-tos. EVUP and EVDN are used for 
AND, OR, NAND and NOR gates, while NOT is used for 
NOT, BUFFER, XOR, and XNOR gates. The MONITOR 
routine is used to compute the values of primary outputs. 
 In the routines of Figure 3, the variable shp points to the 
current event structure. The EVUP and EVDN routines 
alternate with one another by replacing the Routine pointer 
with each other’s addresses. After doing this, these routines 
load the Gate pointer and then branch to a routine contained 
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in the gate structure for further processing. The NOT routine 
skips the additional processing and goes immediately to the 
scheduling routine. 
 

 
Figure 1. An Event Structure. 

 

 
Figure 2. A Net Structure. 

 The MONITOR routine computes the new value of the 
gate by inverting the existing value. The MONITOR event 
structure will never be scheduled unless the value of the 
output changes. No additional events are scheduled by a 
MONITOR event, so the routine simply goes to the next 
event structure and begins executing it. 
 

EVUP: 
shp->Routine =&&EVDN; 
shp2 = shp->Gate; 
goto * shp2->Up; 

NOT: 
shp2 = shp->Gate; 
goto * shp2->Schedule; 

EVDN: 
shp->Routine =&&EVUP; 
shp2 = shp->Gate; 
goto * shp2->Down; 

MONITOR: 
shp->Gate =  
(struct Gshadow 
*)((long) 
(shp->Gate) ^ 1); 
shp = shp->Next; 
goto * shp->Routine; 

Figure 3. Event-Handling Routines. 

3 Gate Handling 
 The gate structure is shown in Figure 4. This structure is 
used by EVUP, EVDN, and NOT events. This structure will 
be scheduled as if it were an event, so the three important 
scheduling fields, Next, Prev, and Routine, are present in this 
structure. The Begin and End fields point to the linked lists of 
events that represent the output of the gate. This list of events 
will be scheduled if the output of the gate changes. The Up 
and Down fields contain pointers to processing routines. 
These routines are used by EVUP and EVDN events. The 
processing routines are used to recompute the state of the gate 
and to determine whether the output of the gate changes. If 
the output of the gate changes, these routines will schedule 
the gate using the Next and Prev fields of the gate structure. 
 The Schedule field points to the current scheduler of the 
gate. This alternates between the QUEUE and the DEQUEUE 
routines. The QUEUE routine adds the gate structure to the 

queue, while the DEQUEUE routine removes the gate 
structure from the queue, thus cancelling event propagation. 
 

 
Figure 4. The Gate Structure. 

 The state of an AND, OR, NAND or NOR gate is 
maintained by using several different UP and DOWN 
routines. Figure 5 gives a sample of these routines. As a 
practical matter, only a few routines are needed, because the 
number of inputs of an AND, OR, NAND, or NOR gate is 
limited by the underlying technology. 
 Note that each of the UP and DOWN routines  
schedules new UP and DOWN routines. (Except DN0 which 
should never be executed) Except for UP0 and DN1, the 
routines continue with the next event. Instead of going to the 
next event, the UP0 and DN1 routines execute the routine 
pointed to by the Schedule field of the gate. The pairs of 
routines, UPx/DNx,  represent the number of inputs of an 
AND, OR, NAND, or NOR gate that have the dominant 
value (x). The output of the gate changes when the dominant 
count goes from 0 to 1 (UP0 executes), or when the count 
goes from 1 to 0 (DN1 executes). In all other cases, the 
output of the gate does not change. 
 

UP0: 
shp2->Up = &&UP1; 
shp2->Down = &&DN1; 
goto * shp2->Schedule; 

UP1: 
shp2->Up = &&UP2; 
shp2->Down = &&DN2; 
shp = shp->Next; 
goto * shp->Routine; 

DN0: 
shp = shp->Next; 
goto * shp->Routine; 

DN1: 
shp2->Up = &&UP0; 
shp2->Down = &&DN0; 
goto * shp2->Schedule; 

UP2: 
shp2->Up = &&UP3; 
shp2->Down = &&DN3; 
shp = shp->Next; 
goto * shp->Routine; 

UP3: 
shp2->Up = &&UP4; 
shp2->Down = &&DN4; 
shp = shp->Next; 
goto * shp->Routine; 

DN2: 
shp2->Up = &&UP1; 
shp2->Down = &&DN1; 
shp = shp->Next; 
goto * shp->Routine; 

DN3: 
shp2->Up = &&UP2; 
shp2->Down = &&DN2; 
shp = shp->Next; 
goto * shp->Routine; 

Figure 5. Up and Down routines. 
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QUEUE: 
shp2->Next = &Trailer; 
shp2->Prev = Trailer.Prev; 
Trailer.Prev->Next = 
    (NSHADOW *)shp2; 
Trailer.Prev =  
     (NSHADOW *)shp2; 
shp2-
>Schedule=&&DEQUEUE; 
shp = shp->Next; 
goto * shp->Routine; 

DEQUEUE: 
shp2->Next->Prev = 
     shp2->Prev; 
shp2->Prev->Next = 
      shp2->Next; 
shp2->Schedule= 
     &&QUEUE; 
shp = shp->Next; 
 goto * shp->Routine; 

Figure 6. The QUEUE and DEQUEUE routines. 

 Figure 6 shows the QUEUE and DEQUEUE routines. 
The QUEUE routine takes the current gate structure, which is 
pointed to by the variable shp2, and adds it to the end of the 
queue. The variable Trailer points to the element that is 
currently at the end of the queue. This structure is a marker 
that must remain at the end of the queue, so gate structures 
must be inserted ahead of this element. The queue is 
initialized with a dummy element at the head of the queue, so 
the Trailer structure will always point back to a valid queue 
element. The first four statements of the QUEUE routine 
perform a standard double-link operation. Next, the QUEUE 
routine replaces its own address with the address of the 
DEQUEUE routine, and finally advances to the next event. 
The DEQUEUE routine is simpler than the QUEUE routine, 
because only the fields of the events remaining in the queue 
must be changed. The routine delinks the gate structure, 
replaces its own address with the address of the  QUEUE 
routine and advances to the next event. 

4 Event Scheduling 
 Event scheduling is done by the gate data structures 
once they have been placed in the event queue. These 
structures are not placed in the queue unless the output of the 
gate changes. Trailer events are used to mark time intervals 
and to terminate the queue. Figure 7 shows the general 
structure of the queue at different times. Queue state A occurs 
right after a new input vector has been read, and new events 
have been scheduled. This state will recurr many times 
throughout the course of the simulation. The Trailer event 
marks the end of the current simulation time unit and the Tail 
event marks the end of the queue. State B occurs after some 
events have been processed. These events will generally 
cause Gate structures to be scheduled. Since the gate 
processing belongs to the current time interval, the gates are 
inserted ahead of the Trailer event. 
 Queue state C shows the queue after all events have 
been processed and after some gates have been processed. 
Processing a gate will cause evens to be scheduled, but 
because these events belong to the next time interval, not to 
the current time interval, they are inserted after the Trailer 
event and ahead of the Tail event. Figure 8 shows the 

processing routine for the gate structures. All gate structures 
use the same processing routine. 
 

    
 

    
 

    
Figure 7. Queue States. 

 
FORWARD: 
   shp2 = (GSHADOW *)shp; 
   shp2->End->Next = &Tail; 
   shp2->Begin->Prev = 
Tail.Prev; 
   Tail.Prev->Next = shp2->Begin; 
   Tail.Prev = shp2->End; 
   shp2->Schedule = &&QUEUE; 
   shp = shp->Next; 
   goto * shp->Rtn; 

Figure 8. The Event Scheduling Routine. 

 The FORWARD routine of Figure 8 first adds events 
unconditionally to the queue. If the gate structure is in the 
queue, then the output of the gate has changed, and it is 
necessary to schedule events. The list of events is pointed to 
by the Begin and End fields of the gate structure. The routine 
then resets the corresponding gate structure so that it will 
queue the next event. 
 

TRAILER: 
putvec(ifile); 
if(shp->Next != &Tail) { 
   work = shp->Next; 
   shp->Next = &Tail; 
   shp->Prev = Tail.Prev; 
   Tail.Prev->Next = shp; 
   Tail.Prev = shp; 
   shp = work; 
} else { 
   shp = shp->Next; 
} 
goto * shp->Rtn; 

TAIL: 
   return; 

Figure 9. The Trailer and Tail Event Handlers 

 The trailer event is used to mark the boundaries between 
two consecutive units of simulated time. The first action of 
the Trailer event handler is to print an output vector 
containing the value of each primary output. Next, the event 
handler tests its Next pointer. If the next event is the Tail 
event, indicating that there are no events queued for the next 
time period, the trailer event processor simply continues with 
the next event, terminating the simulation of the current input 
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vector. However, if there are events queued for the next time 
period, the trailer event handler inserts itself at the end of 
these events. Figure 9 shows the code for the Trailer and Tail 
event handlers. 
 Apart from the code used to read input vectors and print 
output vectors, all code for the simulator appears in this 
paper. Needless to say, the simulation core is tiny compared 
to that of conventional simulators: around 2,000 bytes. 
 
 
5 Experimental Data 
 Figure 10 shows the experimental results for the unit 
delay EVCF algorithm. These results use the ISCAS-85 
benchmarks [9] which have become a de-facto standard for 
measuring the performance of simulation algorithms The 
simulations were performed on a dedicated 3.06 Ghz Xeon 
processor with 2GB of 233 Mhz memory. The results are in 
seconds of execution time for 5,000 input vectors. 
The unit-delay EVCF algorithm outperforms conventional 
unit-delay simulation by a factor of between 4 and 5 for most 
circuits. 
 

Circuit Conventional   EVCF Improvement 
C432   .528   .138  3.826 
C499  1.672   .344  4.860 
C880  1.752   .464  3.776 
C1355  3.988   .760  5.247 
C1908  4.092   .944  4.335 
C2670 13.226  3.180  4.159 
C3540  5.448  1.172  4.683 
C5315 24.302  5.076  4.788 
C6288 30.928 13.692  2.759 
C7552 25.440  5.108  4.980 

Figure 10. Experimental Results. 

 
6 Conclusions 
 The unit-delay EVCF algorithm is an unconventional 
algorithm that is extremely efficient both in terms of 
execution time and computer memory. By operating in 
differential mode it is able to realize an improvement of 4-5x 
over conventional unit-delay simulation. Because it uses 

metamorphic coding which is virtually devoid of loops and 
conditions, the simulation core is tiny, around 2,000 bytes. 
Despite the size of the simulation core, the unit-delay EVCF 
algorithm is able to simulate virtually any circuit, including 
the standard ISCAS-85 benchmark circuits. Unlike the zero-
delay EVCF algorithm, the unit-delay EVCF algorithm is 
able to detect both static and dynamic hazards, making it a 
useful tool for debugging commercial-grade designs. 
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Abstract—this publication will review a paper discussing 

programming language Analysis in Simulation modeling in 

health care. The paper reviewed showed that simulation 

modeling can become more attractive if done correctly.  The 

use of alternate programming languages or techniques such as 

variance reduction enhanced the simulation model greatly.  

With further research and improvement, flexible and accurate 

models that consume less and less time will be possible.    
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I. Introduction 

Simulation modeling and programming has become a 

vital tool in solving problems and in aiding in decision 

making.  Also realistic graphic simulation allows students to 

observe scientific, industrial, and brings reality into the 

classroom [1][2].  Due to the increased dependence on 

simulation modeling it is very important to validate these 

models.  Validating a model is defined by “substantiation that 

a computerized model within its domain of applicability 

possesses a satisfactory range of accuracy consistent with the 

intended application of the model” [3].  In order to do so, the 

model is evaluated until confidence is established in the 

models validity [4][5].  Also the programming of the 

simulation needs to be accurate and done in a timely fashion 

[6].  This, today, is more essential than ever in the world of 

simulation modeling as the need for a more flexible modeling  

is rising to adapt to the new complex problems in science 

which led to new techniques such as Bayesian simulation 

modeling using Win [7]  and stochastic , Monte Carlo 

simulation modeling  [8].  The research paper that is reviewed 

here addresses the topic and shows a study made to assess the 

Relationship between Computational Speed and Precision.   

II. Review of  A Programming language 

Analysis in  Simulation modleing in 

health care 

In this section we will review the paper of McEwan et al.[9] 

The research paper at hand is concerned with the use of 

simulation techniques in disease modeling.  Many models that 

were developed in this field are quite adequate and provide 

great results but some issues still offer challenges that need to 

be addressed.  Mainly the biggest concerns with these models 

are time consumption and precision.  For example, Markov 

models are adequate in simulation but require great 

computational effort.  On the other hand Monte Carlo 

simulation models have got issues in their accuracy.  To 

improve on the precision the paper recommends using 

variance reduction and evaluation of the number of simulation 

replications required.  In doing so, the research paper will 

study two common programming languages to point out pre-

specified differences in simulation output.    

 

For the purpose of this study, a model was made to 

evaluate the consequences of the introduction of new 

medications or therapies on a sample population of type 2 

diabetes.  The model uses fixed time increment stochastic 

simulation.   For its input, the model takes in certain 

information such as: age, ethnicity, sex, whether the patient 

smokes or not, how long has the patient been diagnosed with 

diabetes. It also takes into consideration modifiable risk 

factors such as: total cholesterol, weight and blood pressure.  

The model will output risk factors of micro vascular 

(retinopathy, neuropathy or nephropathy) and macro vascular 

(congestive heart failure) and costs associated with those.  In 

this study the model was used in two ways: mean input values 

that were applied through simulation replications and sampled 

input values.  In the sampled input values the risk factors were 

taken from means and maximum and minimum values.  The 

method in this research is basically to replace Visual basic 

applications program that was the original programming 

language for the model with C++ programming language and 

then test the differences.  A scenario was used in which a 

treatment is introduced and then the effect on it on a sample of 

1000 patients is studied along with running QALYs analysis to 

test effectiveness and cost effectiveness.  A span of 40 years 

was used for the model.  The quality-adjusted life year 

(QALY)s cumulative is going to be the estimator X.  Studying 

half the width of the confidence interval in the QALYs 

cumulative will be compared to a certain preset value of the 

number of simulation replications required.  The time required 

to achieve the calculation is measured by the use of a call to 

the system clock.  The time will be measured from start to 

tend of computations.  Also variance reduction was used to 

test its effect on calculation times.   
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The results in this research were as follows, a sample 

population of cohort 1000 patients was used in the model 

which requires 21 and 5653 replications for the mean and 

sampled input values respectively.  For the Visual Basic 

applications the time to process these replications was 3.0 and 

810.2 minutes.  For C++ the time was 0.04 and 8.9minutes.  

Also analyzing the 25 input parameters using standard one-

way sensitivity was done in 2 minutes using C++ while it took 

155 minutes to do so in Visual Basic Applications.  

Introducing antithetic varieties minimized the number of 

simulation replications required by 53%.  In general if 

applying 50 scenarios it would take C++ to finish them in 3.8 

hours while it would take Visual Basic Applications 14.5 days 

to perform the same calculations.   

 

The conclusion reached in this research paper is that 

Health models need not be time consuming and that 

calculation need not be a burden.  This was shown in the huge 

difference in time needed by two different programs 

addressing the same problem.   

 

The comparison made in this research paper is 

basically between two programming languages used to process 

data in the same model.  The results have shown that the same 

model can perform better and consume much less time if its 

core programming is changed.  This shows the superiority of 

one programming language over the other.  The question is, 

does it really validate the use of simulations in medical 

studies.  In the method used in this paper a comparison was 

made between 2 programming languages in a single model.  It 

might have been good if also a comparison between 2 different 

models was made.  It might be the case that there exists better 

models in whole that have both a good programming language 

and provide accurate data.  It would broaden the view of the 

issue if a listing of different models used and a comparison of 

the times consumed by each is shown in the research.  Also 

the research concludes that medial simulation models can be 

much faster and less burdensome.  That can’t be fully 

achieved by speeding up models.  A cost to benefit analysis 

must also accompany the research after faster models are 

made to show the justification of these models.  Also since 

these simulation programs will predict risk factors, statistics 

will need to show over time that the predictions were 

validated.   

 

    Factors such as age, sex, ethnicity and smoking status were 

used in the model since it’s the relevant factors to diabetes 2 

patients.  What if the illness was different and the number of 

factors was higher or smaller?  Would that affect the 

simulation model?  Also the sample population could vary and 

might have an effect on the results.  It would be of great 

benefit if other models with different factors and sample 

populations are also studied.   

III. Conclusions 

 

     In simulation modeling it is crucial that the validity of 

the model is verified.  It is also very important to critically 

analyze the programming language used and study the time 

spent in calculating results and the accuracy of those results.  

A continuous effort must be made to continually improve all 

these factors.  This will give simulation modeling a leading 

edge in comparison to other methods used in scientific 

research or decision making.  The paper reviewed showed that 

simulation modeling can become much more attractive if done 

correctly.  The use of alternate programming languages or 

techniques such as variance reduction enhanced the simulation 

model greatly.  With further research and improvement, 

flexible and accurate models that consume less and less time 

will be possible.     
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Abstract— In this paper we consider discrete spatially-
distributed systems that are designed to perform two main
functions: detection of a significant event and execution
of a response action. Under our approach, the system is
modeled as a dynamical network with embedded heteroge-
neous agents. Each agent is encoded as a multidimensional
string to represent its role in a network, the environmen-
tal domain in which it operates, and other case-specific
attributes. Agents are linked in the standby network that
represents the standby posture of the system. In response
to a significant event, the system dynamically creates an
operational network among agents of the standby network.
Agents are chosen according to their specifications, as
encoded in corresponding strings. The resulting dynamical
network model provides visualization and simulation capa-
bilities. The visualization capabilities are invoked to display
the architectural make-up of the system and to explore
its multidimensional agents. The simulation capabilities are
used to simulate the development of the operational network.
The utility of the modeling framework is demonstrated on an
example of the Canadian Arctic Search and Rescue system.

Keywords: dynamical networks, heterogeneous agents, generative
network automata

1. Introduction
Networks provide a natural way to represent discrete

distributed systems composed of many interconnected com-
ponents [1]. In general, each network node denotes a sys-
tem component and the links represent some relationships
between those components. Depending on the nature of
dynamics, all network models can be subdivided into three
broad categories:

1) Networks with rich functional/state dynamics, but
fixed structure (e.g. Random Boolean Networks [2]).

2) Networks with varying topology that can modify their
structure according to specified rules of attachment,
not coupled to functional/state dynamics (e.g. scale-
free networks [1].

3) Networks with coupled structural and functional dy-
namics. In these network models, structural changes
cause changes in network states, and vice versa. Most
real networks fall into this category [3].

The latter network models are of particular significance
to this study. In [3], these network models are referred

to as adaptive networks. Another commonly used term is
‘complex dynamical networks’ [4] or, simply, ‘complex
networks’ [5]. A distinctive feature of these network models
is the existence of a dynamical feedback loop between
network topologies and functional states of network nodes.

In this paper, we are concerned with systems that are
designed to perform two main functions: detection of a
significant event and execution of an appropriate response
action. Agents (or active players) in such systems are hetero-
geneous entities. They differ by their roles (specialization),
by environmental domains (realms) of their operation, and
also by other case-specific attributes. Pestov and Pilat argue
in [6] that such systems are better represented by dynamical
networks with embedded heterogeneous agents. As shown
in [6], the agent heterogeneity gives rise to an operational
network – a step-by-step representation of a response ac-
tion. The operational network develops dynamically, as new
links/shortcuts appear and disappear between agents that
become actively involved in the prosecution of the response.

Let us consider the Canadian Arctic Search and Rescue
(SAR) system [7]. In the SAR system, agents represent SAR
assets: Canadian Coast Guard (CCG) officers, teams of SAR
techs, Joint Rescue Coordination Centres (JRCCs), aircraft,
ships, and various information and communication systems.
These are highly specialized entities, trained or designed to
provide specific services, often in a specified environmental
domain. Unlike agents in social networks, heterogeneous
agents of the SAR system cannot easily re-train and replace
other agents. The agent specialization results in distinctive
patterns of system dynamics.

When a distress alert is detected and transmitted to a
responsible JRCC, the system mounts a SAR response. The
nature and size of the incident determine the choice of SAR
assets being called upon. One of the CCG officers on duty
is appointed as the Search Master. From now on, the Search
Master is responsible for the SAR response in question until
closure of the case. The Search Master takes necessary steps
to prosecute the response. These may include:

• verification of information about aircraft/vessel in dis-
tress;

• issuing notifications and updates;
• selecting and tasking agents to perform a certain task;
• coordination of rescue effort.

As a result, a new network develops between agents actively
involved in the response: new nodes join the network (e.g. a
vessel is charted to conduct rescue) and new links develop
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(e.g. between the Search Master and a search aircraft). In
[6], [7], this new network is termed the Operational network.
According to [6], [7], the Operational network is the most
important network in the system, as its measures serve as
performance characteristics for the entire system.

In this paper, the SARnet dynamical network model of
the Canadian Arctic SAR system [7] is used to demonstrate
visualization and simulation capabilities of the modeling
framework proposed by Pestov and Pilat in [6].

2. Modeling Framework
This section describes a modeling framework for repre-

sentation and analysis of discrete distributed heterogeneous
systems. We have developed this framework with two pur-
poses in mind: (1) to provide visualization capabilities that
can be used to represent system architecture and to explore
its heterogeneous agents; and (2) to support the development
of a simulation tool for automated generation of operational
networks in ‘what-if’ scenarios.

2.1 Agent Representation
Here, we follow Pestov and Pilat [6] in introducing five

classes of agents, depending on their role (specialization)
in the network, and six environmental domains (realms)
of their operation. Five agent classes are: sensor, router,
actor, database, and controller. Six realms are: maritime,
land, air, space, cyber, and cognitive. Sensor agents represent
the system surveillance capabilities. They sense, detect,
and gathered information. The role of routers consists of
distributing and directing the flow of information within the
system. Actors accomplish the bulk of tasks, associated with
a response action. Databases store information and make it
available to other agents. Controllers coordinate a response
and task other agents.

The agent classes differ with respect to how they access,
process and exchange information, and also with respect to
what degree of knowledge about the system they have. For
instance, a sensor agent may only have information about
its next neighbor – a router, whereas a controller may have
knowledge about a significant segment of the network and
agent specs within this segment.

For a sake of clarity, we assume that an agent cannot hold
more than one role simultaneously. However, it could change
roles during various phases of a response. For example,
an actor could assume the controller functions, if required.
Some agents cannot change the domain of their operation,
whereas others can operate across several environmental
domains. The latter is generally an exception.

Let us return to the SAR example. The Search and
Rescue Satellite Tracking (SARSAT) system, which provides
distress alert and location information on SAR incidents to
SAR authorities, is a sensor agent in the SARnet model.
SARSAT passes information through a Local Users Terminal
(LUT), which is a router agent, to the Canadian Mission

Control Centre (MCC), which is a controller agent. The
realm of SARSAT is space. Some types of sensors can
operate in air, maritime, or land realms. Routers typically
operate in the cyber realm.

JRCC Trenton located in Trenton ON, which is a JRCC
responsible for Arctic SAR, and the Search Master, who is
appointed by JRCC to oversee SAR response, are examples
of controller agents. The realm of the SARnet controller
agents is cognitive. (Note that some systems may include
non-human controllers operating in the cyber realm.)

In SARnet, actors are the teams of SAR techs, Royal
Canadian Air Force (RCAF) SAR aircraft, CCG vessels,
ground search teams, and volunteers. In general, most of
these actors operate in one of three designated environmental
domains: air, maritime, or land.

The Information System on Marine Navigation (INNAV)
and SAR Mission Management System (SMMS) are ex-
amples of database agents. Both systems are dynamic in-
formation sources that are able to acquire and process
new information and exchange that information through
knowledge. The realm of database agents is cyber. The agent
classification is summarized in Table 1.

In addition to agent classes and environmental domains
(realms), we introduce operational domains according to
traditional subdivision of system components. Thus, the SAR
system is traditionally partitioned into four SAR operational
domains: Maritime, Air, Ground, and Joint. (In this context,
Joint refers to operations across more than one environ-
mental domains.) The CCG oversee the Maritime SAR
operations. Whereas the RCAF and Canadian Army oversee
Air and Ground SAR operations, respectively. Joint SAR
operations are jointly overseen by the RCAF and CCG. Note
that each operational domain may include agents operating
in different realms. For example, the database agent INNAV
belongs to Maritime SAR, as it provides marine traffic
information, but operates in the cyber domain.

Depending on the specifics of the system under consider-
ation, one may also include such agent attributes as mobil-
ity and availability factors, knowledge areas and resources
that are required for the prosecution of a response action,
home organizations, standby times, geographic location of
an agent, and more. Then in a machine-readable form, an
agent can be represented by a string of dimension N of the
following form:

σ = [σ1, σ2, . . . , σN ]. (1)

In Eq. 1, σi is either a binary variable that assumes values
of [0, 1], or categorical variable that assumes values [0, 1, ∗]
(∗ stands for N/A), or continuous variable that assumes any
real value.

Dimension N equals to the sum of the following addends:
5 agent classes, 6 realms, 4 operational domains, 2 mobility
factors (mobile or portable), 1 availability factor, ] knowl-
edge ares, ] resources, ] home organizations, 2 standby times
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Table 1: Summary of agent classes.

Agent Class Function Realm
Sensor senses, detects, and passes gathered info space, air, maritime, land
Router distributes the flow of info and enables com links cyber, cognitive
Actor executes a response action as tasked air, maritime, land
Database stores and provides access to info cyber
Controller coordinates a response and tasks agents cognitive, cyber

(working and quiet hours), and latitude and longitude of the
location of a home unit (see Table 2).

Table 2: Multidimensional representation of agents.
σi Designation Variable Type
1–5 agent class binary
6–11 realm binary
12–15 Op. domain binary
16 subclass categorical
17–18 mobility binary
19 availability binary
20–48 expertise area binary
49–60 resource binary
61–86 organization binary
87–88 standby time continuous
89–90 latitude and longitude continuous

The last 4 variables – standby times and geographic
coordinates – are continuous variables, whereas others are
either binary or categorical variables. Standby times are
specified times within which an agent must be able to
respond when called to duty. Different standby times are
set for working and quiet hours. (Quiet hours cover hours
outside a working period from 8:00-16:00 and weekends.)

An agent is deemed stationary, when both mobility factors
are set to 0 (nether mobile nor portable). The availability
factor is set to 1, when an agent is available for duty, and
to 0 when otherwise (e.g. for technical reasons).

Dimensions corresponding to knowledge and resource
nodes indicate whether or not agents have access to a
particular knowledge or resource: σi = 1 means ‘Yes’; σi =
0 denotes ‘No’. Dimensions corresponding to organization
nodes indicate the membership of agents in a particular
organization: σi = 1 means ‘Yes’; σi = 0 stands for ‘No’.

Depending on the number of knowledge areas, resources
and organizations included in the network model, dimension
N could be relatively high. In the SARnet model N = 90.
Note that dimension N could be increased to include more
node attributes, if needed.

The unit values found in the first 15 positions of string σ
indicate the agent class, the environmental domain (realm)
in which this agent operates, and the operational domain to
which the asset belongs, i.e.:

∃i, j, k

 σi = 1 (i = 1, . . . , 5)
σj = 1 (j = 1, . . . , 6)
σk = 1 (k = 1, . . . , 4)

(2)

We say that agents belong to the same heterotype, if
they are identical in the first 15 positions of string σ, i.e.
[σ1, . . . , σ15]. The number of heterotypes within the network
can be used to measure the network heterogeneity.

If K is the number of heterotypes and Xk is a fraction of
agents of heterotype k (k = 1, . . . ,K), then network entropy
can be defined as follows:

S = − 1
lnK

K∑
k=1

Xk lnXk. (3)

In Eq. 3, network entropy S is normalized by its maximum
value Smax = lnK.

As follows from Eq. 3, network entropy S ∈ [0, 1]. The
minimum value S = 0 corresponds to a network composed
of one heterotype. The maximum value S = 1 corresponds
to a network composed of agents evenly distributed between
all K heterotypes (i.e. Xk = 1/K for k = 1, . . . ,K).
As network entropy approaches 1, the agent distribution
between heterotypes becomes uniform.

According to our analysis of the operations of the Cana-
dian Arctic SAR system [7], the number of heterotypes
increases and distribution of SAR assets between heterotypes
becomes less balanced in the course of search and rescue
operations.

Heterotypes can also be used as auxiliary constructs in
simulations, as we will see in Subs. 2.4.

2.2 Assortative Networks
The concept of assortative mixing comes from social

network science [5] (e.g. linking of entities, according to age
or income). In this paper, assortative networks are invoked to
visualize multidimensional agents of heterogeneous systems.

If each agent is represented by string σ with scalar
variables σi (i = 1, . . . , N ), then various networks can be
developed that link pairs of agents with similar values of
one of these variables (e.g. through calculating a correlation
coefficient for scalar σi). Taking a step further, one can also
perform assortative mixing according to a substring τ ⊂ σ.
Assortative networks, obtained in this manner can be used to
visualize and then visually examine multidimensional agents
of heterogeneous systems. They can also be used to store
assorted information in simulations.

Figure 1 shows 6 assortative networks that display SAR
assets, according to environmental domains (realms), as
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represented by substring (τ = [σ6, . . . , σ11]). In the figure,
link color matches the color of the realm. Controllers are
shown by red, actors by blue, sensors by grey, routers by
green, and databases by yellow dots. Because of space
constraints, some agent ID labels are omitted and nodes
with similar attributes are collated into meta-bodes. Thus
the CRPG patrol meta-node represents ground patrols of the
1st Canadian Ranger Patrol Group, operating in the North.
The AOC meta-node represents the Air Operations Centres
of 5 RCAF SAR squadrons, included in SARnet. The SAR
Tech meta-node is the only actor agent that can operate in
more than one realm. The *ORA software [8] was used to
develop and visualize assortative networks.

Figure 1: SAR assets grouped according to realms.

Assortative networks, shown in Figure 1, can be used to
quickly identify SAR assets, operating in a specific realm.
SARnet also includes assortative networks that group SAR
assets according to agent classes, SAR domains, access to
knowledge and resources, and membership in organizations
(see [7] for details).

2.3 The Standby Network
The Standby network is a network that represents the

standby posture of the system and its everyday functions,
such as maintenance and training. It links agents based on
working relationships, e.g. ‘who works/communicates with
whom’, ‘who reports to whom’ (for actor agents), ‘who
tasks whom’ (for controller agents), and ‘who has info about
whom’ (for databases).

Figure 2 shows the Standby network of the SAR system.
In the figure, agents are colored according to agent classes:
controllers are shown by red, actors by blue, sensors by grey,
routers by green, and databases by yellow dots. Link color
matches the color of the source node. Some agent ID labels
are omitted, because of space constraints. The network is
fragmented into several segments that consist of controller
agents linked to SAR assets at their disposal (e.g. actors

and databases). Thus, the controller agent AOC 424 (i.e. the
Air Operations Centre of the 424 SAR squadron) is the hub
of the network segment, which comprises SAR aircraft and
teams of SAR techs. Isolates represent agents that are not
normally part of the Standby network, but are created or
join the operational network in the course of a response.
The *ORA software [8] was used to visualize the Standby
network.

Figure 2: The Standby network of the SAR system.

The Standby network, shown in Figure 2, recreates a
‘bird’s eye view’ of the SAR system, which is easy to
grasp and analyze. With the network representation, various
aspects of the system can be visualized and then visually
examined.

In addition to visualization capabilities, described above,
the network representation offers an efficient framework
for analyzing system dynamics, as we will see in the next
section.

2.4 Simulation of System Response
The Operational network is dynamically created on the

nodes of the Standby network, when a response is initiated
by the system [6], [7]. The dynamics of the Operational
net differs to that of the Standby net, as the architecture of
the former evolves at a much shorter time scale (minutes
or hours instead of months or even years). The agent
heterogeneity is the main driver for the formation of the
Operational net. Such agent attributes as the agent class,
realm, and operational domain play an important role in
selecting most appropriate responders. The agents’ skill sets
and access to resources are taken into account, too. Network
measures of the Operational network serve as performance
indicators for the entire system [6], [7].
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Figure 3: The Search Master’s Sphere of Influence (from
[7]).

In the SAR context, the Operational network is a step-by-
step dynamical representation of SAR response. In addition
to the factors mentioned above, the location information of
a vessel/aircraft in distress plays a role in what assets will
be deployed.

The Search Master (which was an isolate in the Standby
network, as can be seen from Figure 2) becomes the hub and
the most influential entity of the Operational network. Figure
3 shows the Search Master’s Sphere of Influence within the
Operational network of a real SAR incident in the Arctic,
considered in [7]. (A Sphere of Influence of a node is a
sub-network of radius 1 that includes all nodes to whom
that node has direct connections plus connections between
those nodes.) According to [7], the Search Master’s Sphere
of Influence encompassed 67% of the entire Operational
network. For comparison, the Sphere of Influence of the next
most influential node of that network contained about 14%
of agents. High centralization of the SAR Operational net is
identified in [7] as a contributing factor to the operational
efficiency. The *ORA Sphere of Influence report [8] was
used to derive spheres of influence for key entities of the
Operational network.

Conceptually, the process of the generation of the Opera-
tional network can be subdivided into the following steps:

1) Search for the most appropriate agent to perform the
task at hand;

2) Issue an order to deploy; and
3) Task and deploy the identified agent.

In general, the above steps will need to be repeated, accord-
ing to the prescribed sequence of tasks.

Computationally, the above steps translate into the follow-
ing procedure. Let H be a set of agent heterotypes, included
in the model, and h be a subset of H, associated with a
particular task ti ∈ T , where T = {t1 → t2 . . . → tk}
is a sequence of tasks of the response action. Then the

generation of the Operational network corresponds to the
following steps:

1) Search for available instances of h ⊆ H associated
with ti;

2) Change the node status to active;
3) Generate new links in the Operational net;
4) Proceed to task ti+1

The above steps will need to be repeated until sequence T
is exhausted.

In what follows, we describe a simulation algorithm that
we have developed for automated generation of the Opera-
tional network. Our simulation algorithm has its theoretical
basis on Generative Network Automata (GNA) [9], [10].
GNA is a dynamical network modeling framework that can
represent both state-transition of nodes/edges and topological
transformation of the network in a uniform manner as a
sequence of graph rewriting events. The dynamics of a GNA
is formulated in the form of two mechanisms: extraction
and replacement [9], [10]. In each iteration, the extraction
mechanism selects a subgraph out of the entire network, and
then the selected subgraph is replaced by the replacement
mechanism (Figure 4).

Figure 4: An example of GNA updating by extraction and
replacement (from [10]).
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In this paper, we adopted and revised this GNA framework
so that it can represent discrete heterogeneous systems
and their dynamics efficiently. The simulation code was
developed in Python, and NetworkX was used for network
representation and analysis [11].

Our model represents the dynamical network of het-
erogeneous agents – a directed network made of discrete
nodes, each of which has its own attributes and internal
variables that are direct translations of the agent representa-
tion described in Subs. 2.1. The dynamics of this network
are described as a set of possible rewriting events (which
is written in an external spreadsheet file for convenience
of frequent editing). A rewriting event is defined as an
establishment of a new link between two agents, possibly
involving changes of their states. Each possible event is
specified by the following eight properties:

1) Conditions: (Optional) Logical expression(s) that indi-
cate when this event can be executable.

2) Source: Agent from which the new link departs.
3) Destination: Agent to which the new link points.
4) Link type: Type of the event (i.e., interaction between

the two agents). The following three types are allowed:
• “Request”: The source agent requests the destina-

tion agent for specific information.
• “Flow”: The source agent sends specific informa-

tion to the destination agent.
• “Task”: The source agent commands the destina-

tion agent to do a particular task.
5) Knowledge required: (Optional) List of internal vari-

ables the source agent needs to have in order for the
event to occur.

6) Knowledge transferred: (Optional) List of internal
variables whose values are requested or shared be-
tween the two agents during the “Request” or “Flow”
event.

7) Duration: Amount of time the event takes.
8) Duration variation: Amount of stochastic variation for

the duration.
Our simulation software reads the set of possible rewriting

events given in the above format. The algorithm of simula-
tion of this network proceeds in the following steps:

1) Select all the events that are currently executable (i.e.,
all conditions are met and the source agent has all the
knowledge required).

2) Make the selected events active and set a duration
time (with stochastic variation added according to
the duration variation property of the event) to their
respective internal time counters.

3) Decrease the time counters of all of the active events
by a unit time.

4) If the counter of any of those active events hits zero,
establish a new directed link from the source agent to
the destination agent in the network. Also, depending

on the type of the event, update the internal variables
of both agents. Then deactivate the event.

5) Repeat the process above until no more executable
events exist.

The operational network will emerge as the simulation
progresses and more agents are connected by information
exchange and task allocation. Our simulation software im-
plements interactive GUI by which the user can operate and
inspect the simulation status. Figure 5 presents the current
design of the GUI.

3. Conclusions
In this paper, we have presented a modeling framework

that combines visualization and simulation capabilities for
representation and analysis of discrete spatially-distributed
systems. Agents or active players in such systems are highly-
specialized entities that differ by their roles/specializations,
environmental domains/realms, and also by other case-
specific attributes.

This study is concerned with the systems that perform two
main functions: detection of a significant event and execution
of an appropriate response action. Under our approach, the
system is viewed and modeled as a dynamical network with
embedded heterogeneous agents. The emphasis is given to
the relationships (links) and to the dynamics of how these
relationships change in the course of a response action.

Each agent is encoded as a multidimensional string σ (Eq.
1), where each position σi represents an agent attribute or
property (Subs. 2.1). The first five positions of σ represent
agent classes: sensor, router, actor, database, and controller.
The next six positions denote realms in which agents operate:
maritime, land, air, space, cyber, and cognitive. Substring
[σ12, . . . , σ15] is reserved for operational domains: Air,
Ground, Maritime, and Joint. The number of dimensions is
not limited and can include as many case-specific attributes
as needed. Agents that belong to the same agent class,
realm and operational domain (i.e. they are identical in
[σ1, . . . , σ15]) are grouped in heterotypes. The number of
heterotypes within the network is used to measure the
network heterogeneity (Eq. 3). Heterotypes are also used
as auxiliary constructs in simulations.

We have shown how the visualization capabilities of the
modeling framework can be used to visualize the architec-
tural make-up of the system and to explore its multidimen-
sional agents. Assortative networks have been invoked to
group and display agents, according to their attributes, as
represented by string σ (see Subs. 2.2). The concepts of the
Standby network has been used to graphically represent the
system architecture (see Subs. 2.3).

In addition to the visualization capabilities, discussed
in Subs. 2.2 – 2.3, the modeling framework allows for
a straightforward application of the Generative Network
Automata (GNA) – a network generation technique for
automated generation of new networks depending on the
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Figure 5: Graphical User Interface of the GNA-based simulation software.

dynamical state of the nodes [9], [10]. We have adopted and
revised the GNA approach to develop a simulation software
for generation of operational networks on standby networks
of the SARnet dynamical network model of the Canadian
Arctic Search and Rescue System [7]. The simulation algo-
rithm is described in Subs. 2.4.

The presented modeling framework provides a virtual
laboratory in which the performance of discrete distributed
heterogeneous systems can be efficiently evaluated. Such
performance aspects as resilience to technical failure or
attack can be efficiently assessed through simulating the
generation of operational networks on standby networks in
‘what-if’ scenarios.

Other potential applications include tools for automated
generation of coordinated rapid response, such as SAR
response, which requires a quick identification of appropriate
responders among multiple diverse assets.
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Abstract - DNA replication is a necessary step prior to cell 
division, so that the genetic material can be duplicated for 
equal distribution in the daughter cells.  Although in the 
course of evolution, cells have developed specific mechanisms 
to ensure the fidelity of the process, faulty enzymes and 
mutagens may cause changes in DNA sequences, leading to a 
variety of diseases including cancers.  As important as the 
DNA replication process is, however, teaching and learning of 
the subject have been difficult.  The present paper describes 
an innovative computer program that stresses inquiry based 
learning through visualization, cognitive feedback and hands-
on interactions.  It is one of a series of interactive computer 
modules for learning genetics at both high school and college 
levels. 

Keywords: DNA replication, modeling, computer program 
 

1 Introduction 
  DNA replication is a fundamental property of all living 
organisms. Prior to cell division, DNA must be replicated, so 
that after cell division, each of the resulting daughter cells 
ends up with the same amount of genetic material as the 
original cell.  This process ensures the constancy and 
continuity of genomic DNA during cell reproduction.  Like 
most biological processes, the detailed mechanisms of DNA 
replication have not been completely worked out, although a 
great deal of effort has gone into their elucidation.  Our 
current knowledge is based primarily on the study of bacteria 
such as E. coli (1).  However, since similar proteins involved 
in DNA replication have also been identified in eukaryotic 
cells (e.g., yeast and other eukaryotic cell cultures), it seems 
safe to say that the major DNA replication processes in 
prokaryotic and eukaryotic cells are similar except for minor 
details (2).   

Although DNA replication is a subject that is taught in 
both high school and college biology courses, students of all 
levels still find this subject difficult. Part of the difficulty lies 
in the intricate and abstract nature of the molecular processes 
(3-7). Textbooks these days have detailed illustrations that are 
quite helpful for learning (1), but in the end, the learning is 
not active.  Recent multimedia tools such as DVDs and 
computerized animations represent a new way of teaching and 
learning (8-10).  However, these multimedia based learning 
methodologies do not emphasize the interaction of eyes, 
mind, and hands in the learning process.  The present paper 
describes an innovative computer program that stresses 
inquiry based learning through visualization, cognitive 
feedback and hands-on interactions.  

The DNA replication module is one of several modules 
developed (11-15) for learning genetics using an interactive 
computer program. Our specific aim is to provide a useful 
learning tool for a number of high school and college level 
courses in the areas of general biology, genetics, cell biology, 
and molecular biology.    

2 Model Development 

2.1 Overview  

 The DNA model has three levels in its structural 
hierarchy and is composed of many independent ball-shaped 
elements. Each element has a position, a color, and a radius. 
Linked together, the elements can interact with one another 
and move uniformly. A smoothing algorithm, which adds a 
square outline to the linked elements, is used to fill the gap 
between two elements. A string of elements forms a rod, 
representing a DNA strand (Fig. 1). 

 

Fig. 1. DNA modeling : from balls to rod 

2.2 Basic model element: node 

 The node class represents the basic element of the DNA 
molecule – the ball. The “ball” is nothing but structural data 
in a linked list. Every ball along the linked list is regarded as 
a node. A node is characterized by the Cartesian coordinates 
X and Y (location), a radius (size), and a color (identity) (Fig. 
2). Initially, a node is created according to preset parameters. 
After creation, the color and the radius remain static, while 
the coordinates may change from time to time during the 
simulation process. 

 

Fig. 2. Node class overview 
It should be pointed out that the nodes cannot overlap 

with one another in the coordinate system. Each node 
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occupies its own location so that there is no ambiguity. To 
form a bidirectional linked list, every node must have two 
pointers – one points to the last node, while the other points to 
the next node. Only the first node (head node) has a void 
pointer. Every node interacts with others based on these 
relationships (Fig.3). The interaction between small internal 
nodes makes the rod move flexibly. 

 

Fig. 3. The bidirectional linked list 

2.3 Smoothing algorithm 

 As mentioned above, to avoid the appearance of 
discontinuous segments, a smoothing algorithm, which adds a 
square outline to the linked nodes, is used to fill the gap 
between every two nodes. This makes the list more like a rod 
than a series of balls. To create the square outline, four points 
need to be determined. Fig.4 shows how the 4 points are 
calculated using a pair of homothetic triangles. 

The known variants are the nodes’ coordinates and 
radius. From the property of homothetic triangles, we know 
that 
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Fig. 4. Smoothing square and the smoothed rod 

Assume that (N1x, N1y) and (N2x, N2y) are the 
coordinates of the nodes. Point 1 is (N1x-a, N1y-b), Point 2 is 
(N2x-a, N2y-b), Point 3 is (N2x+a, N2y+b), and Point 4 is 
(N1x+a, N1y+b). 

2.4 Node movement 

 The node itself is not capable of doing complex 
movement. In fact, only two types of movement are allowed: 
1) teleporting the node to a specified location and 2) 
connecting a node to another nearby node (what we call 
stepping-up movements). These two movements are one-time 
movements; there are no intermediate states during the 
movements. The algorithm for stepping-up is also based on 
two homothetic triangles (Fig. 5). In order to step up, SX and 
SY are calculated as follows:  

	� � ��� � 2�� ∗
��

���
		

																																			�� � ��� � 2�� ∗
��

���
																												(3) 

where DXY is the distance between two nodes and dx & 
dy the distance along x & y axis. 2R is the sum of the radii of 
two adjacent nodes. 

 

Fig. 5. The stepping-up algorithm for the node 

3 Program Contents 
Content design is based on three fundamental concepts: 

1) Unlike RNA polymerase, DNA polymerase is unable to 
initiate synthesis of a new strand de novo, that is, it requires a 
preexisting primer.  The major role of DNA polymerase is, 
therefore, primer extension. In the cell, the primer is 
synthesized by the enzyme RNA primase.  2) DNA replication 
is a protein-controlled process.  Numerous proteins are 
involved in changing the topology of the molecule and 
separating the two strands of the double helix.  The proteins 
are aggregated in a complex “factory” through which the 
DNA duplex passes (individual proteins do not “travel” to the 
duplex) and are recognized/bound by individual proteins in 
the factory for specific reactions. 3) Due to the antiparallel 
nature of the DNA duplex, semiconservative replication must 
proceed in the opposite directions on the two template strands.  
For the two core enzymes of DNA polymerase to stay 
together, the lagging strand template moves differently than 
the leading strand template so that the two core enzymes can 
perform both strand synthesis without falling apart (see details 
below).  

This module is designed to emphasize inquiry based 
learning (16); learning is achieved through questioning and 
hands-on interactions.   In each of the learning steps, dynamic 
models of DNA molecules undergoing changes mediated by 
various proteins are presented for visualization, cognition, and 
operation. Completion of the program requires comprehension 
of the entire concept and thus ensures the success of learning 
experiences. 

3.1 Antiparallel organization and 
semiconservative replication of DNA 

 Each of the two intertwined strands of the DNA double 
helix is made of many basic units called nucleotides, which 
are composed of a 5-carbon sugar (deoxyribose), a phosphate 
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group attached to the 5’C of the sugar, and a nitrogenous base 
(A, C, G, or T) attached to the 1’C of the sugar.  At the 
opposite end of the phosphate group is an OH group attached 
to the 3’C of the sugar.  Therefore, each strand of DNA has 
two ends: The 5’P end and the 3’OH end (Fig. 6).  

 

Fig. 6.  DNA double helix with antiparallel organization 
After separation of the complementary DNA strands, 

each strand serves as a template for DNA synthesis. Fig. 7 
shows 2 new strands being synthesized in opposite directions. 
The resulting two DNA duplexes each consists of an old 
strand and a new strand; this is known as semiconservative 
replication.   

 

Fig. 7.  New DNA strands synthesized in opposite directions. 

3.2 Individual steps: protein facilitated DNA 
replication  

 DNA replication involves the following steps in 
sequence: a) Denaturation of double stranded DNA by 
helicase (Fig. 8a), b) Binding of single strand binding proteins 
(SSBs) to prevent renaturation of newly separated DNA 
strands (Fig. 8b), c) Binding of RNA primase to initiate the 
synthesis of a short RNA primer in the 5’ to 3’ direction; the 
strand that serves as a template for continuous DNA synthesis 
is called the leading strand template, while the strand that 
serves as a template for discontinuous synthesis is called the 
lagging strand template (Fig. 8c),  d) Extension of the RNA 
primer by DNA polymerase III (core enzyme) known as DNA 
synthesis or elongation (Fig. 9); the discontinuous synthesis 
of the lagging strand is now evident and each fragment of the 
newly formed DNA is known as an Okazaki fragment (Fig. 9 
and 10a),  e) Removal of the RNA primers by the enzyme 
RNase H (Fig. 10b and c), which degrades the RNA 
nucleotides in the 5’ to 3’ direction one by one until the last 
RNA nucleotide which is then removed by an exonuclease 
(Fig. 10a). f) Filling of the gap (after the removal of the RNA 
primer) by DNA polymerase I through synthesis of a short 
piece of DNA (Fig. 10c); the new DNA segment is not 
connected to the neighboring Okazaki fragment, resulting in a 
nick that is then sealed by DNA ligase (Fig. 10d), which 
catalyzes the formation of a phosphoester bond.   

  

 

 

Fig 8. a) DNA denaturation by helicase, b) binding of SSBs, c) 
binding and synthesis of RNA primers (blue) by RNA primase 

(green) 

 

Fig 9. Primer extension by DNA polymerase III: leading strand 
(dark blue, left), lagging strand with two Okazaki fragments 

(light blue, right) 

 

Fig. 10. Replacement of RNA primer with new DNA.  a) 3 
Okazaki fragments (right) with an exonuclease (grayish blue 

structure with spikes) for removing the last RNA primer 
nucleotide of the oldest Okazaki fragment, b) RNase H 

(circular gold structure) for removing the RNA primer, c) 
DNA polymerase I (orange red oblong structure) for synthesis 
of a new, short strand of DNA to replace RNA primer, d) DNA 

ligase (triangular gold) for sealing the nick (phosphoester 
bond formation). 
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3.3 Replication fork: the factory of DNA 
replication 

The replication fork is the junction between the double 
stranded DNA and the newly separated single stranded DNA.  
Typically, there are two replication forks, one on each side of 
ori, the origin of replication (the point where DNA starts 
unwinding for replication).  The two replication forks move 
away from each other until replication is completed.  
Functionally, the replication fork serves as a factory 
containing numerous proteins to facilitate the DNA replication 
process. According to the individual replication steps 
described above, however, two core enzymes of DNA 
polymerases III (one for synthesizing the leading strand and 
the other the lagging strand) move in opposite directions. How 
can the two core enzymes stay together in the same protein 
factory?  The lagging strand template must first move forward 
and pass through the replication protein complex (factory) in 
one direction (from right to left) and then retract backward in 
the opposite direction (from left to right) during the lagging 
strand synthesis so that both the leading and the lagging strand 
syntheses appear in the same direction (Figs. 11a-d). 

 
Fig. 11. a) Two core enzymes of DNA polymerase III are 

joined by a β-clamp loader with a β-clamp (left); also shown 
is a DNA duplex with a leading strand template (upper, dark 
red) and a lagging strand template (lower,  light red) which is 
being encircled by the helicase for separating the duplex, b) 
While the leading strand is being synthesized as the leading 
strand template travels through the core DNA polymerase III 
with a β-clamp, the lagging strand template is curved and a 
RNA primer is made by the RNA primase, c) The lagging 
strand template has entered and passed through the core 

enzyme of DNA polymerase III and is about to be locked by 
the  β-clamp, d) Lagging strand synthesis occurs as its 

template moves backwards (from left to right). 
 

3.4 Prokaryotic and eukaryotic DNA 
replications 

The typical prokaryotic DNA is circular, and replication 
starts at Ori. The general mode of DNA replication is shown 
in (Fig. 12).  

The typical eukaryotic DNA is linear.  During 
replication, the entire chromosomal DNA molecule may be 
divided into many segments, each with an Ori.   In the early S 
phase of the cell cycle, DNA replication starts at each Ori and 
extends laterally until the replicated DNA duplexes meet and 
join (Figs. 13).  

 

Fig. 12.  Prokaryotic DNA replication:  a) a circular DNA 
duplex, b) DNA replication starting at the top with two 

replication forks moving away from each other, c) completion 
of replication with two daughter DNA duplexes. 

 

 
Fig. 13.  Eukaryotic DNA replication: a) chromosomal DNA 
synthesis at three origins of replication (Ori), b) completion 

of DNA synthesis (only one daughter DNA duplex is shown). 
 

3.5 Telomere and telomerase  

Telomeres are specialized structures located at both ends 
of eukaryotic chromosomes.  Telomeres are important 
structures that protect and stabilize the chromosomes. Since a 
telomere is at the end of a chromosome, it contains the 5’end 
of one strand and 3’end of the other.  During DNA replication, 
lagging strand synthesis requires periodic syntheses of primers 
ahead of DNA elongation.  Once the last RNA primer, which 
is at the 5’ end of the lagging strand, is removed, there is no 
way that it can be replaced with a new DNA segment.  
Consequently, eukaryotic DNA gets shorter and shorter after 
each replication until, eventually, the essential DNA coding 
sequence near the telomere is affected. In other words, 
eukaryotic chromosomes become shorter after every cell 
division until the cell dies.  

The enzyme telomerase can elongate eukaryotic DNA at 
the 3’ end so that it can serve as a template for synthesizing a 
new strand, replacing the lost segment due to the removal of 
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the RNA primer. In normal cells the telomerase activity is 
relatively low.  However, in cancer cells the telomerase 
activity is high, so that cancer cells may divide and live 
indefinitely; and chromosomes in cancer cells are not 
shortened after each cell division.  How can telomerase 
accomplish this task?  It turns out that telomeric DNA 
contains tandem repetitive units at the chromosome ends. In 
humans, for example, there are tandem repeats of 
5’TTAGGG3’ totaling 10 to 15 kb long.  Since telomerase is a 
RNA-protein complex, it contains the sequence 
3’AAUCCC5’, which acts as a template for the 5’TTAGGG’ 
repeat.  When telomerase binds to the terminal 3’ end of the 
telomeric DNA, only part of the telomeric RNA is paired with 
the telomeric DNA; the part near the 3’end of the RNA 
remains as a free single stranded end, serving as a template for 
telomeric DNA synthesis.  The enzyme then moves to expose 
the RNA sequence at 3’end as a free template for another 
round of telomeric DNA elongation.  As the process 
continues, the 3’ end of the telomeric DNA is lengthened and 
serves as a template during next round of DNA replication, 
recovering the previously shortened DNA (Fig. 14).  

 
Fig. 14. Sliding movement of telomerase (a, b, c)  to create a 
free 5’ end of the telomeric RNA  template for elongating the 
3’ end of telomeric DNA to replace the lost 5’ end telomeric 

DNA after the next round of DNA replication 
 

4 Conclusions 
 DNA replication is an extremely complicated process. It 
requires coordination of many enzymes to assure the fidelity 
of replication.  Missteps in DNA replication lead a variety of 
diseases including cancers (17). This important subject is 
generally taught as a unit right after the introduction to DNA 
structure and again as an integral part with another unit on 
mutation in most biology textbooks.  Students are usually 
excited about the subject at the beginning, since DNA is not 

only the fundamental molecule of life but also related to 
diseases.  After encountering the intricacies of the replication 
process, however, many find the subject difficult to grasp and 
become disenchanted with biology, an unfortunate situation 
that needs to be improved.  

This computer program is written with the hope that 
teaching and learning DNA replication becomes an easy and 
interesting, motivating beginners and also serving as basis for 
a variety of topics in genetics. This module has recently been 
tested in a Genetics course at Purdue University Calumet, 
along with other genetic modules.  The initial feedbacks were 
positive.  The ultimate goal of the project is to complete a 
whole series of interactive computer modules for learning 
genetics. 
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Abstract. The emergence of cloud computing has transformed 

the way in which enterprise IT is delivered and creates new 

challenges around risk management, security strategy, and 

control over policies and information. For a particular 

example, the economies of scale that can be achieved by 

large cloud service providers are encouraging ecosystems of 

service providers in which the marketplace (rather than the 

consuming enterprises or individuals) determines security 

standards. The problem goes beyond core security concerns, 

since all cloud stakeholders will be relying on others to 

steward their information, and so will be concerned with the 

overall sustainability and resilience of the ecosystem, from 

both security and business perspectives. To help cloud 

consumers and other stakeholders explore the impact of the 

cloud ecosystem on their business decisions, we have 

developed a system that combines systems modelling, 

simulation, and 3D visualization techniques. At the heart of 

this system is a model of the cloud ecosystem, built by 

combining economic and system modelling approach. The 

model uses utility theory as the unifying vocabulary for 

stakeholders to express their decision-making. Simulations of 

the model representing several years of operations are then 

performed, with various shocks — such as economic 

downturns and security attacks — introduced at certain 

points in time. The visualization component has been built 

specifically for this model and consists of interactive 3D 

graphics that can be used in any compatible web browser, so 

allowing stakeholders to interact with and explore the model 

and simulation results easily. 

Keywords: Cloud Computing, Information Stewardship, 

Ecosystem Visualization  

 

1 Introduction 

The typical risk management lifecycle involves risk 

assessment, policy setting, investment programs, design and 

deployment of controls, procuring and managing 

infrastructure, and monitoring and audit to ensure controls 

and policies are effectively mitigating risk. A challenge with 

cloud computing is that the activities of this lifecycle become 

disaggregated and are performed by different, third parties, 

each with different incentives. As control over security 

policies seeps out, and the organization becomes dependent 

on multiple stakeholders in the ecosystem, security concerns 

develop into information stewardship issues [25,11,23].  

The challenge for enterprises is how to judge the risks 

involved in consuming cloud services, and to understand the 

options, and their consequences, that are available. This 

challenge is more complex than outsourcing, where 

consumers have been able to dictate terms and conditions: the 

large scale and cost structures of cloud providers will tend to 

allow vendors, and the marketplace, to dictate standard, one-

size-fits-all, security service levels. Moreover, in order to 

leverage scale and associated cost reductions further, service 

providers will tend to bundle cloud services, standardized 

offering terms and conditions.  

It is not just cloud consumers that are challenged. Each 

stakeholder in the ecosystem is vulnerable not only to 

changes that may occur within that ecosystem, but also to any 

to changes in the external environment that may impact on 

parts of the ecosystem’s operations. For one example, the 

activities criminals that target a particularly successful 

enterprise, causing high impact security incidents, may affect 

many different supply chains. For another, skill shortages and 

liquidity shocks will affect multiple groups in different ways, 

with potentially large impact on the whole ecosystem. Such 

incidents can affect the reputation and trust of many 

participants, as well as the whole system. 

So, all cloud stakeholders must understand the options 

they have to improve stewardship outcomes. How should 

regulators and policy makers impose rules and regulations? 

How much influence does a single consumer have? How does 

this change if they act as a group? How much transparency 

into operations should be demanded by consumers and 

offered by providers? How should all the stakeholders act to 

deal with factors exogenous to the market, such as the state of 

the global economy, business trends, technology changes, or 

shifts of human skills? 

The lack of effective ways for stakeholders to explore 

their assumptions about value, risk, and operational 

uncertainty will lead to inaccurate perceptions and, 

potentially, poor decisions. Clearly, the challenge is how to 

provide guidance and support for stakeholders to comprehend 

the risks associated with cloud, and so and form good 

strategic and operational responses. 

In this paper, we present an interactive modelling and 

simulation tool that provides a step towards addressing this 
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challenge. At the heart of this is a mathematical system model 

that explores numerous aspects of the emerging cloud 

ecosystem.  The system model consists of (hundreds of) firms 

consuming IT, (hundreds of) firms offering services, and 

several cloud platform providers offering IT resource 

capacity.  In addition, the model explores the implications of 

exogenous and endogenous factors on the ecosystem and on 

information stewardship.  The system model simulates the 

following:  consuming firms switching from internal IT to the 

cloud, or changing service providers; new service providers 

entering the market with different cost and security 

properties; and new platforms offering different conditions 

for the service providers. 

So that various stakeholders, be they cloud consuming 

organizations or cloud services providers, can easily explore 

the model and the results obtained from its simulations, we 

have also developed the associated visualization tool that 

supports simulation play-back features, and allows interaction 

with the model using 3D graphics that can be used in any 

compatible web browser. 

Section 2 describes our modelling methodology, 

combining system models with some elementary ideas from 

utility theory. Section 3 presents the model developed in order 

to capture the complex cloud ecosystem. Section 4 covers the 

visualizations of the model and simulation results. Section 5 

reviews some related and Section 6 gives our conclusions.  

2 Modelling Methodology 

We have developed a methodology for combining 

economic and system models to help organizations with risk 

assessment, security analysis, and decision-making [1, 9, 27, 

28, 29]. Economic models, represented within system models 

using simple utility functions, are used to help stakeholders 

think about and share their preferences and priorities for 

different business outcomes. We then use structural models to 

help stakeholders think about and share their assumptions for 

how different investment and policy choices will affect the 

outcome. Finally, we use a discrete process simulation tool [2, 

3, 27] that allows stakeholders to explore and predict 

consequences of different assumptions. Figure 1 provides a 

schematic of this methodology. 

 

Figure 1: A framework for using economic and system models 

to support organizational decision-making. 

We have also conducted a series of customer case 

studies [4, 5, 9] to develop and refine this process. An early 

example was to help a large enterprise decide between a range 

of policies and investments to manage risks from software 

vulnerabilities [6]. The structural models help ensure shared 

understanding between stakeholders, so they can discuss, say, 

whether scheduling is significantly delaying patch testing, or 

when and how often the assessment team should accelerate 

patch processes. However, with such a complex system of 

inter-dependent concurrent processes and actions, it can be 

very difficult to see or reason about the cause and effects. To 

address this, we use a simulation-modelling tool, Gnosis [2, 3 

26, 7, 27], to create an executable mathematical model of the 

system. Gnosis builds on an underlying mathematical analysis 

of systems that is based on structural models of location, 

resource, and process [2, 7, 26, 27] and stochastic 

representation of environment [2, 27].  

Using Gnosis we can run Monte Carlo-style simulations 

to explore the interactions and their effect on time to mitigate 

risks. By varying parameters stakeholders can see the (model) 

predicted effect of different investment choices. Results are 

typically shared as histograms showing, say, the difference in 

time taken to mitigate risk for different investment choices. 

Further experiments can explore the effect based on different 

assumptions about the threat environment, or to differentiate 

on different types of mitigation. 

Most security decisions involve multiple trade-offs 

between mitigating different kinds of risks, maintaining 

services, and minimizing costs [9, 28, 29]. To frame this 

issue, we encourage stakeholders to define utility functions 

that express their preferences between the multiple outcomes. 

To make this approach deployable in practice, we built on the 

approaches to decisions with multiple objectives developed 

by Keeney and Raiffa [8]. We developed some simple tools 

for preference elicitation and then use the system models to 

explore the effect of different security choices on these other 

outcomes [9]. 

Our experience is that focusing on utility (of outcomes), 

in the context of system models, provides a constructive way 

to engage multiple stakeholders (with different knowledge 

and incentives) in the complex process of risk assessment and 

choosing security investment and policy. Providing evidence 

for this is difficult as organizations, people, and problems 

vary so much. We have done some preliminary studies that 

suggest our methodology affects the justifications security 

professionals might use, and which fits with why it might be 

useful for multi-stakeholder decision-making [10]. We are 

currently looking at further cognitive studies to generate more 

precise hypotheses about how and why economic and system 

modelling affect security decision-making. 

3 The Cloud Ecosystem Model 

In previous modelling work, using the methodology 

described above, we have explored security decisions by 

looking at one or two interacting processes. In the considering 

decision-making in cloud ecosystems, we must consider a 

much more complex situation, in which there are many 
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interacting entities that must be modelled. In [24], we have 

considered using real options modelling techniques from 

financial economics to examine an individual company’s 

decision as to whether to outsource its IT to cloud. This work 

suggests, unsurprisingly, that the decision depends on the 

company’s expectation of the value cloud will bring to its 

operations and the uncertainty about whether the chosen 

service will deliver that value.  

The cloud ecosystem will consist in large numbers of 

customers and service providers with just a few platform 

providers. The actions of one entity, and exogenous events, 

may affect the way the overall system functions through both 

direct influences and feedback loops.  In a previous paper 

[11], we have suggested a conceptual framework for 

information stewardship in the cloud and how to model cloud 

as an ecosystem, drawing on the analogy of ecological 

ecosystems [12]. In [23], we set this approach into the context 

of enterprise risk management. Here, we briefly describe 

elements of a cloud ecosystem model being visualized. 

 

Figure 2: Dynamics of the cloud ecosystem. 

Within our cloud model (see Figure 2), we have a 

number of companies who consume IT in order to run their 

business processes (for example, accounts payable and supply 

chain management).  Each company has a choice: it can run 

these using its own internal IT experts and data centers (or 

outsource them) or it can use a cloud service, in which case it 

must choose a particular service offering, with associated 

terms and conditions.  There is a group of Software-as-a-

Service (SaaS) providers who would offer these services. 

Perhaps in the past they would have produced shrink-wrapped 

enterprise software. Here we assume that they have little 

infrastructure themselves, and instead rely on public cloud 

providers, such as Amazon, HP, or Microsoft, to provide raw 

computational power and storage. The service providers need 

to decide on the terms and conditions they offer to their 

customers based on their costs and perceived needs of their 

customers and the infrastructure properties (such as security 

and resilience) they gain from the cloud platforms. Platform 

(or Infrastructure-as-a-Service, IaaS) providers must make 

decisions about the basic technology offerings, as well as 

when to provision new data centers to create new capacity. 

The cloud ecosystem sits within a wider world, and here 

we look at modelling the overall effects of the economy and 

the threat environment as stochastic variables. All of these 

internal and external factors relate in a number of feedback 

loops that determine how the overall ecosystem functions. 

This allows us to run the ecosystem in different environments 

to see how it will fare and to shock the system to see how 

resilient it is to serious external or internal disruptions. For 

example, we could look at a credit crunch where investment 

capital becomes limited — how does that effect the way 

decisions are made, there outcomes, and hence the overall 

functioning of the cloud ecosystem. 

Our approach to modelling is to describe just enough of 

the structure of the systems that we are modelling to capture 

the important aspects of their behaviour for the questions of 

interest to us. We build models using the Gnosis modelling 

language [2, 3, 27] — based on concepts of process, resource 

and location — that allows us to model the structure of 

distributed systems. Hence when we talk of the feedback 

loops within the ecosystem our model does not explicitly 

code them but they emerge due to the processes that each of 

the entities within the model run. 

Figure 3 depicts the various entities, states, and 

processes involved. A detailed description of the model will 

be the subject of another paper; here we aim to describe 

enough to give the reader an idea of how the model being 

visualized works.  

Consider, for example, a company consuming IT 

services. For each service, there will be a review process that 

periodically looks at the value the company is getting from its 

IT provision and whether this could be improved. The idea of 

value here is wrapped up in a utility function for the company 

that includes productivity improvements for the business, as 

well as potential costs arising from risks such as the exposure 

of information, loss of integrity of the process, loss of 

availability of the data, or failure to meet regulations. When 

reviewing a decision perhaps comparing internal IT with 

different cloud services, the customer will look at how well 

different options meet its utility along with the costs of the 

different options. Here, a customer may take a slightly lower 

utility where the cost is much cheaper. 

In making the decision and looking at how its utility is 

met, the customer will consider what information is available 

within the system. For example, in assessing risks of moving 

to the cloud the customer may look at the overall reputation 

of the cloud along with any views they have on the particular 

cloud providers they are considering. Reputation figures will 

be derived from others’ experiences and events such as 

service downtime and security incidents. These are reported 

through other processes happening within ecosystem, so 

creating the feedback loops. Other examples of information 

used in making decisions may be staff costs (dependent on 

labour availability and rewards for cloud start-ups) or the 

availability of software to run internally, or the ability to raise 

capital for investing in new IT systems. When comparing 

different cloud offerings, a company may look at both its own 
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utility (how secure it needs the system to be) and the threat 

environment (including published incidents). 

Figure 3: Components of the cloud ecosystem model. 

Note that the model described here does not contain a 

model of the market for cloud services (i.e., prices, supply-

demand interaction). That level of economic sophistication 

will be necessary in future developments, but is not necessary 

to support the visualization thread of our work, which is the 

focus of this paper. Here, pricing information is represented 

using simple stochastic variables.  

Currently, we run simulations based on the developed 

model over a seven-year horizon. In the first instance, we 

explore scenarios that examine the evolution of the ecosystem 

and its services based on the different amounts of economic 

growth (or lack thereof). We plan to follow up with scenarios 

in which the threat environment worsens and also to explore 

the effects of vendor lock-in in the ecosystem for different 

mixes of open- versus closed-source cloud service providers. 

4 Visual Representation 

Our aim in developing the ecosystem model has been to 

enable various stakeholders to explore the evolution of the 

ecosystem and the outcomes of their own decisions under 

various exogenous and endogenous factors. However, with 

the model being so complex, our previously developed 

structural representations did not illustrate the effects of 

complex firm inter-dependencies and richness of autonomous 

and group behavior in the desired level of detail.  

We have decided to create a totally separate model-

visualization component, specifically aimed at capturing the 

cloud ecosystem as an element that evolves over time. The 

requirements are to be able show individual entities in the 

ecosystem, relationships between entities, activity between 
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entities, progress over simulation time, top-level statistics, 

trends over time, and external influences on the system.  

  

Figure 4: Visualization of the cloud ecosystem model. 

 

We have devoted considerable effort to selecting the 

good (helpful, reliable) visual metaphors and operations to 

make the ecosystem concepts accessible to audiences of 

various backgrounds, while maintaining richness of the visual 

information. The developed tool supports multiple displays 

and concurrent views, including three-dimensional, global 

views of the cloud supply chains, ‘drill-down’ views of 

particulars firms, and graphical representations of statistics of 

interest at various levels of detail. Visualized simulation 

scenarios can be controlled in real-time using a dedicated 

control interface, including jumping to particular points in the 

simulated timeline, pausing, forwarding or reversing to assist 

in analyzing model effects. Finally, this visual front-end is 

supported ‘behind the scenes’ by a scalable cloud-based 

simulation engine which handles the massive computational 

workloads required to execute models of this scale and to 

render the visuals. Figure 4 shows a screenshot of the ‘global 

view’ displayed by the model visualization tool. 

The ecosystem is represented as a three-dimensional 

sphere with consumers as blue dots, service providers in 

purple, using infrastructure provided by platforms, in pink. 

The sphere has two atractors, the top representing cloud and 

the bottom in-house IT service provision. Using this 

metaphor, platforms cluster around the topmost, with cloud 

service providers organized in a sphere around them. In turn, 

consumers are positioned on the surface of the larger sphere 

according to how much cloud or in-house IT they consume in 

aggregate. During simulation, consumer firms float upwards 

as more cloud is consumed or, conversely, gravitate towards 

the bottom if in-house IT becomes more attractive. This can 

be demonstrated statically when Figures 4 and 5 are 

compared. Any changes in the ecosystem, such as the 

introduction of a shock, the arrival or departure of firms, or 

the effect of service procurement, have a corresponding effect 

on the placement of firms in the ecosystem sphere and the re-

organization of nodes. A wide range of ecosystem effects, 

ranging from subtle to large-scale events, can be visualized in 

this manner. 

 

Figure 5: The cloud ecosystem during a period of high cloud 

adoption. 

Fluid visualization of the ecosystem’s behaviour is 

complemented with the inclusion of a ‘headline metrics’ 

panel that provides a quick overview of key ‘ecosystem 

health’ indicators.
1
 The panel’s contents can be rearranged 

and expanded to assist in monitoring particular effects. Key 

metrics include the following: cloud usage (aggregate cloud 

usage as a proportion of global IT transactions); internal IT 

usage  (aggregate in-house IT usage as proportion of global 

IT transactions); security incidents (the number of overall 

attempted/successful in cloud versus attempted/successful in 

internal IT security incidents); IT transactions (overall 

number of transactions); cloud satisfaction (aggregate 

satisfaction level, calculated as the difference between desired 

utility and received utility for each service); switching 

cost/vendor lock-in (aggregate of switching costs calculated 

for each consumer); credit availability (externally available 

credit); economy (value created inside or because of the 

ecosystem); cloud utilization (cloud usage compared to 

overall capacity); and cloud reputation (overall reputation of 

the market ecosystem as viewed by consumers). 

 

Figure 6: Detailed view of an individual consumer firm. 

                                                           
1
 The charts in the presented screenshots show some preliminary results from 

simulations, and as such are presented for the purpose of example and not for 

the use of interpretation of the model and results from simulations. 
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Finally, the tool allows for zooming-in on an individual 

consumer, and for exploring the supply-chain dependencies 

developed between it and its service providers and platforms, 

as well as more specific metrics such as particular utility and 

satisfaction, as shown in Figure 6. 

5 Related Work and Future Directions 

There has been considerable amount of work on cloud 

architectures, and various properties within them, but not as 

much work exploring the digital cloud ecosystem and the 

implications on its various stakeholders. A number of cloud 

service models (e.g., Business-process-as-a-Service, Soft-

ware-as-a-Service, Platform-as-a-Service, Infrastructure-as-a-

Service), as well as cloud deployment and management 

models (private, public, community and hybrid), have been 

explored [15, 16, 17, 19]. However, organizations need 

mechanisms to understand better the implications of these 

cloud service models and their impact on application, process, 

and data interoperability. Towards that aim is the work by 

Briscoe and Marinos [14], in which they present a socio-

technical conceptualization for sustainable cloud computing 

and explore briefly the tensions between open source and 

proprietary software use within. Related to this is also the 

work by Gill and Bunker [18] on the context-aware cloud 

adaptation framework that is aimed at enabling organizations 

to better self-assess, select, and adopt an appropriate cloud 

computing model. 

On the other hand, there is the work exploring economic 

implications and the various economic models in the cloud 

[20, 21, 22]. However, we are not aware of any work in this 

area that enables the various stakeholders to explore 

interactively the cloud ecosystem using models and 

simulations. Our next aim with the work presented here is to 

be able to use the model and visualization tool in a scenario- 

planning workshops, involving various stakeholders such as 

IT managers responsible for procuring services from cloud or 

security practitioners that care about how security and 

stewardship requirements can be met in the cloud ecosystem. 

6 Conclusions 

As organizations employ cloud services, they rely on 

others not only to provide those services, but also to protect 

their information and appropriately control its interactions 

and evolution. In the cloud, IT operations will be purchased 

from highly inter-connected ecosystems of services, 

consumers, and platform providers. Changes in one part of 

the ecosystem can affect many other parts, in complex ways 

that will, typically, be difficult to conceptualize. We contend 

that modelling and simulations, of the kind we have described 

in this paper, together with interactive visual tools can help 

decision-makers to understand these complex relationships 

and dependencies. From the perspective of managing the 

security lifecycle, organizations can use this information to 

understand how different events in different components of 

the ecosystem may affect the systems for which they are 

responsible. From the wider perspective of the stewardship of 

the ecosystem itself, this approach can help explore how the 

ecosystem can be managed to be sustainable and resilient. 
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Abstract - Wireless capsule endoscopy (WCE) is a noninvasive 

technology that provides excellent images of the intestinal lumen as 

the capsule moving along in the gastrointestinal (G.I.) tract. 

However, the biggest drawback of this technology is its incapability 

of localizing the capsule when an abnormality is found by the video 

source. Existing localization methods based on radio frequency (RF) 

and magnetic field suffer a great error due to the non-homogeneity of 

the human body and uncertainly of the movement of the endoscopic 

capsule. To complement the existing localization techniques, in this 

paper, we developed a series of image processing and visualization 

based algorithms to model the movement of the endoscopic capsule. 

First, a 3D map of the G.I. tract is generated to navigate the 

transition of the capsule. Then, by comparing the local similarity and 

feature matching between the consecutive frames, the speed and 

rotation angels of the capsule can be roughly estimated. Finally, by 

mapping the pattern of the capsule’s movement onto the 3D G.I. tract 

map, we are able to simulate the entire transition of the endoscopic 

capsule in the 3D space. Empirical results show that the proposed 

method has a good estimation of the capsule’s movement. 

Keywords - capsule endoscopy, localization, movement modeling, 

rotation estimation 

 

1     Introduction  

Wireless capsule endoscopy (WCE) [1] has been in the 
clinical arena for 12 years. It provides a noninvasive imaging 
technology of the entire G.I. tract. Current devices, for example 
devices developed by Given Imaging and Olympus American, 
are able to provide excellent images of the lumen of the 
intestines as they moving along in the intestinal tract. However, 
none of these devices could provide accurate location 
information of the capsule when an abnormality is found by the 
video source. An accurate measurement of the capsule’s 
position is of great benefit to the physicians in terms of 
reducing diagnosis time and taking immediate clinical 
management to obscure gastrointestinal bleeding [2]. During 
the past few years, many efforts had been done to develop 
reliable localization technique inside human body. The Given 
Image Pillcam capsule [3] was originally developed with the 
potential capability of localizing the capsule on a 2-D plane at a 
twice-per-second rate. Eight external antennae were fixed to 
the anterior abdominal wall to detect the UHF-band signal that 
is emitted by the capsule. The position of the capsule on the 2-
D plane of the abdomen is estimated depending on the signal 
strength received by each antenna with an accuracy of 6 inches. 

However, the clinical use of this software found that the crude 
localization result generated by the software was not helpful 
and this approach was soon abandoned. Another commonly 
used approach for capsule localization is to assume the capsule 
travels at a constant speed and the approximate position of the 
capsule is calculated according to the time of travel away from 
some pre-defined land marks such like pylorus and ileocecal 
valve. Apparently, when using this approach, the further the 
capsule moves away from the land marks, the greater the 
likelihood of error is. Especially after the video capsule has 
entered a few centimeters of the small intestine, the localization 
error will increase dramatically. This is mainly due to the high 
complicity level of the shape of the small intestine. The 
distribution of small intestine is like a curled snake with its 
length varies from 4.6m to 9.8m [4] (the average value for 
human being is 7m) and the tendency of loops is highly 
undistinguishable. Besides, the intestinal motility is not 
consistent. Peristalsis may make the wireless capsule 
sometimes move quickly, sometimes stop or sometimes even 
reverse and then progress with any combination of the 
movement above. Furthermore, the transition of the capsule 
itself is not axial. It may rotate with different angles or get 
flipped by 180˚. The unpredictable angulation of the wireless 
capsule creates difficulties in RSS based localization in terms 
of changing the antenna gain. Thus, knowing how the capsule 
moves inside human body will help us analyzing the radio 
channel and thereby enhance the accuracy of the RF 
localization. Besides, considering the 3-dimensional 
distribution of the small intestine, a 3D localization technique 
instead of 2D is also needed to provide sufficiently accurate 
spatial location information of the capsule. 

The rest of the paper is organized as follows: In section 2, 
we generated a 3D intestinal tract map by extracting the central 
line of the existing 3D G.I. models. This map provides us a 
clear view of how the capsule transits inside human body. 
Then, by comparing the local similarity and matching the 
feature points between the consecutive endoscopic frames, 
information such like speed and rotation angles of the 
endoscopy capsule can be roughly estimated to model the 
capsule’s movement inside the G.I. tract. In section 3, both the 
experimental results and analysis of the proposed method are 
given explicitly. Conclusion and future work are addressed in 
section 4. 

This research was funded by the National Institute of Standards and 

Technology (NIST), USA, under contract FON 2009-NIST-ARRA-MSE-
Research-01, entitled “RF Propagation Measurement and Modeling for Body 

Area Networking”. 
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2    Movement of the Endoscopy Capsule 

2.1 3D Map Generation 

In every localization technique, map always plays an 
important role in terms of refining the localization results. 
Existing literature [5] reported that a clear street map is able to 
reduce the GPS localization error from tens of meters to several 
meters in the urban area. In case of the localization inside 
human body, “map” is even more important since everything 
goes through the G.I tract follows the same route. Knowing a 
clear pattern of the intestinal tract will greatly enhance the 
localization accuracy. Therefore, tracing the path of intestinal 
tract is essential to the accurate capsule localization. Given a 
3D CAD model of the G.I. tract as shown in Fig. 1, we want to 
trace the center of the intestinal volume so we can model the 
movement of the capsule inside the tract. In this sub section, 
some 3D image processing techniques are applied to 
accomplish this goal. For the large intestine (as shown in the 
middle of Fig. 1), since it already has a very clear pattern which 
looks like a big hook, we applied 3D skeletonization technique 
[6] to extract the path of it. As for the small intestine, since the 
shape of the small intestine is much more complicated (the 
trend of the small intestine can be hardly recognized by human 
eyes), we developed an element sliding technique to trace the 
path. The basic idea behind this technique is to define an 
element shape (ES) with its radius automatically adjustable to 
the radius of the small intestine. This ES is propelled forward 
by a factor associated proportional to the average distance 
between the vertices within certain range and the physical 
center of the ES. As the ES goes along the small intestine, the 
position of its physical center is recorded and this will give us a 
clear path of the small intestine. The preliminary result of the 
path extracted from the 3D model is shown on the right of Fig. 
1.  

 
Fig.1. 3D path generation from a 3D G.I. tract model 

2.2 Speed Estimation of the Endoscopy Capsule 

After the endoscopy capsule was swallowed by the patient, 
it travels through the G.I. tract propelled by peristalsis [4]. 
From the dataset we observe that whenever the intestinal lumen 
contracts, the difference between consecutive frames is high, 
which to some level reflects a higher speed of the capsule’s 
movement. Based on this observation, we developed an 
automatic peristalsis detection method based on the color 
histogram similarity between the two consecutive frames [7]. 
The reason why we choose color histogram as the similarity 
metric is that it’s more robust in this particular application and 
insensitive to the texture noise caused by the bubbles and little 

pieces of food. However, the overall color histogram is not a 
good descriptor of the color feature since frames with different 
contents may have the similar histogram distribution. One 
example is given in Fig.2, although the contents of the two 
frames are totally different, the overall histograms of the two 
still look similar. Thus, instead of using the overall color 
histogram, we developed a local color histogram comparison 
algorithm. The algorithm divides the captured image into 16 
non-overlapping blocks and calculates the local similarity for 
each pair of the corresponding blocks. Besides, the original 
frames captured by the endoscopy capsule are encoded by RGB 
color space, which is difficult to describe the nature of a color 
by the amounts of each channel. Thus, we convert the 
histograms into HSV color space, which is more similar to 
human’s visual perception [8, 9]. Then, the similarity between 
two frames can be calculated by: 
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where    and    represent the color histograms of the 
corresponding blocks. M is the number of the non-overlapping 
blocks which equals to 16. N is the sample number of the 
histogram which equals to 768. Since the WCE uses a 
pinhole camera, when calculate the similarity, only the area 
covered by the red circle (as shown in Fig. 3) is under 
consideration. A sample partitioned endoscopic frame is 
shown in Fig.3. 

 
Fig.2. Overall histogram comparison 

 
Fig.3. Local similarity comparison based on partitioned endoscopic image  

2.3 Rotation Estimation of the Endoscopy Capsule 

If the similarity between two frames is high, it can be 
inferred that the endoscopy capsule stayed still in the same 
position or just rotated slightly during measured time slot. In 
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the case when the same pattern appears in both frames, it’s 
possible to calculate the rotation angel between the two frames 
by feature matching. First, a set of feature points needs to be 
identified in the reference (first) frame. The simplest statistical 
measurement is to calculate the variance    of grey levels in a 
square neighborhood (P×P, P=16) centroid on a pixel. By 
sliding the square window back and forth on the frame, points 
with maximum local grey level variance (mostly on the edges) 
are selected to be the initial feature points.  
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where    is the variance of the local grey level and   is the 
average grey level within the sliding window. 

Then, to find the corresponding feature points in the 
second frame, a cross-correlation matching technique [10] is 
applied. In signal processing, cross-correlation is a classical 
method of estimating the degree to which two series of signals 
are correlated. In 2D pattern recognition, cross-correlation can 
be used for identifying the target pattern in the image. Consider 
the image below in black and the mask shown in red. The mask 
is centered at every pixel in the image and the cross correlation 
is calculated, this forms a 2D array of correlation coefficients. 
The un-normalized correlation coefficient at position (    ) on 
the image is given by:  
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where Q is the size of the mask, f(i, j) represents the intensity 

value at (i, j),      ̅̅ ̅̅ ̅̅ ̅ is the mean value of the mask pixels and 
     ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the mean value of the image pixels covered by the 
mask. The mask itself is a cropped image which needs to have 
the same appearance as the pattern to be found. If the mask and 
the pattern being sought are similar, the cross correlation 
between the two will be high. The peak  (    ) is the position 
of the best match in the searching image.  

 
Fig.4. Cross correlation sliding window 

 

Knowing the positions of the corresponding points in two 
consecutive frames, to find how much the capsule rotated, we 
need to calculate the rotation matrix between the two frames. 
Rotation matrix, generally indicated by   , is a     matrix 
shown as below: 

    

[

                                                  
                                                  
                     

] 

(5) 
 

where  ,  , and   represent the rotation angel around x-axis, 
y-axis and z-axis respectively.  

There are many ways to recover the rotation matrix. In this 
paper, we used Singular Value Decomposition (SVD) [11] 
method due to its easy implementation. The basic principle of 
SVD is to decompose a matrix (defined as  , in this particular 
application   is a     square matrix) into 3 separate 
matrices: 

                          [     ]     ( )                                        ( ) 

                                                                                        ( ) 

where the columns of U are the left singular vectors, S has 
singular values and is diagonal and    has rows that are the 
right singular vectors. The SVD represents an expansion of the 
original data in a coordinate system where the covariance 
matrix is diagonal.  

The next step involves accumulating a matrix, called H. 
One thing needs to be pointed out during this step is the re-
center of both dataset so that both centroids can be placed at 
the origin, like shown below: 
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where    and    are corresponding point sets in first frame 

and second frame respectively in [     ]  style. This step 

removes the translation component, leaving only the rotation 

component to deal with. After   is factorized by SVD, the 

rotation matrix can be calculated by multiplication of   

and   : 

                                                                                      (  ) 
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where   can be expressed in the following form: 

                        [

         
         
         

]                             (  ) 

From the matrix  , the rotation angel   around the optical 

axis, as illustrated in Fig. 5, can be calculated by:  

                                               (
   
   
)                               (  ) 

 

Fig.5. Rotation of the capsule around main optical axis 

3     Experimental Results 

According to the clinical data provided by Umass 
Memorial Hospital, the average transit time of the capsule from 
the duodenum to the cecum was 240 ± 40 min. Our 
experimental results show that average 2.4 peristalsis were 
detected per min from the endoscopic video and each 
peristalsis takes up around 6 ± 2 seconds. In terms of time, 
around 20% of the time the similarity between consecutive 
images drops below 65%, which means the capsule proceeding 
very fast propelled by the peristalsis. Around 30% of the time 
the similarity between consecutive images stays beyond 75%, 
which means the capsule either stays still or rotates very 
slowly. Fig.6 shows a sample video clip of 50 seconds. During 
this transit time, two peristalsis were detected. 

 
Fig.6. Speed estimation according to the similarity between consecutive 

images  

Fig. 7 shows two consecutive endoscope images and the 
corresponding feature points found by the algorithm 
introduced in section 2. Overall 52 feature points were 
detected in the example shown in Fig.6 where circles indicate 
the original positions of the feature points and lines pointed to 
the rotated positions in the next frame. The calculated results 
for the rotation matrix and rotation angle are shown in table 1. 

 
Fig.7. Rotation Estimation by feature matching between two consecutive 

images  

Table 1. Calculated parameters for the example shown in Fig. 7 

Feature 

Points 
Detected 

Rotation Matrix 
Translation 

Matrix 

Rotated 

Angle 

52 [
             
              

   
]   [

        
       
 

] 15.5354 

 

 
Fig.8. (a) original frame (b) rotated by     (c) rotated by     (d) rotated 

by     

Table 2. Calculated parameters for the example shown in Fig. 8 

Real 

Rotation 

Angel 

Feature 

Points 

Detected 

Rotation Matrix 

Calculated 

Rotation 

Angle 

Error 

     79 [
              
             
   

]          0.1303 

     18 [
               
             
   

]           2.4324 

    10 [
               
             
   

]           collapse 

To verify the accuracy of the results, we artificially 
generated a set of rotated frames with different angles from the 
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same endoscopic image. The rotated angles are    ,     and 
    respectively.  From Table 2 it can be seen that when the 
rotation angle is small (<   ), the calculated results are very 
accurate with an average error below     . However, as the 
rotation angle goes up, the accuracy drops down, finally the 
algorithm collapses at the rotation angle >   . 

4    Conclusion 

In this paper, we presented a novel image processing 
based approach to analyze the movement of the endoscopy 
capsule inside human body. The major contribution of this 
work includes introducing the concept of “3D map” into the 
localization inside human body and modeling the movement 
of endoscopy capsule. The proposed technique is very easy to 
implement, low cost, and with high accuracy. No extra device 
is needed for this technique other than the video camera itself. 
The experimental results show that the proposed speed and 
rotation estimation methods have a good performance 
especially when the capsule moves slowly. In the future, we 
will focus on refining this algorithm according to the clinical 
data and combining this technique with the existing RF 
localization approaches to provide a hybrid solution to the 
localization inside human body. 
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Abstract - The initial engine start up wear occurs at low load 

and speed when an IC engine experiences transient transverse 

piston eccentricities in the absence of an elastohydrodynamic 

lubricating (EHL) film. The unsteady squeeze and steady-state 

wedging alter the piston load-carrying capacity. The 2-D 

steady-state computational piston EHL models are developed. 

The unsteady squeeze is introduced to assess its effects on 

pressures and film profiles. Reynolds equation in steady-state 

and unsteady-state  conditions is solved numerically by 

generating a finite difference computational mesh to produce 

hydrodynamic pressures. The graphical simulations are 

generated for better process visualization. The computational 

analysis show the effects of wedging and squeeze on piston 

eccentricities and contact geometry. A comparative 

simulations analysis shows that squeeze alters hydrodynamic 

pressures significantly as compared to steady-state 

conditions. The load-carrying capacity of lubricant is 

adversely affected, increasing the chances of a physical 

contact and wear of piston skirts and liner. 

Keywords: Modeling, Simulation, Piston skirts, EHL,  

                Initial engine start up  
 

1 Introduction 

  The mathematical modeling of the lubrication of piston 

and rings assembly is a challenging area in the initial internal 

combustion (IC) engine start up conditions. In the initial 

engine start up the absence of a fully established EHL film 

reduces the effectiveness of piston lubrication, invites wear 

and reduces the engine life considerably. To find ways to 

prevent the engine wear the hydrodynamic processes of 

transient squeeze and the steady-state wedging must be 

coupled with the secondary piston dynamics and then modeled 

numerically. The unsteady squeeze process involves the time-

marching for the given initial and boundary conditions. An 

engine lubricant flows between the interacting surfaces in 

relative motion normal to the direction of flow. The unsteady 

squeeze and the steady-state wedging improve the lubrication 

and performance of many machines, components and engine 

bearings [1]. An effective piston skirts EHL requires an 

appropriate viscosity-grade for easy engine start up for which 

a high-viscosity engine lubricant is considered in the 

computational  at a low speed. To check the changes in the 

squeeze EHL the couple stresses influencing the  squeeze 

performance of a journal bearing may be applied on the piston 

skirts [2]. To model these processes by solving the set of 

mathematical equations simultaneously a computer code is 

needed to be developed, necessitating the use of a professional 

engineering software. In view of this the 2-D numerical 

models are developed in matlab in the isothermal conditions. 

In the steady and the un-steady state conditions separately the 

2-D Reynolds equation is discretized and solved numerically 

to generate the hydrodynamic pressures. In  the computational 

EHL models the pressure-viscosity relationship is introduced 

and the elastic surface displacements are determined.  

 

1.1 Assumptions 

 A comparison is made between the simulation results of 

the steady and un-steady lubrication models for the analysis. 

For the computational models the assumptions are: 

1.1.1 Newtonian oil flooding and thermal effects neglected.  

1.1.2 Surface roughness and waviness are neglected. 

1.1.3 Zero pressure is assumed at the inlet of the contact zone  

1.1.4  The effects of  turbulence are neglected  in the flow. 

1.2  Nomenclature 

C = Radial clearance between piston and bore =10 microns 

Cg = Distance of center of mass and piston pin = 0.0002 m 

Cp = Gap between gudgeon pin and piston-axis  = 0.001 m 

E1, E2 = Young's moduli of skirts and cylinder = 200 GPa  

F = Force acting as Normal on the skirts 

Ff = Force due to friction that acts on the surface of skirts 

Ffh = Force of Friction due to the hydrodynamic film of oil  
FG =  Gas force (function of crank angle) 

Fh  = Normal force due to hydrodynamic pressure in the film 

FIC  =Transverse Inertia force due to piston mass 

  = Reciprocating Inertia force due to piston mass 

FIP   = Transverse Inertia force due to piston-pin mass 

 = Reciprocating Inertia force due to piston-pin mass 

Ipis = Piston inertia about its centre of mass 

L = Length of the skirts = 0.0338 m   

M = Moment generated that acts on the skirts  

Mf  = Friction moment acting on skirt surface                             
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R = Half of piston diameter = 0.0415 m  

a = Height from top of skirt and gudgeon-pin = 0.0125 m 

b = Height from skirt top to piston centroid  = 0.0015 m. 

et , eb = Piston eccentricities at skirts top and bottom surface 

h = Film Thickness,  l = Connecting rod length = 0.133 m 

mpis =Piston mass = 0.295 kg, mpin =Piston-pin mass =0.09 kg  
p = Pressure (hydrodynamic),  r = Crank radius = 0.0418 m 

𝛚 = Constant crankshaft speed, corresponds to engine speed  

τ = Shear stress, Ʋ1, Ʋ2 = Skirts and liner Poisson's ratio = 0.3 

η = Dynamic viscosity = 0.1891 Pa.S. 

Φ = Connecting rod angle,  = Crank angle 

Ɵ = Ɵ1+ Ɵ2  = Total piston skirts angle = 75 degree 

 

2   Mathematical Model 

  The IC engine considered in our model is the same as 

used by Zhu et al [3]. The primary sliding motion of the 

piston and its secondary dynamics involving the small 

eccentricities, velocities and acceleration are incorporated in 

the model. The piston displacement, velocity and acceleration 

during its primary motion depend on the crank angle „‟. The  

primary velocity and acceleration at a given crank speed , 

are [3]: 

   (1) 

where B = Cp + r sin Ψ                                        (2) 

                                         (3) 

The secondary acceleration terms of the top and bottom skirts 

are calculated as [4]: 

 

                                      (4) 

where,    Fs  = tan Φ(FG + FIP + FIC)                 (5) 

Ms = FG Cp - FIC Cg                                 (6) 

The hydrodynamic film thickness of the lubricant is [4]: 

  

      (7)

     
where, θ = x / R 

The 2-D steady-state Reynolds equation is used to calculate 

hydrodynamic pressure[4,5]: 

                     (8) 

The 2-D average Reynolds equation involving the squeeze 

action  and the boundary conditions are [3]: 

          (9) 

 

 
                            (10) 

The dimensionless form of the important variables and the 

Reynolds equation are [4,5]: 

h* = h/c;  x* = x/R;   y* = y/L;   p* = (pc2)/6UηR    (11) 

     (12) 

The normal hydrodynamic force and its moment about the 

piston pin are [4]: 

              (13) 

      (14) 

The hydrodynamic friction force and its moment about the 

piston pin are calculated as [4]:  

                       (15) 

    (16) 

                     
The non-dimensional  shear stress is calculated as [5]:  

                         (17) 

In the EHL regime the bulk elastic displacement is taken. The 

equation representing the thickness of the film is [4]: 

 

                      (18) 

where f(θ ,y ) shows the profile of the surface of piston. It 

represents any deviations from the desired manufacturing 

tolerances and neglected here. The deformation of the surface 

in the differential form is [4, 6] 

 

                                      (19) 

where                (20) 

                              (21) 

the elastic displacement at a particular point (xo, yo)  is [6, 8]: 

                          (22) 

 

3   Numerical Solution 

  Equation (4) constitutes an initial value problem to find 

the secondary eccentricities et(t) and eb(t) of the skirts [4]. The 

simulation of the differential equations show the  

hydrodynamic lubrication of skirts at the respective time steps 
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or crank angles [4]. The average Reynolds equation and the 

film thickness equation are solved simultaneously. A 21x21 

size finite difference mesh is generated and an explicit forward 

time central space differencing scheme is employed to 

determine the hydrodynamic pressures, using the iterative 

computational Gauss Seidel approach [7, 8]. The equations for  

Reynolds pressures,  and the thickness of oil film are solved 

simultaneously to calculate all forces and moments in equation 

(4). We compute accelerations ёt, ёb and then satisfy them 

from the solution of velocities ėt, ėb at the old and new time 

steps. If we fail to satisfy them then we adjust the present 

solution of the velocities. For this we use Runge-Kutta 

scheme.  The piston position at the end of the current time step 

after getting the satisfactory values of the secondary velocities 

ėt, ėb , is [4]: 

 

 

The solution converges in the sixth crank cycle. The 

simulation results of the computational skirts lubrication 

models correspond to the 720 degree cycle and show the film 

profiles and pressures. For the numerical solution of the EHL 

model, the Reynolds equation is integrated for the geometry of 

the surface interacting with the liner [4, 6]. The inverse 

solution technique is used to solve the Reynolds equation [6]. 

The elastic surface displacements in the piezo-viscous regime 

are calculated and then incorporated in the film thickness 

equation to produce the modified film profiles. The thickness 

of the EHL film is calculated by using the three basic 

numerical processes. The first is the integration of Reynolds 

equation where as the second is the inverse approach to find a 

solution of the Reynolds equation [6]. It gives the profile of 

the film and the elastic deformation calculations. In the 

solution of the Reynolds equation we locate the inflexion 

points at two locations on the curve of the pressure due to 

hydrodynamic action. One point is found on the sweep of 

pressure at the inlet and the second is close to the outlet. The 

point of minimum film thickness is found near the outlet end 

of the pressure curve. The condition of zero second order 

pressure changes in the sliding direction is applied at a 

particular point to get the film thickness. At the other points 

the film thickness is determined. The cubic equation is solved 

such that [6]: 

                     (23) 

where   

4 Results and Discussion 

 An understanding of the prevailing operating conditions 

in the start up of an engine at a low-speed engine must be 

developed. In view of this, the mathematical models of the 

lubrication of the piston skirts cater for the steady-state and 

the transient engine start up conditions. In the steady-state 

lubrication models the secondary piston displacements are 

coupled with the steady-state wedging and the resultant 

hydrodynamic pressure profiles are studied in the stated 

lubrication regimes. In the un-steady-state lubrication models 

the time-dependence of the film thickness is coupled with the 

secondary piston displacement rates. The simulation results 

are generated that cater for the steady-state hydrodynamic 

wedging and the time-dependent squeeze action, separately. In 

each case the graphical results are plotted against the 4-stroke 

cycle. 

 

4.1  Steady State Piston Lubrication 

   In the steady-state piston lubrication models the 

behavior of a high-viscosity grade Newtonian engine lubricant 

is studied in terms of the profiles of the lubricant film and  

pressures generated in the hydrodynamic and EHL regimes. 

The magnitudes of the secondary piston displacements or 

eccentricities introduce the probability of a contact of the 

opposing surfaces of the skirts and the cylinder during the 4-

stroke cycle at 600 rpm speed.  

  

4.1.1  Eccentric Displacements and Velocities 

   The dimensionless eccentric displacements or 

eccentricities of the piston skirts in the hydrodynamic and 

EHL regimes are shown in (1). The eccentricity profiles of the 

surfaces at the top and bottom are represented as Et and  Eb,, 

respectively. These profiles are plotted against the 4-stroke 

crank cycle. The sub-figures 1 (a) and (b) are similar 

generally and show the three horizontal lines. The upper 

horizontal line is at 1.0 and represents the non-thrust side of 

the cylinder liner. The lower line is at -1.0, which shows the 

thrust side of the liner. The middle line is at 0 and shows the 

concentric position of the piston with the liner axis. If the Et 
or the Eb curve touches either the upper or the lower line, 

adhesive wear will occur. The induction, compression, 

expansion and exhaust strokes of the piston are from 0-180,  

181-360, 361-540 and 541-720 degrees, respectively. In the 

hydrodynamic regime, the piston travels concentrically with 

the liner axis up to the mid-induction stroke and attains the 

maximum cyclic velocity. Then, it decelerates and gets 

displaced eccentrically towards the non-thrust side of the 

liner.At the end of the induction stroke the piston with the 

negligible cyclic speed changes its direction of translation and 

commences its journey in the compression stroke. These 

developments displace the piston further towards the non-

thrust side eccentrically. In the compression stroke the piston 

compresses the air-fuel mixture. At the end of the stroke the 

highly compressed mixture is ready for combustion, which 

occurs at 372 degree crank angle. A tremendous amount of 

energy is transferred to the piston crown, which displaces it 

eccentrically from the non-thrust to the thrust side of the liner. 

The thrust generated due to combustion subsides as the piston 

moves past the mid-expansion stroke. The exhaust valves start 

opening and become fully open in the exhaust stroke. No 

significant energy transfer during the exhaust stroke precludes 

the possibility of any further eccentricities. In the expansion 

stroke the Et curve touches the thrust side and remains in 

contact until the completion of the exhaust stroke. In EHL 
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regime, the pressures rise very high. The lubricant viscosity 

rises exponentially with the pressures. The piezoviscous 

effects and surface deformations reduce the chances of 

adhesive wear, as shown in 1(b). The eccentricity rate or 

velocity profiles are generated to study the energy transfer 

between the skirts and the liner. Figure (2) shows the 

dimensionless velocity profiles of the top and bottom of the 

skirts. Et dot, and Eb dot represent the velocity profiles of the 

top and bottom skirts, respectively. The velocity profiles in 

the positive and the negative quadrants imply the energy 

transfer from the skirts to the liner and vice versa. The  

extraordinarily high elastohydrodynamic pressures enhance 

the capacity of the oil film to carry the loads effectively. 

 

 
(a)        (b) 

Fig 1. Steady Eccentricities in (a)Hydrodynamic (b)EHL 

 
(a)       (b) 

Fig 2. Steady velocities in (a) Hydrodynamic (b) EHL regime 

 
Fig 3. Hydrodynamic and EHL Steady Film Thickness   

 

4.1.2 Film Thickness 

 

  Figure (3) shows the film profiles in the hydrodynamic 

and EHL regimes. In the rigid lubrication regime the film is 

very thick prior to the side leakage and squeeze out effects 

and its profile is represented as Max. Hyd. Film. After the 

leakage and squeeze out the left over film carries the actual 

loads and is the Min. Hyd. Film. With no eccentricities the 

films are quite thin up to mid-point of the induction stroke. 

The eccentricities in the induction and compression strokes 

thicken the films. Combustion occurs as the expansion stroke 

commences. The tremendous combustion thrust does not 

allow any other effects to influence the primary piston 

translations in the third (expansion) and the fourth (exhaust) 

strokes. A noticeable effect of combustion is the sharp decline 

in the hydrodynamic film thickness. The un-steady effects 

increase the thickness of the film appreciably. The squeeze 

effects reduce the thickness of the maximum film 

significantly. The resultant minimum film thickness is around 

one-third of the maximum film thickness. However, after the 

reduction in the thickness  the minimum film carries the 

hydrodynamic loads. The hydrodynamic pressures rise 

substantially high in the EHL regime and decrease the 

thickness of the film considerably. The high rising pressures 

displace the interacting surfaces elastically. The thickness of 

the hydrodynamic film subjected to extreme hydrodynamic 

pressures before the surface displacements is plotted and 

shown as the h pmax profile. The displacements of the 

surfaces create an additional space which is readily occupied 

by the lubricant due to flooding. It enhances the thickness of 

the film. The EHL film profile in (3) shows the film after the 

elastic displacements. The different magnitudes of the film 

profiles shows the extent of the elastic surface deformation. 

The film thickness profiles in the hydrodynamic regime are of 

particular interest during the compression and exhaust strokes. 

The eccentricities of the skirts enhance the wedging action to 

cause a corresponding increase in the film thickness. The very 

low hydrodynamic pressures in the induction stroke increase 

rapidly higher values in the compression and expansion 

strokes. The amplitude of the combustion gas force is very 

high in the beginning of the expansion stroke. It changes the 

direction of the secondary piston motion which decreases the 

thickness of the film sharply. The very high pressures 

decrease the hydrodynamic film from a few to a fraction of a 

micron and affect the viscosity. The viscosity of the lubricant 

becomes pressure-dependent and rises exponentially with 

EHD pressures. The instantaneous spikes are due to the 

sudden pressure drop and rise in the beginning of the second 

(compression) and the second part of power stroke. 

 

 
(a)             (b)                 (c) 

 
(d)                  (e)                        (f) 

Fig 4. Steady Hydrodynamic Pressures at (a) 180 deg (b) 270 

deg  (c) 360 deg (d) 450 deg (e) 540 deg (f) 630 deg 
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4.1.3  Hydrodynamic and EHD Pressures 

 

   In the steady-state conditions the hydrodynamic 

pressures are generated primarily by the wedging action. In the 

induction stroke the pressures are of low intensity and the 

amplitudes are reasonably low. In the compression stroke the 

pressures start rising as the air-fuel mixture is compressed and 

the intensity of the gas pressure force increases. The 

hydrodynamic pressures build up over the surface of the skirts 

during the 4-stroke cycle. The intensity and magnitude of 

pressures vary at each angle of the 720-degree crank rotation 

cycle. The fairly gentle slopes of the low-intensity pressures in 

the induction stroke transform into steep ones in the 

compression and the expansion strokes. It happens due to the 

transformation to high-intensity pressures in the second-half of 

the compression stroke. Combustion occurs in the beginning 

of the expansion stroke. It generates a very high intensity 

thrust, which intensifies the pressures to very high proportions. 

The rapidly rising very high intensity pressures imply the 

extended load-carrying capacity of the lubricant in the face of 

the tremendous thrust produced by combustion. Figure 4 

shows the 3-D pressure fields at some of the critical piston 

positions in the hydrodynamic regime. The sub-figures 4(a), 

(b), (c), (d), (e) and (f) show the pressure fields at the end of 

induction stroke, mid-compression stroke, end of compression 

stroke, mid-expansion stroke, end of expansion stroke and 

mid-exhaust stroke, respectively. The simulation results show 

the buildup of the positive pressures over the surface of the 

skirts. The low-intensity pressures develop in the induction 

stroke, fairly high pressures with steep slopes in the 

compression stroke and the excessively high pressures with 

steeper slopes in the first half of the expansion stroke. The 

positive pressures remain biased towards the top surface of the 

skirts till the piston starts decelerating in the second half of the 

expansion stroke. Since the top surface of the piston skirts has 

the significant eccentric displacements as compared to the 

bottom surface, hence in case of starvation the chances of a 

physical contact cannot be ruled out completely. The bias of 

the positive pressures shift to the bottom surface in the second 

half of the expansion stroke. By that time a physical contact 

gets established between the top surface and the liner. In the 

 
Fig 5. EHL pressure rise under steady-state conditions 

 

EHL regime the pressures rise very high and deform the 

surfaces. The rising pressures that cause the surfaces to 

deform elastically are plotted over the surface of the skirts and 

shown in (5). The maximum rise is noticed near the mid-skirts 

surface. The pressures rise more than 16% of the peak 

hydrodynamic pressures in the rigid hydrodynamic regime. 

This is the extent of the rise, which is experienced by the 

interacting surfaces prior to their deformation elastically. 

 

 4.2 Unsteady Piston Lubrication 

    The time-dependent squeeze action occurs when the 

piston skirts and the liner surfaces come close to each other. 

The speed at which the piston skirts come closer to the liner 

surface is the squeeze velocity. The squeeze motion allows the 

excess lubricant to squeeze out from the sides of the 

interacting surfaces. The amount of lubricant trapped in 

between does not permit the interacting surfaces to establish a 

physical contact with each other. The entire phenomenon is 

transient in nature and is expected to create a more 

pronounced effect during the initial engine start up at low 

speeds and under the low-load conditions. Due to the squeeze 

effect the thickness of the  lubricant film changes with time. 

Hence, it is required to be recorded at every instant of time to 

evaluate the effects created by the squeeze action. The squeeze 

out of the lubricant film. 

  

 
(a)        (b) 

Fig 6: Un- Steady  Eccentricities in (a)Hydrodynamic (b)EHL 

 
(a)       (b) 

Fig 7. Un-Steady Velocities in (a) Hydrodynamic (b) EHL 

 

4.2.1  Unsteady Eccentricities and Velocities 

   The primary sliding motion of the piston generates 

significant secondary oscillations in a few initial engine start 

up cycles. The secondary piston displacements in the 

transverse direction determine the possibility of a physical 

contact between the piston skirts and the cylinder liner 

surfaces. The squeeze effect is anticipated to be more 

pronounced during the secondary piston motion. When the 

squeeze action is considered, the secondary piston 

displacements are simulated and the results plotted in figure 6. 

In this figure the dimensionless eccentric displacements of the 

top and the bottom surfaces of the piston skirts are plotted in 

the hydrodynamic and EHL regimes in the way similar to that 

adopted in the case of the steady-state conditions. The 

eccentric displacement profiles in the hydrodynamic regime 
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show that the squeeze action generates a beneficial effect in 

preventing a physical contact between the interacting surfaces. 

The action is more pronounced when the piston is at or near 

the respective dead centers. In the hydrodynamic regime 

merely the wedging action does not stop the piston to come 

closer to the non-thrust side in the compression stroke. More 

so, the tremendous thrust produced by combustion facilitates a 

physical contact, if the squeeze action is absent during the 

expansion stroke.  In the EHL regime very high hydrodynamic 

pressures are generated.  The wedging action produce such 

exceptionally high pressures under the steady-state conditions 

that do not allow the interacting surfaces to establish a 

physical contact with each other. However, under the un-

steady state conditions the thin lubricant film gets squeezed 

out when the interacting skirts and the liner surfaces are 

experiencing already very high loading. Under these 

conditions the film thickness is expected to get reduced 

further to still smaller values. A situation might occur when 

after the squeeze out action a very thin left out film fails to 

prevent a physical contact of the surfaces effectively. A 

similar case is the initial engine start up at the relatively low 

load and speed conditions. In the EHL regime a comparison 

of the eccentricity profiles in the steady and un-steady 

conditions shows the visible effects of squeeze in the 

expansion and exhaust strokes. Squeeze brings the interacting 

surfaces closer enough to almost touch each other and wear 

may occur. 

  
4.2.2 Un-Steady Film Thickness 

 

   In the un-steady time-dependent conditions the 

lubricant film should be thick enough to carry the 

hydrodynamic loads conveniently and effectively under the 

variable engine operating conditions. Figure 8 shows the un-

steady film thickness profiles in the hydrodynamic and the 

EHL regimes separately. The respective film thickness 

profiles are plotted against the 720 degree crank rotation 

cycle. In the hydrodynamic regime the maximum and the 

minimum film thickness profiles are generally similar to those 

plotted in the under the steady-state conditions. However, 

there are differences in terms of the magnitudes and the 

instantaneous variations in the shape of the respective films. 

These differences are due to the effects of the transient 

squeeze action. The maximum and the minimum film profiles 

in the hydrodynamic regime show that the squeeze action has 

a visible effect on the thickness in the expansion stroke. 

During the expansion stroke the relatively steep gradients and 

the instantaneous spikes at the end of the stroke as compared 

to that in the steady-state case are due to the squeeze action. 

Moreover, the reduction in the thickness is extended at the 

end of the expansion stroke due to the thrust of combustion 

and the squeeze effect. In the EHL regime the film gets 

thinner at the maximum pressure and after the elastic surface 

displacements. There is an instantaneous spike of low 

intensity during the expansion stroke. Its comparison with the 

spike in the steady-state case shows a considerable reduction 

in the magnitude and duration under un-steady squeeze action. 

 
(a)           (b)                 (c) 

 
(d)            (e)           (f) 

Fig 9. Un-Steady Hydrodynamic Pressures at (a) 180 deg (b) 

270 deg  (c) 360 deg (d) 450 deg (e) 540 deg (f) 630 deg 

 
Fig 10. EHL pressure rise under un-steady-state conditions 

 

4.2.3   Un-steady Hydrodynamic and EHD Pressures 

 

      The pattern, magnitude, shape and the bias of the 

hydrodynamic pressures vary considerably when the time-

dependent squeeze effects are introduced in the hydrodynamic 

lubrication model. In the un-steady model the 3-D pressure 

fields are plotted at the same piston positions as is the case in 

the steady-state model. A comparison of the models show that 

during the induction and the compression strokes the squeeze 

effects are not clearly visible. It is despite the fact that there 

are minor variations in the magnitudes and the intensities of 

pressures. The squeeze effects are clearly visible on the 

hydrodynamic pressures after combustion occurs in the 

beginning of the expansion stroke. Unlike in the steady-state 

model the hydrodynamic pressures rise very sharply with very 

high intensities and steeper gradients when the piston reaches 

at the mid-expansion stroke. Moreover, the bias of the peak 

pressures also shift closer to the right edge of the top surface 

of the skirts. The piston starts decelerating after crossing the 

mid-stroke location of the liner due to which the effects of 

wedging action start subsiding. Resultantly there is a gradual 

reduction in the magnitudes of the generated pressures as the 

piston slides towards the bottom dead-center. In the case of 

the steady-state model the effects are visible in the form of the 

relatively gradual build up of pressures with gentle slopes. A 

very noticeable change is the shift in the bias of pressures 

towards the bottom surface of the skirts before the piston 
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completes the expansion stroke. When the squeeze action is 

introduced in the model the pressure intensities do not subside 

and instead, the gradients become steeper. The bias of the 

pressures does not shift towards bottom surface of the skirts. 

The net result is the sharp build up of the fairly intense 

positive pressures. With the piston travel in the second half of 

the expansion stroke and in the exhaust stroke the peak 

pressures continue to intensify under the squeeze action. The 

hydrodynamic action is primarily under the influence of the 

time-based squeeze film formation during the exhaust stroke. 

It is the squeeze effect, which does not allow a complete 

contact between the interacting surfaces during the expansion 

and the exhaust strokes. 

 

5   Conclusions 

   In this work the effects of time-dependent squeeze 

action are analyzed in the un-steady EHL of piston skirts in 

the initial engine start up. The simulation results with and 

without squeeze effects are compared and analyzed. In the 

hydrodynamic regime the results show that squeeze produces 

some beneficial effects. The physical contact between the 

interacting skirts and the liner surfaces is managed to be 

avoided in the expansion stroke as compared to the steady-

state conditions when wear takes place due to such a contact. 

In the steady-state conditions the bias of hydrodynamic 

pressures shift towards the bottom surface in the expansion 

stroke and become less intense. Under the un-steady 

conditions the squeeze effects aid in maintaining the high-

intensity hydrodynamic pressures in the expansion and exhaust 

strokes. The high-intensity pressures remain biased towards 

the top surface of the skirts. The squeeze action affects the 

hydrodynamic film thickness after combustion in the 

expansion stroke. In the EHL regime the squeeze action is not 

beneficial as it causes the surfaces to almost contact each other 

and wear takes place. The EHL pressures do not rise as high 

under the un-steady conditions as is the case in the steady-state 

model. The squeeze action alters the EHL film thickness 

profile due to the variations in the amplitudes of EHD 

pressures. Before considering any definite conclusions further 

studies are recommended by considering the different 

viscosity-grade lubricants and initial engine start up speeds 

under the stated operating conditions. 
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Abstract: Flexile yarn structure made from natural fibres, 
nano-fibres, carbon nanotubes or other types of fibrous 
materials is all formed by twisting an assembly of short or 
long fibres. During the fabrication process, flexible yarn 
is subject to different processes and contacts with various 
machine parts, which causes variable tension forces and 
frictional resistances to torsional stresses of the yarn, 
leading to different yarn tension and twist distributions. In 
the previous studies, many attentions have been attracted 
to analyze yarn twist and tension distributions on a 
stationery cylindrical solid. However, few of studies were 
carried out on a moving cylindrical solid structure. 
Therefore this paper presents a theoretical modelling and 
numerical analyses for dynamic twist and tension 
distributions of high-performed flexible yarns over a 
moving cylindrical solid under steady condition. 
Nonlinear equations of equilibrium are established for 
conducting numerical simulations and the influences of 
various system parameters on yarn tension and twist 
distributions are discussed in detail.  
 
Keywords: Yarn dynamics, theoretical modelling, twist 
distribution, tension distribution 
 
1 Introduction 
      Flexible yarns are the fundamental materials for 
making a wide range of functional structures and 
composites such as wearable electronics, smart and 
conductive structures, geotextiles, 3D auxetics and 
protectors, and membranes. For the flexible yarn, twist is 
an important element for providing cohesive forces into 
fibres to form a high-performed yarn structure with 
sufficient strength for various end-uses. During 
fabrication, the yarn is subject to various tension and 
frictional resistances caused by contacting with machine 
parts, as simply depicted in Figure 1. After passing 
through a pair of delivery rollers, twist is generated by a 
twister and it propagates upwards into the yarn. When the 
yarn contacts with surface of the solid structure, frictional 
resistance is generated to impede the twist propagation, 
leading to different twist distributions (T2>T1).   
 

 
Figure.1 Schematic view of twist blocking 

 
      In the fabrication and handling process of flexible 
yarns, most of friction solids structures are stationery with 
cylindrical cross section, so a number of previous studies 
have concentrated on distributions of yarn tension and 
twist on such a friction solid [1-2]. However, few of 
studies were carried out on the analysis of yarn twist and 
tension distributions on a moving cylindrical solid. 
Therefore, this paper aims to provide a theoretical method 
to quantify yarn dynamic behaviour in terms of yarn 
tension and twist distributions on a moving cylindrical 
solid structure. We will firstly establish equations of 
dynamic equilibrium on the moving cylindrical solid. 
Then we will numerically simulate yarn tension and twist 
distributions with steady conditions and discuss the 
influences of various system parameters on yarn tension 
and twist distributions.   
 
2 Theoretical Modelling 
 
      Figure 2 shows a finite element of flexible yarn 
running over a moving cylindrical solid. In Figure 2, a 
cylindrical reference frame O-XYZ was selected, in which 
R(s, t) is defined as the yarn element position vector. An 
arbitrary point P on the yarn element is projected onto the 
Plane XYO, as presented by P’. Then, the angle formed by 
the OP’ with the X axis is defined as the wrapping angle 
(ψ). According to the base vectors eψez, which represents 
the yarn tangible direction of increasing ψ and the z axis 
direction, respectively, and er = eψ x ez, the yarn element 
position vector can be expressed by 
 

                                  zr eeR zr += 0                            (1) 
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      In the following analysis, three kinds of external 
forces exerted on the yarn element are considered, namely 
internal tension force T, unit friction force F and normal 
reaction force N.  
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Figure.2 A yarn element on a moving cylindrical solid 

 
      In the steady state, considering all acting forces 
mentioned above, the full vector form of the time-
independent equation of motion [3-5], for a yarn element, 
is: 
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      As shown in Figure 3, in order to simply the solution 
of the differential equation above and denote the direction 
of all acting forces, a unit vector eβ and a moving 
coordinate system Phτv with its base vectors  eheτev were 
introduced. In Figure 3, π1 and π2 are the tangent plane to 
the surface of the moving cylindrical solid and the 
osculating plane of the yarn curve at P, respectively, and 
eβ is the principle normal to the yarn axis.  The unit 
vectors eτ and eh are the yarn tangent vector in the 
direction of yarn motion and the unit vector normal to the 
tangent plane π1, and the vector ev  can be expressed by 
ev=eh x eτ.  
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Figure.3 Moving coordinate and forces acting on a yarn 

element 
 
      In the moving coordinate system, unit normal reaction 
force N can be written as 

 

                                     heNN =                                  (3) 
 
      In Figure 3, the angle α is defined as the angle 
between the direction of friction force and the axis 
perpendicular to the yarn axis, then the unit friction force 
F can be expressed as 
 

                         )sincos hv ee(FF αα +−=               (4) 
 
      In the cylindrical coordinate system, the unit tangent 
vector eτ can be written as 
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      As shown in Figure 3, the torsional moment for a yarn 
element can be expressed by the following equation 
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where mf  is the external moment, which can be written by 
mf=|F|cosαR.  
 
      In this analysis, a linear relationship between the twist 
and torque of the yarn (M=KT), together with twist flow 
equilibrium [6], is assumed. Therefore, in the steady state, 
Equation (6) can be re-written by 
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      Figure 4 shows the coordinate system and geometrical 
relationship on a moving cylindrical solid.  
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Figure.4 Coordinate system and geometrical relationship  

on a moving cylindrical solid 
 
      Since it is assumed that there are no relative rotation is 
involved between the yarn and the cylindrical solid, we 
can obtain a general force equilibrium equation  
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      As shown in Figure 4, the vector of the cylindrical 
solid is given by  
 

                            { }zrr ,sin,cos 00 ψψ=R                        (9) 
 
where the angle of ψ ranges from 0 to π. 
 
      Following the relationship between two base vectors 
of the reference frame and the moving coordinate system, 
Equation 8 can be further written as 
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where Kn and Kg are the normal curvature and geodesic 
curvature, which can be expressed by 
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where λ is the angle between  the tangent direction of yarn 
and the tangent vector of ψ.  

      When yarn moves over the cylindrical solid, yarn 
motions are composed of three components: 
circumferential rotation around yarn axis 2πRnev, yarn 
forward velocity Veτ and the surface speed of the belt VBez, 
as shown in Figure 5.  
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Figure.5 Yarn dynamic analysis 

      Therefore, the angle between the direction of frictional 
force and the axis perpendicular to the yarn axis α can be 
obtained by 
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where n is the yarn rotational speed, expressed by n=VTW-
VTW0+n0 through the twist flow equation 

sTVsn W ∂∂=∂∂ // [6]; and n0 and TW0 are initial 
rotational speed and twist level of the yarn. 
 
      Since the friction moment acting on the yarn element 
is mf=|F|cosαR, together with |F|=µ|N|, the equation of 
twist distribution on the moving cylindrical solid becomes 
 

                     
R

s
TKIV W αμπ cosN)2( 2 =
∂
∂

−            (13) 

where µ is friction coefficient between the yarn and 
moving cylindrical solid.  
 
Equation 13 describes the twist distribution in the moving 
frictional contact zone. Solving equations 10, 11, 12 and 
13 simultaneously yields yarn tension P and twist level Tw.  
 
3 Numerical Simulations 
      In this section, three cases are used for numerical 
simulations of yarn twist and tension distributions and the 
data to be used in the following calculations are given in 
Table 1. In the case study, friction efficient between the 
yarn and moving cylindrical solid μ, initial yarn tension P0 
and yarn torsional rigidity K are considered as variables 
and simulation results were shown in Figures 6, 7 and 8.   
 
      Figure 6 shows the distributions of yarn twist and 
tension at various friction coefficients between the yarn 
and moving friction solid. In Figure 6(a), it was clear that 
for all three curves, yarn tension decreases to a minimum 
value at around 5 degrees, and after this point, gradually 
increases. Higher friction coefficients can result in larger 
increase of yarn tension.  Also as shown in Figure 6(b), all 
three curves of yarn twist distributions present an 
approximately linear relationship with warping angle on

 
Table.1 System and machine parameters for numerical simulations 

No. 
Tw0 

(turns 
/cm) 

n0 
(turns 

/s) 

P0  
(cN) 

Ψ 
(º) μ R  

(mm) 
r0  

(mm) 

K 
(10-6 

mNm2) 

V 
(m/s) 

V0 
(m/s) 

Case 1 
15 186 10 40 0.7 0.1 3 2.0 0.12 65.7 
15 186 10 40 0.8 0.1 3 2.0 0.12 65.7 
15 186 10 40 0.9 0.1 3 2.0 0.12 65.7 

Case 2 
15 186 8 40 0.8 0.1 3 2.0 0.12 65.7 
15 186 10 40 0.8 0.1 3 2.0 0.12 65.7 
15 186 12 40 0.8 0.1 3 2.0 0.12 65.7 

Case 3 
15 186 10 40 0.8 0.1 3 1.0 0.12 65.7 
15 186 10 40 0.8 0.1 3 2.0 0.12 65.7 
15 186 10 40 0.8 0.1 3 3.0 0.12 65.7 
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the moving friction solid.  Higher friction coefficients can 
lead to a larger reduction of yarn twist. 
  

 
 (1) Tension distribution                    

 
                              (2) Twist distribution  
Figure.6 Case one: Distributions of yarn twist and tension 
on a moving friction solid at various friction coefficients 

 

 
   (1) Tension distribution                

 
                               (2) Twist distribution  
Figure.7 Case two: Distributions of yarn twist and tension 

on a moving friction solid at various initial tensions 
 
      Figure 7 shows the distributions of yarn twist and 
tension on a moving friction solid at various initial 
tensions. In Figure 7(a), it was clear that for all three 
curves, there are no obvious changes before 10 degrees, 

after this point, yarn tension increases. Higher initial 
tensions can result in slightly larger increase of yarn 
tension. Also as shown in Figure 7(b), all three curves of 
yarn twist distributions present an approximately linear 
relationship with warping angle on the moving friction 
solid.  Higher initial tensions can lead to a larger 
reduction of yarn twist.  
 
      Figure 8 shows the distributions of yarn twist and 
tension on a moving friction solid at various yarn 
torsional rigidities. In Figure 8(a), it was clear that there 
are no obvious changes of yarn tension under various yarn 
torsional rigidities. Also as shown in Figure 8(b), all three 
curves of yarn twist distributions present an 
approximately linear relationship with warping angle on 
the moving friction solid.  Lower yarn torsional rigidities 
can lead to larger reduction of yarn twist. 
 

 
   (1) Tension distribution                                      

 
                             (2) Twist distribution  

Figure.8 Case three: Distributions of yarn twist and 
tension on a moving friction solid at various yarn 

rigidities 
 
4 Conclusion 
      A nonlinear theoretical model is developed to analyze 
the twist and tension distributions in fabrication of high-
performed flexible yarns over a moving friction solid 
under steady state. A series of governing equations have 
been formulated to describe yarn tension and twist 
distributions on a moving frictional contact zone. These 
equations can be solved simultaneously when the 
calculation parameters are known.  
 
      Numerical analysis of simulation results showed that 
there is a non-linear relationship between yarn tension and 
warping angle, while yarn twist presents an approximately 
linear relationship with the changes of warping angle. 

184 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  |



Higher friction coefficients and initial tension can result in 
larger reduction of yarn twist with larger increase of yarn 
tension. Lower yarn torsional rigidities can lead to larger 
decrease of yarn twist, while yarn torsional rigidity has no 
obvious influence on yarn tension.   
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Abstract - The approach of jet engine’s overall 

structural design based on the master model technique is 

mainly discussed. The master model of jet engine is 

divided into control structure and detailed structure 

according to different design phases. The control 

structure determines the structural frame of engine and 

the detailed structure is further designed under the 

constraints of the control structure that can be driven by 

the control structure. By means of the control structure 

method, it solves the problem of combining conceptual 

phase with detailed phase and facilitates transmitting 

modifications of design from top to down during overall 

structural design of jet engine. Finally, the design model 

is automatically updated to the best result in 

self-compiled program after optimization process. A 

parallel and efficient design process of jet engine’s 

overall structure is achieved. 

Keywords: CAD/CAE; structural design; master model; 

control structure; optimization 

1 Introduction 

The overall design of jet engine is a bottom-up 

serial design process traditionally 
[1]

. The structural 

design of aero engine mainly depends on designer’s 

experiences and lessons from previous design programs, 

so designers need to repeatedly check the result with 

every relevant department to meet general requirements, 

which will cost lots of manpower, resulting in the 

prolonged design cycle and increased cost. Thanks to the 

development of modern CAD/CAE technology, an 

integrated and collaborative platform has been made 

available for product design. Especially, the master 

model technique enabled seamless connection between 

design process and data exchanging. 

Master model is virtually a central database that 

contains a lot of geometric and non-geometric 

information in product’s life cycle 
[2]

. It ensures the same 

cal source throughout design process, and coordinates 

various design phases. Consequently, the master model 

designed in top-down manner keeps all design levels 

consistent and relevant. As bottom data come from 

top-level data, the designed master model can update 

from top to down when top data changes. In addition, 

master model can provide for strength, vibration, weight 

and other disciplines with analysis models and data, 

which ensures the consistency and relevance of the data 

analysis between analytical and design departments. 

Therefore, the process of overall structural design based 

on master model as a data source can be transformed 

from serial manner into a parallel process. 

2 Control structure 

Control structure 
[3]

 is actually an assembly 

structure.  Control structure method separates 

conceptual from detailed design of master model, which 

will form two relevant yet independent structures. This 

facilitates parallel work for general department and 

divisional teams. The control structure of master model 

is designed by the general department, which generally 

decides the layout of engine parts and defines design 

criteria of various subsystems. Detailed structure is 

carried out by divisional teams, which is completed 

under control structure’s constraints. Due to two 

structures’ correlation, when general department changes 

design, detailed structure will update driven by control 

structure. Both control structure and detailed structure 

should follow the principle of top-down design manner, 
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which will relate all levels of master model through 

control objects. 

Control objects 

of engine

Control 

objects of 

fan

Control 

objects of 

compressor

Control 

objects of 

turbine

Control 

objects of 

combustion

engine

Detailed 

design of 

fan

Detailed 

design of 

compressor

Detailed 

design of 

turbine

Detailed 

design of 

combustion

Control structure of 

master model
Detailed structure of 

master model

layout

The design 

rules of 

subsystem

Function of link 

part  

Figure 1: Control structure and detailed structure of 

master model 

2.1 The system level 

The output of flow channel module, cross-section 

parameters of various components is taken as the input of 

overall structure module. Therefore, geometric elements 

and parameters of flow channel design are treated as 

top-level control objects of overall structural design for 

the coordination between overall structural and flow 

channel, which also provides the interface of further flow 

channel design. 

The top level of control structure includes main 

benchmark and geometric elements, such as the 

positioning reference of various components, the axial 

length and import and export parameters of flow 

channel’s cross-section, which controls the layout of 

overall structure as well as coordinates relative location 

between components. 

 

Figure 2: The sketch and parameters of top level 

2.2 The component level 

For rotor system designing, taking fan for example, 

the control objects of fan assembly are established under 

the constraint of flow channel lines and two benchmarks 

of the fan cross-section. The control objects of fan are 

mainly to determine rotor series, leave’s envelope spaces 
[4]

 and rank gaps at all ranks. The fan department carries 

on the detailed design work of fan blades, disks and other 

parts under the constraint of control objects of 

components as mentioned above. 

 

Figure 3: The control objects of fan 

The control objects of various components are 

established on the second level according to the different 

design manner of different components. Control structure 

reflects the layout and design rules of engine and 

provides a design benchmark, key parameters and outline 

for detailed design. 

3 The detailed structure 

It is component designing departments that design 

the detailed structure of master model in accordance 

with control structure following the top-down design 

method. Detailed structure design is divided into three 

aspects to introduce briefly. They are bearing-support 

design, load frame design and rotor system. In this paper, 

the content focuses on the support structures and rotor 

system design. 

3.1 The bearing-support design 

To meet parametric design needs, bearing model 

should follow these requirements: optional bearing type, 

numerical bearing location, convenient and reusable 

bearing model. In this paper, the bearing model is design 

in light of the UDF 
[5]

 method.  

After building bearing template by UDF wizard, the 

bearing template is stored in user-customized database. 

Bearings are available from the store to meet designer’s 

requirements. For example, low pressure rotor’s 

supporting style is 0-1-1and high pressure rotors’ is 1-1-0, 

as shown in figure 4. 
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Figure 4: The bearing-support style of rotors 

3.2 Load frame design 

Under the constraint of low-pressure compressor 

outlet lines and high-pressure compressor inlet lines in 

the control structure, sketches of outer casing, flow ring 

and bypass ring are drafted as shown in figure 5. By this 

correlative design method, the under level objects will 

contact with the upper objects. So the master model will 

be capable of updating top-down when the upper objects 

are modified. 

 

Figure 5: The sketch of outer casing, flow ring and 

bypass ring 

The web of frame contacts the flow ring and 

bearings in the aspect of its structure, so the flow-ring’s 

base wall is taken as a positional reference of the web’s 

top-wall and the bearing-seat of the web is posited by 

position parameters of bearing. As shown in Figure 6, 

bearing-seat inner diameter R1 and R2 are equal to 

bearing outside diameter D and bearing-seat posited 

parameters X1 and X2 are equal to bearing posited 

parameters by the “expression between parts” 
[6]

 in 

associated method. What’s more, the web structure can 

be summarized and divided into two forms, open web 

and closed web, according to the internal space 

requirements of current engine types. 

 

Figure 6: The open web sketch 

3.3 Rotor system design 

As rotor system is very complicate and involves 

many aspects, here the main parts discussed are disks 

and shafts, as well as the connection between parts of the 

rotor, like the connection of shaft and bearing, the 

connection of shaft and disk.  

3.3.1 Parametric design of disk 

Disk features consist of major feature and 

complementary feature 
[5]

. The major feature includes 

main shape of disk and the complementary feature is 

designed to complement the major feature by being 

attached to the main feature, such as installing side, 

cooling hole, chamfer and so on.  According to 

reference data 
[7]

, it is straight line and arc method used 

to describe the shape of web. Leaf envelope space 

objects in the control structure are used to link the disk 

sketch and as the design datum of rotor system. 

 

Figure 7: The major feature of disk 
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Figure 8: The install edge of disk 

3.3.2 Relevant design of shaft 

Disk installing edge has a surface contacting 

relationship with the corresponding shaft. The method of 

parameter referencing is used to build the connection 

between disk and shaft. As shown in figure 9, HS_X and 

HS_R are the axial and radial parameters of shaft 

installing edge, which respectively reference the axial 

parameter N2_X and radial parameter N2_R of disk 

installing edge so as to achieve the relevant design of 

disk and shaft. In order to facilitate parameter 

referencing, parameters of disk installing edges in every 

stage are stored in a parameter table, including N1_X, 

N1_R, N2_X, N2_R and so on. Through referencing 

different parameters in table, shaft installing edge can 

contact with any disk in all stages, as shown in figure 10 

and figure 11. 

 

Figure 9: Connection between shaft and disk 

 
Figure 10: Shaft contact with the first disk 

 

Figure 11: Shaft contact with the second disk 

On the other hand, shaft and the corresponding 

bearing and have a concentric constraint. As shown in 

figure 12, shaft outside diameter R is equal to 

bearing inner diameter D_IN by the “expression between 

parts" function. The front part of shaft is under the 

control of bearing. So the shaft will also be updated with 

the bearing. 

 

Figure 12: Relevant design of shaft and bearing 

4 The optimization 

Turbine disk is the most demanding and difficult 

part to design because of the harshest working conditions. 

Therefore, in this chapter the optimization process based 

on the master model is described by taking turbine disk 

for example. As the structural strength calculation needs 

simplified finite element models, the master model can 

provide a required context models for the analysis of 
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turbine disk. The process of calculation and updating to 

the best results is carried on in the optimization platform 

automatically. 

4.1 The context model 

Context model 
[8]

 is an analysis model attached to 

the master model in a discipline. As the data is from the 

master model, when the master model released by design 

departments is modified, the context model analyzed by 

analytical departments will be updated synchronously, as 

shown in figure 13 and figure 14. This facilitates 

transmitting modification through different departments 

and ensures the possibility of parallel design. Using 

“create a new hyperlink part” function 
[6]

 can rapidly 

create an analysis model of a discipline, without 

changing original features of the master model. This 

saves large computing resources and computing time 

under the premise of accuracy, due to abandoning 

unnecessary information of the analysis model. 

 

Figure 13: Master model and two context models 

 

Figure 14: Updating after modified 

4.2 The optimization process 

1) The program of extracting parameters  

Optimization platform needs a parameter file as the 

input file. The parameter extracting program getpara.dat 

reads expressions from the master model and outputs 

them to the text file exp.ini, which is as the parameter 

input file. 

2) The program of updating 

The updating program ug.dat needs three files as 

input files, respectively parameter file, master model file 

and context model file. Ug.dat reads parameter values in 

exp.ini and updates the master model disk.prt, then loads 

and updates context model disk_cm.prt in order. Finally, 

it gives an output of analysis model disk_cm.x_t from 

disk_cm.prt for the calculation program. 

3) The program of calculating 

The program calculate.dat reads calculation 

command file input.txt and analysis model file 

disk_cm.x_t automatically, then outputs result file 

cal_result.txt at backstage. 

Master model

Disk.prt

parameters

Exp.ini

Get parameters

Getpara.dat

Context model

Disk_cm.prt

Analysis model

Disk_cm.x_t

calculation

ansys.exe

Satisfy?

Y

Output result

update

export

import

Result file

Cal_result.txt

N

simcode1

Ug.dat

simcode2

calculate.dat

 

Figure 15: The process of optimization 

4.3 The result of optimization 

The entire optimization runs 30 minutes, 85 

iterative steps totally. The best result is the 69th step, as 

shown in Figure 16. 

 

Figure 16: The target curve 

As shown in Table 1, the weight of optimized disk 

reduces by 17.72% compared with the initial figure, 
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which makes a great improvement. Although the 

circumferential stress figure increases by 3.2% and the 

radial stress increases by 10.45%, the result is less than 

the strength criterion and meets design requirements. 

During the optimization process, the turbine disk in the 

master model updates to the best solution automatically 

by the updating program, as shown in figure 17. 

 

Figure 17: The disk before and after optimized 

Table 1: The design parameters 

Parameter Remark 
Initial Value 

(mm, mpa) 

Optimized Value 

(mm, mpa) 
Contrast 

HRIM1 Rim height 1 8.000 7.000  

HRIM2 Rim height 2 6.000 9.973  

WWEB1 Web top width 22.000 15.000  

WWEB2 Web base width 28.000 25.000  

HHUB Hub height 20.000 12.000  

WHUB Hub width 84.000 70.896  

SX radial stress 711.509 785.867 Increase 10.45% 

SZ circumferential stress 961.499 992.302 Increase 3.2% 

V volume 6324251.4000 5203344.590 Reduce 17.72% 

5 Conclusions 

The control structure method more conforms to the 

characteristics of uncertainty of structural design. It 

facilitates modification during the whole design process. 

What’s more, the master model can provide a parametric 

design model and required analysis models, which makes 

overall structural optimization possible. It provides an 

efficient and parallel design method that will reduce the 

design cycle and cost in result. 
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Abstract - This article illustrates the opportunities and the 

challenges in an emerging multidisciplinary research area in 

study of human brain interactions with architectural design: 

Computational Architectural Neuroscience. We propose to 

apply main-stream methods from computational neuroscience 

to transform the commonly static formulation of the interior 

design evaluation problem into a dynamical systems 

formulation, which is the hallmark of modeling brain response 

and human behavior. While navigating indoors, observers 

experience perceptual features that often represent a synthesis 

of their visual perception of natural scenes, which are shaped 

and guided by the design and creativity of the architects. We 

propose to analyze the dynamic patterns of brain-generated 

signals in relation to perception of harmony of a design and 

decision making by human observers. We argue the feasibility 

of the methodology and efficiency of proposed algorithms to 

provide a quantitative theory of interior design evaluation in 

the cases considered below. 

Keywords: Interior design, Computational neuroscience, 

Optical flow, Visual perception 

1 Introduction 

  A challenging problem of theoretical and practical 

significant in design studies is whether it is possible to 

develop quantitative measures for evaluating alternative 

design solutions on a single project. Is it possible to develop 

quantitative measures for objective classification of separate 

design projects that might be considered comparable? 

Aesthetics and human response to aesthetics in architecture 

are sometimes described in relation to mathematics and 

geometry.  However, the strength of this relationship is 

difficult to test empirically. If evidence could be shown that 

this relationship holds true, then computational methods 

using mathematics to analyze spatial geometry could be used 

to predict the human response to aesthetics as they exist in a 

wide range of design solutions. Furthermore architecture, 

especially interior space, is perceived dynamically during 

one’s movement through space. At the same time study has 

shown that visual perception is shaped by eye movement that 

creates a dynamic series of spatial vignettes. While this 

dynamic series might seem to be difficult to express as a two 

dimensional static construct, artists have successfully tackled 

similar problems. This paper proposes a computational model 

that would predict human response and aesthetics through 

empirical analysis of the geometry of dynamic two 

dimensional images of a design that are linked with 

neuroimaging of the brain occurring while looking at those 

images. 

The content of this article are as follows. We outline the basic 

background from computational neuroscience to investigate 

how the brain is likely to respond to harmony of design in 

interior spaces. The first observation, which we introduce as a 

way to study a design is the role of “perceptional dynamics” 

in the human-centric evaluation and appreciation of design 

elements. This is accomplished by elucidating the manner 

that eye movement provides the sensory input in to the 

observer’s visual cortex. Eventually, such information is 

transmitted to higher cognitive areas, and interacts with the 

affective centers of the brains such as the amygdala. This can 

be measured by using eye tracking equipment, thus, the 

availability of a rich source of empirical data from highly 

relevant brain activities.  The second observation concerns a 

theory for visual perception of perspective in interior spaces. 

The brain area used to interpret perspective can be measured 

by using neurological imaging. Accordingly, the area of the 

brain (MSTd) that is known to contain the neurons and local 

circuits for perception of optical flow appears to be the site of 

local circuits that make the most significant contributions to 

detect perspectivity in interior spaces. By bringing these two 

observations together in a computational model, we simulate 

a simplified version of the brain processes for perception of 

interior space as a dynamic event. Thus, we demonstrate the 

mathematical feasibility for a quantitative theory of design in 

which some of the fundamental design principles found in 

high quality human centric design could be subject to 

systematic measurement in the context of whole designs. 

Further, we discuss an approach for practical implementation 

of algorithms to quantify certain aspects of harmony and 

facility in communication of design elements. 
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2 The Central Theme: Quantifying Design  

The contemporary architect implicitly considers the 

psychological factors in design of interior spaces to invoke 

the sense of harmony and positive affect in the observers. We 

outline a unified framework for quantifying the perception of 

geometry and motion in interior spaces, situated in the 

psychological foundation of integrative affect and cognition, 

as a way to evaluate anthropocentric interior design. A 

systematic mathematical-behavioral framework to model 

design of interior spaces is Perceptual Geometry [2], [4]. This 

interdisciplinary research area focuses on study of geometry 

from the perspective of visual perception, and in turn it 

applies such geometric findings to the ecological study of 

vision.  The aesthetic aspects of interior design beyond 

geometry require a deeper study into the affective dimensions 

of psychology than what is touched upon below. Perceptual 

geometry is used to investigate quantitative and cognitive 

aspects of a design with the goal of attempting to answer 

fundamental questions about the synthesis of perception of 

form and representation of space. This is paired with 

biological theories of visual perception and geometric 

theories of the physical world. The contribution of this paper 

is to start with the view that perception of form, space and 

motion are facets of the same computational steps in the 

observer’s brain, and then to argue a hypothesis that 

mathematical modeling and machine learning can replicate 

many of the same computational steps as the brain. Our 

approach incorporates mathematical translation of the 

following indicators of harmony in interior design: (1) The 

observer’s attention is guided through a configuration of 

lines; (2) the design elements are communicated easily to the 

observer to facilitate remembering the information. We 

propose adding a third indicator, which should be quantified 

in our model using brain imaging and psychophysics; namely, 

(3) a significant part of the affective response of the observer 

arises from the observer’s attention to salient features of the 

design.  

3 Methods and Discussion 

 In this section, we sketch the steps for development of a 

mathematical model for “quantifying design,” that is, to 

assign numerical measures that evaluate the above-mentioned 

three principles indicators of harmony in design. This hybrid 

of empirical mathematics, computational neuroscience and 

perceptual psychology proceeds to quantify design in several 

steps, as outlined in Figure 2 below. To begin with, we need 

to validate the assertion that the line-drawing abstraction of a 

design project faithfully conveys the simplest visual-

cognitive representation of that project. This step uses 

experiments with tracking of observer’s eye movements and 

analysis of such data. The (dynamic) data sets are collected in 

two parallel cases of visual perception: First, perception of 

the line-drawing as a candidate for simplified medium for 

communication of design in the project without loss of 

perceptually critical information; second, eye movement 

tracking in visual perception of the original design project. 

The output of this step is selection of a collection of 

“optimally simplified line drawings” of the project that we 

refer to as the “design perceptual minimal models.” The 

implementation of this step requires a sufficiently large 

database of design projects, which are processed by 

algorithms for extraction of line drawings. These line-

drawings must be incrementally “simplified” without loss of 

critical information about the design, through repetitive 

psychophysics experiments that uses evaluation of eye 

movement records as the fundamental tool for comparing two 

line drawings, and deciding which is “simpler without loss of 

information,” or, having reached the choice between a 

minimal model and the line-drawing that is over-simplified 

by removal of a single line from the minimal model. The 

mathematical result of these operations is an algorithm for 

“model reduction,” which provides the basic elements for the 

Empirical-Mathematical Theory for Quantifying Design. Due 

to space limitation, we omit the discussion for an efficient 

strategy of using functional brain imaging (or an equivalent 

method) to test and validate the outcomes of the mathematical 

model/theory.  

The workflow of our model (Figure 1 below) yields outputs 

that are observer-dependent. Moreover, there could be several 

“simplest models at the psychophysical threshold,” thus 

several minimal models for the same design project. The 

design expert then selects one or two minimal models as the 

“best representatives of design elements.” 

 

Figure 1: The workflow of the model for quantifying design. 

We measure the brain activation level of the observer by 

fMRI (or other noninvasive brain imaging). We associate a 

cost function from the fMRI experiment to the line-drawing 

that is “perceptually minimal.”  The lowest value of the cost 

functions is the quantitative cognitive/perceptual measure for 

the design. There is a minimal exposure time (threshold time) 

that the observer’s brain needs to process the sensory stimuli 

and for the perceptual subtasks to take place, in order to 

reliably distinguish the design element in the project; and a 

lesser exposure time could confound the observer with a large 

statistical error. We hypothesize that the observer’s brain 

must extract a minimum level of information in order to 

achieve this. The perceptual state of the brain, we hypothesize 

to have constructed an entity, which we refer to as design 

perceptual minimal model. The dynamic processes for 
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extracting the information for design perceptual minimal 

model are commensurable to the dynamic processes that the 

brain generates to reconstruct the Gestalt of design elements 

(Just Noticeable Difference in psychophysics).  

We also propose the existence of neuroanatomical loci that 

play a pivotal role in perception of perspective, and 

demonstrate a mechanism for visual perception of interior 

spaces based on eye movement. We conclude that learning to 

estimate motion from optical flow is similar to learning to 

estimate a single vanishing point. [1] 

The study of 3D perception from 2D images is the main issue 

of vision science in both biological and computer systems. 

Depending on the projection method used for mapping 3D 

space to a 2D plane, different images may be resulted. 

Among these projection methods, perspective projection is 

known as an accurate mapping for reconstructing geometrical 

features of real objects. One important concept in perspective 

projection is the “vanishing point”. The vanishing point of a 

straight line under perspective projection is that point in the 

image beyond which the projection of the straight line cannot 

extend. Therefore, the vanishing points correspond to the 

“points at infinity” in the receding direction of the parallel 

straight lines in space.   

Computationally, the vanishing point in interior spaces with a 

single vanishing point can be found by finding the point 

where most of the salient straight lines in the image intersect 

with each other. The salient straight lines can be found using 

processes such as edge detection and line extraction. The 

mechanism of edge detection in the brain is related to the 

lateral inhibition in the receptive field of the visual sensory 

system [8]. A sample of how edge detection occurs in an 

interior space is shown in Figure 3, center.  

The Gestalt principle of continuity shows how the brain can 

fill in the gaps between the dots in the image and extract the 

major lines. The Hough transform can be used to extract the 

slope and the constant term of lines in the image, based on 

black and white result of edge detection algorithms [3]. The 

line drawings made from the interior spaces of Figure 2, 

center carry pieces of information that the brain needs to 

estimate the orientation of surfaces and compute the 

perception of the interior space in perspective. By extending 

these lines and finding the intersection points, we can 

computationally find the vanishing point (Figure 2, right).  

In real word experience, additional information such as 

texture, color and cues provide much more useful information 

for richer perceptual experience of interior spaces [2], [4]. 

However, this method focuses on simpler geometric objects 

as illustrated in the line drawings below. 

 
 

Figure 2: Two steps in detection of vanishing point: edge 

detection of local circuits in area V1 and the thalamic 

feedback system provide the information about the lines as 

above. We have simulated the extraction of lines using Hough 

transform. (a) Left: an image from the Wisconsin Institute for 

Discovery (WID). (b) Center: binary output of edge detection. 

(c) Right: overlay of the Hough transform output onto the 

original image. 

4 Algorithms and Computations 

The conventional static view in decision making regarding 

interior design alternatives focuses on the interactions among 

design elements and the established principles for harmony 

and esthetics. To transform this static formulation into a 

dynamic framework, we consider the human brain response 

to navigation indoors while interacting visually with design 

elements and eventually arriving at decision making among 

alternatives. A key step in computational neuroscience 

modeling of observer’s decision making is to elucidate the 

neuronal mechanisms that incorporate the observer’s prior 

experience of perception of navigation indoors in order to 

form top-down flow of information (in the Bayesian sense). 

Optical flow is a primary computational theory for observer’s 

perceptual mechanism governing navigation. Our 

computational model for an observer demonstrates that prior 

experience from optical flow considerably improves the 

observer’s performance in identifying perspective geometry, 

compared to the performance of the "naïve observer model" 

that must learn the geometry of lines ab intio. We would 

expect that the measurement of the observer’s brain activity 

when presented an interior design project, and the record of 

the eye movements (see the work flow) would be an unbiased 

representation of the correlations among perception of 

perspectivity (the primary factor in interior space design) and 

navigation indoors. Therefore, comprehensive data collection 

as discussed above is very likely to lead the anticipated 

results for quantification of dynamic patterns of brain activity 

in response to interactions of the observer and design 

elements. Finally, we invoke the hypothesis that the facility in 

reaching the Gestalt of a design project (shortest time to form 

stable perception, while performing better or within the 

designated error rate) indicates the observer’s decision 

regarding which design alternative could be the most 

harmonious. Below, we outline the computational model for 

identifying perspective geometry in the context of optical 

flow, which simulates experiments in quantifying 

performance of observer’s perception of interior space. 
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We have developed a unified framework for perception of 

geometry and motion in indoor environments. We designed 

some 3 dimension interior spaces and import them in a virtual 

reality environment. We use the principal component analysis 

for reducing dimension of successive frames of this 

simulation and take some of the most informative 

components in training a neural network (Optiflonet) for 

estimation of direction of movement in the image plane. 

Then, we show this neural network with slightly different 

configuration can extract the vanishing point in still images. 

In our model, we have simulated the sensory information by 

architectural rendering of the some simple designs (such as 

Fig. 3). In order to test motions with more complex kinetics, 

we used virtual reality techniques in rendering these simple 

interior spaces. We compare extraction of lines from 

simulated scenes versus extraction of lines in natural scenes. 

 

Figure 3: This is an example for training validating and 

testing a neural network that learns to extract the vanishing 

point as a significant piece of geometric information for 

extraction of orientation of surfaces from directions of lines 

(edges) in the sense. 

We now discuss learning perception of self-movement 

characteristics from optical flow. When an observer moves in 

an interior space, optical flow provides a robust mechanism 

to estimate the motion and heading direction. The optical 

flow vectors indicate the distribution of stimulated local 

circuits that detect motion heading direction. Optical flow 

vectors, (the arrows in the figure 4) can provide the input for 

training our neural network Optiflonet. Validation and testing 

of neural network are performed using 600*300 arrays with 

sparse sampling of the optical flow vectors. As it is illustrated 

in figure 4, for simple interior spaces, optical flow vectors 

can be approximated by a spars matrix. Therefore, we use 

principal component analysis for extracting the most 

informative components of optical flow vectors in all frames. 

 

Figure 4: Optical flow vectors in simulated interior space 

movement. Right image shows the area inside rectangle with 

magnification in order to emphasize the small optical flow 

vectors. 

We use the first 60 principal components of image frames in 

order to reduce the required number neurons in our neural 

network and in the meanwhile avoid the reconstruction 

errors. Figure 5 shows the whole structure of Optiflonet 

system for estimation of motion direction in the image plane, 

also the architecture of neural network that we used is 

presented in figure 6. 

 

Figure 5: Flowchart of data processing in Optiflonet from 

image frames to estimation of motion direction in image 

plane. 

 

Figure 6: This figure shows the architecture of Optiflonet 

neural network. It has two layers of neurons and in the hidden 

layer there exits 100 neurons. 

To test our theory we designed a neural network that learns to 

extract vanishing points from perspectives called 

Perspectinet. This network incorporates a simplified model of 

eye movement, which passes sampling of the scene as a flow 

of consecutive snapshot of the interior spaces from an eye 

with movement. Consequently the subsequent layer of 

Perspectinet receives dynamic information from the scene. 

Design of Optiflonet is based on the figure 7. The optical 

flow from movement on the retina provides the input to the 

next layers of visual sensation and visual perception of 

motion.  

We propose a model that an observer brain estimates 

perspective from prior experience of navigation in indoor 

space in the context of optical flow. We train an Optiflonet 

using examples of navigation in an interior space. The model 

uses training sets that are temporal sequences of image 

samples, where each image frame is a snapshot of the interior 

space in perspectives projection. The observer’s movement 

indoors provides different projections on the retina; 

consequently, different perspectives are registered with 

possible shifts in the vanishing point. The perspective could 

be tested in the following way: The dynamic scene 

(perspective images) turn into a movie that represents the 

effect of eye movement. Subsequent blocks have layers of the 

network and connection-weights that are inherited from 

training the Optiflonet. Our problem is to introduce and 

measure the performance of the Perspectinet when test 

images are from interior space without any training by 

feedback from this category of interior space forms. In other 

words, the local circuits of Perspectinet in the visual motion 

processing layers are used as local neural circuits that are 
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employed for computations in image sequences of eye 

movement snapshots from interior spaces forms. 

 

Figure 7: Flowchart of data processing in Perspectinet from 

the still image to extraction of vanishing point in the image. 

5 Results  

In order to train Optiflonet we used back propagation method 

on our training data set. Training data set contained the 150 

frames from a simulation of walking through a corridor like 

that in figure 3. We used another set of 150 frames for 

validating and testing of our neural network.  

Also, figure 8 shows the error in estimation of motion 

heading in horizontal and vertical axis of each frame 

separately. Since in training and test data we use a simulated 

walking, the kinetic of movement (velocity and orientation of 

camera) through interior space was stochastic variable. 
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Figure 8: Histogram of output error during the testing 

Optiflonet neural network. Left: error in estimation of 

movement heading (in degree) along vertical axis of frame. 

Right: error in estimation of movement heading (in degree) 

along horizontal axis of frame.  

In figure 9, we presented the time series of camera velocity 

and orientation during recording frame data for training. The 

orientation of the camera is shown by 3 component of the unit 

vector parallel to camera orientation. 
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Figure 9: Time series of camera velocity (right plots) and 

orientation (left plots) during the recording data for neural 

network training. 

Finally, the histogram of error in detection of vanishing point 

location in different frames is illustrated in the two 

histograms of figure 10. The left histogram shows the vertical 

error while the right one shows the error along horizontal axis 

of frame. The maximum error in horizontal axis is generally 

less than 1 degree and in the vertical axis is always less than 

10 degree.  
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Figure 10: Histograms of output error during the testing of 

Perspectinet neural network. Left: error (in degree) in 

estimation of horizontal component of vanishing point along 

in the image. Right: error (in degree) in estimation of vertical 

component of vanishing point along in the image.  

6 Conclusion 

While the analytically based methodology described here has 

additional nuances and detailed applications beyond the scope 

of this preliminary paper, we believe that this methodology 

can be applied to a large sample of images of interior 

architectural space in order to identify potential standards for 

quantifying design elements, the central problem of design 

studies. Furthermore, meaningful computational analysis can 

be applied as a way to predict the human emotional response 

to design of interior space.  

While the central problem of quantifying design remains to 

be studied in more detail, we believe this article’s 

computational methodology provides optimism for rapid 

progress in near future to overcome the theoretical and 

experimental challenges that Computational Architectural 

Neuroscience must overcome. In particular, we predict this 

emerging multi-disciplinary research direction will formulate 

and develop the computational framework to quantify 

significance of high quality principled design in human health 

and well-being. 
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Abstract - Long Term Evolution (LTE) is the latest wireless 
standard for International Mobile Telecommunication (IMT) 
system. There are many issues that are yet to be improved due 
to dynamic complex nature of wireless systems, multimedia 
software applications and software requirements. Poor service 
quality, service disconnections due to mobility, seamless 
handover, handover interruption time and downward 
compatibility to other Radio Access Networks (RAN) are some 
of the key issues that are addressed very recently in the 
scientific literature. Formal method is one of the promising 
software engineering techniques that assure quality and 
perfection in software system models. Formal systems are 
proved before implementation of the models. Formal methods 
use mathematical language to explicitly specify system 
specifications and requirements that serve as initial grounds 
for further development and implementation. It efficiently 
handles all component connections and resource management 
parameters using discrete structures. Z Schema language is 
used to model static aspects of LTE communication system. All 
the schemas are being verified using Z/Eves toolset. The aim is 
to provide sound mathematical foundation for system 
validation and verification that eventually results in a more 
reliable, scalable and complete software system. 

Keywords: LTE Communication Systems, Formal Methods, 
Emerging Software, Mathematical Language, Z Notation 

1 Introduction 
Long Term Evolution (LTE) is the latest wireless standard for 
International Mobile Telecommunication (IMT) system. LTE 
has been deployed in many countries and many are in pipeline 
to follow suit. The IMT system is very complex due to 
different Radio Access Networks (RAN), and their protocols. 
IMT systems allow users to access information and services at 
anytime and anywhere. These systems provide mobility 
environment with different set of constraints, requirements 
and resources. Poor service quality, service disconnections 
due to mobility, seamless handover, handover interruption 
time and downward compatibility to other Radio Access 
Networks are some of the key issues that are addressed very 
recently in the scientific literature [1], [2], [3]. There are 
many issues that are yet to be improved due to dynamic 

complex nature of wireless systems, multimedia software 
applications and software requirements. 
LTE provides complex communication architecture and offer 
many real time multimedia applications. Although there is a  
substantial research progress in LTE systems but due to  
complexity and flexibility in the system still there is an 
uncertainty and sufficient improvement are required in it. The 
telecom industry, with the support and cooperation of 
academics, is still discovering the system itself, network 
approaches, and other optimization techniques. Consequently 
due to complexity of LTE systems planning, non-existence of 
scientific theory and solutions it is an open problem. 
Formal methods are mathematical techniques which are used 
to model complex systems. By building a mathematics-based 
model of a system, it is possible to verify its properties using 
formal tools in a more rigorous and thorough fashion than 
other traditional testing and simulation techniques. By 
rigorous descriptions of a system it is promised to improve its 
reliability and design comprehensively. However, the abstract 
models described by formal methods have their own 
limitations but it is observed that use of formal methods is 
increased in safety, security and complex systems. 
Formal methods which are based on discrete mathematical 
structures enable us to write system specification in such a 
way that it helps us understanding states of the system and its 
properties in a rigorous and clear fashion. Formal methods are 
important abstraction technique for managing the complexity 
of large, dynamic and distributed systems. The systems 
requirements, design, specification and limitations are 
addressed at early stages of systems development. In this way, 
a thorough analysis, design and development processes leads 
to a complete, consistent robust model. The most important 
benefit of using formal methods is that we can gradually move 
from informal requirements to semi-formal which then further 
can be transformed to the detailed model maintaining the 
system properties and  conditions. 
In the most relevant existing work [4], Milner extended the 
system from Calculus of Communication System to pie-
calculus enabling a dynamic communication model which can 
be used to describe the mobility. In this work, mobility is 
assumed as movement of links between the connected 
components. Acharya et. al, [5] have used formal techniques 
to overcome the consistency issue at various phases of 
development process in the domain of wireless mobile 
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networks. Formal models are presented in [6], [7] using Z and 
object oriented Z, however, few discrepancies are identified 
and the systems are not addressed completely. Duke et. al, [8] 
have presented several case studies to illustrate application of 
formal methods. An interesting application is a study 
regarding mobile phone system which keeps track of several 
states of mobiles with limited number of operations. The same 
case study is extended by Battaz in [9] to address the mobility 
issues explicitly using Z notation. For the same system, Battaz 
[9] has described handover procedure among two objects in 
more details. The requirements analysis of LTE 
communication system is presented in [10]. LTE is developed 
by the 3rd Generation Partnership Group (3GPP) [11] and its 
specifications laid out by 3GPP are mainly focused in this 
paper for model abstraction. 
In this paper, formal specification of static structures of the 
Long Term Evaluation (LTE) system is presented using Z 
notation. First of all, fundamental definitions used in the LTE 
model are presented then specification of messages is 
described. Formal description of user equipment is given 
based on the above definitions. In the next, formal description 
of core components, namely, evolved NodeB, Home 
Subscriber Server and Serving Gateway is presented. Finally, 
Mobility Management Entity is described after composition of 
the above structures. Formal specification of the system is 
analyzed using Z/Eves toolset.  
Rest of the paper is organized as follows: Section 2 describes 
the basic model of the LTE communication system. In section 
3, formal model using Z notation is provided. Formal analysis 
is done in section 4. Finally, conclusion and future are 
addressed in section 5. 
 

2 Long Term Evaluation System 
An introduction to basic components of LTE is provided in 
this section [12]. The communication system architecture 
consists of the following functional elements. After analysis of 
the system and its functional components formal description 
of the system will be provided. 
 
2.1 Evolved Radio Access Network 
The evolved RAN for LTE consists of a single node, i.e., the 
eNodeB (eNB) that interfaces with the user equipment (UE). 
The eNB hosts the PHYsical (PHY), Medium Access Control 
(MAC), Radio Link Control (RLC), and Packet Data Control 
Protocol (PDCP) layers that include the functionality of user-
plane header-compression and encryption. It also offers Radio 
Resource Control (RRC) functionality corresponding to the 
control plane. It performs many functions including Radio 
Resource Management (RRM), Admission Control (AC), 
scheduling, enforcement of negotiated Upload Link (UL), 
Quality of Service (QoS), Cell Information Broadcast (CIB), 
ciphering and deciphering of user and control plane data, and 
compression and decompression of Download Link (DL) user 
plane packet headers. 
 

2.2 Serving Gateway 
The SGW routes and forwards user data packets, while also 
acting as the mobility anchor for the user plane during inter-
eNB handovers and as the anchor for mobility between LTE 
and other 3GPP technologies. Its functionality is also 
terminating S4 interface and relaying the traffic between 
2G/3G systems and packet data networks gateway. For idle 
state of user equipment, the survey gateway terminates the 
download link data path and triggers paging when the data 
arrives for the user equipment. It manages and stores UE 
contexts, e.g. parameters of the IP bearer service, network 
internal routing information. It also performs replication of 
the user traffic in case of lawful interception. 
 
2.3 Mobility Management Entity 
The MME is the key control-node for the LTE access-
network. It is responsible for idle mode UE tracking and 
paging procedure including retransmissions. It is involved in 
the bearer activation/deactivation process and is also 
responsible for choosing the SGW for a UE at the initial 
attach and at time of intra-LTE handover involving Core 
Network (CN) node relocation. It is responsible for 
authenticating the user (by interacting with the HSS). The 
Non-Access Stratum (NAS) signalling terminates at the MME 
and it is also responsible for generation and allocation of 
temporary identities to UEs. It checks the authorization of the 
UE to camp on the service termination point in the network 
for ciphering/integrity protection for NAS signaling and 
handles the security key management. Lawful interception of 
signaling is also supported by the MME. The MME also 
provides the control plane function for mobility between LTE 
and 2G/3G access networks with the S3 interface terminating 
at the MME from the SGSN. The MME also terminates the 
S6a interface towards the home HSS for roaming UEs. An 
architecture of the Long Term Evaluation System, its 
components and relationship among system and the 
components is presented in the Figure 1 given below. 
 

 

 
Figure 01: An Architecture of LTE System 
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2.4 Home Subscriber Server 
The Home Subscribe Server is the main Internet Multimedia 
Server IMS database which also acts as database in evolved 
packet core EPC networks. The HSS is a super HLR that 
combined legacy HLR and AuC functions together for circuit 
switched (CS) and packet switched (PS) domains. In the IMS 
architecture, the HSS connects to application servers as well 
as the Call Session Control Function (CSCF) using the 
DIAMETER protocol. 
HSS is the master repository for subscriber profiles, device 
profiles, and state information. As a mandatory control plane 
function in the LTE Evolved Packet Core (EPC), the HSS 
manages subscriber identities, service profiles, authentication, 
authorization, and QoS for LTE and IP Multimedia 
Subsystem (IMS) networks. 
From the above model components it is clear that this system 
is very much complex in terms of hardware equipment, 
communication protocols, and multimedia applications any 
time and anywhere.  
 

3 Formal Specification 
In this section, formal specification of static structures of the 
Long Term Evaluation (LTE) system is presented using Z 
notation. The schema is a powerful structure in Z notation 
used for variables definitions, components encapsulation and 
further used for defining properties in terms of invariants and 
predicates. In the description, first of all, fundamental 
definitions used in the LTE model are presented then 
specification of message is described. In the next formal 
description of user equipment which is the most important 
component of the network is given. Then formal descriptions 
of evolved NodeB (eNB), Home Subscriber Server (HSS) and 
Serving Gateway (SGW) are presented. Finally, Mobility 
Management Entity (MME) is described based on the 
composition of the above structures. 
 
3.1 Fundamental Definitions 
Formal definition of message is described below using the 
schema Message in Z notation. The schema consists of six 
components, namely, message identifier, data stored, sender 
information, receiving person, sending time and receiving 
time. The schema consists of two parts in addition to the name 
of the schema written in the first horizontal line. Definitions 
of variables used are given in first part of the schema and 
invariants are defined in the second part. The message 
identifier is represented by MessageId. The data sent or 
received is defined as a sequence of strings. The source and 
sending persons are identified by phone identifiers. The 
sending and receiving times are denoted by Time. After giving 
all of these definitions, it is stated that source cannot be equal 
to the destination in the message schema.  
 
[MessageId, PhoneId]; [String, Time] 
 

Message
mid: MessageId 
data: seq String 
source, destination: PhoneId 
sending: Time 
receiving: Time 

source  destination 

In LTE, user equipment is a device used directly by an end-
user to communicate with other connected users. It can be a 
telephone, laptop or any other such device connected to the 
base station. The user equipment is defined by the schema 
UserEquipment given below. The equipment identifier is 
denoted by the EquipmentId. The equipment has three states 
that is active, idle or detached. Further, it has information 
about its position and contains sim identifier and key. The 
equipment has other two variables called control and voice 
frequencies. The value of frequency will be either allocated or 
null. The inbox and outbox are specified by the sequence of 
messages in the equipment. The message report has three 
values that is sent, received or failure. The phone book is 
described by the function from phone identifier to the person. 
In the predicate part of the schema, it is described that control 
frequency has allocated status if and only if the equipment 
status is either active or idle.  The control frequency will be 
null if and only if the equipment is detached.    

UserEquipment
ueid: EquipmentId 
uestate: UEState 
position: Position 
simid: SimId 
simkey: SimKey 
cfstatus, vfstatus: FStatus 
cfreq, vfreq: Frequency 
inbox, outbox: seq Message 
msreport: MSReport 
pbook: PhoneId  Person 

cfstatus = ALLOCATED  uestate  IDLE ACTIVE
cfstatus = NULL  uestate = DETACHED 


[EquipmentId, SimId, SimKey, Frequency, Person] 
UEState ::ACTIVE IDLE DETACHED 

Position ::EDGE CENTRE 

MSReport ::SENT RECEIVED FAILURE 

FStatus ::NULL ALLOCATED 
 
3.2 LTE Components 
An evolved Node B is the radio access part of LTE system 
which contains at least one radio transmitter, receiver and 
control section. The receivers contain resource management 
and logic control functions. The formal description of eNB, 
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HSS and SGW are presented here. The evolved NodeB is 
denoted by the schema eNB given below. The schema consists 
of seven components. The first one node is identifier denoted 
by NodeId. The next three components are frequencies, 
namely, total set of frequencies, control and voice 
frequencies. The next component is a set of equipments 
connected to eNB. Finally, two functions for control 
frequencies and voice frequencies are described from a set 
frequency to equipment identifier.  

 [NodeId] 
 
eNB
enb: NodeId 
frequencies:  Frequency 
cfrequencies:  Frequency 
vfrequencies:  Frequency 
uequipments:  UserEquipment 
calloc: Frequency  EquipmentId 
valloc: Frequency  EquipmentId 

frequencies    cfrequencies   
vfrequencies    uequipments   
cfrequencies  vfrequencies =  
frequencies = cfrequencies  vfrequencies 
ue: UserEquipment ue  uequipments ue .cfreq  cfrequencies 
ue: UserEquipment ue  uequipments ue .vfreq  vfrequencies 
f1, f2: Frequency; ei: EquipmentId f1 ei  calloc  f2 ei  
calloc f1 = f2 
f1, f2: Frequency; ei: EquipmentId f1 ei  valloc  f2 ei  
valloc f1 = f2 
fr: Frequency fr  dom calloc fr  cfrequencies 
fr: Frequency fr  dom valloc fr  vfrequencies 
ue1: EquipmentId ue1  ran calloc 
   ue2: UserEquipment ue2  uequipments ue1 = ue2 . ueid 
ue1: EquipmentId ue1  ran calloc 
   ue2: UserEquipment ue2  uequipments ue1 = ue2 . ueid 
dom calloc  dom valloc =  
ran calloc  ran valloc =  


Invariants: (i) All the three sets total frequencies, control 
frequencies and voice are non-empty. (ii) The set of user 
equipments is also non-empty. (iii) Intersection of control 
frequencies and voice frequencies is an empty set. (iv) The 
union of control frequencies and voice frequencies is equal to 
set of total frequencies. (v) Control frequency of each user 
equipment, is in the set of control frequencies of evolved 
node. (vi) Voice frequency of each user equipment, is in the 
set of voice frequencies of evolved node. (vii) The control and 
voice frequencies functions are one to one functions. (viii) 
The domain of control frequency function is subset of control 
frequencies of evolved node. (ix) The domain of voice 
frequency function is subset of voice frequencies of evolved 
node. (x) The range of control frequency function is subset of 
set of equipments of evolved node. (xi) The range of voice 
frequency function is subset of set of equipments of evolved 

node. (xii) Intersection of domains of control and voice 
frequencies functions are empty. (xiii) Intersection of ranges 
of control and voice frequencies functions are empty. 

The Home Subscriber Server (HSS) manages subscription 
related information. The HSS supports the network control 
layer with subscription and session handling providing 
capabilities for equipment management, security, user 
identification handling and, access and service authorization. 
The HSS consists of various components some of the 
important information is given below in the schema HSS. The 
first one component is access having value granted or not 
granted. The next three components are for storing record 
about sim identifiers, sim keys and equipments identifiers. 
The relationship between sim identifiers with keys and 
equipments are also defined. Home location and visitor 
location registers are described by HLRId and VLRId 
respectively. Three types of networks, GSM, SGSN and 
2G/3G, are considered in the schema.  

[HLRId]; [VLRId] 

Access ::GRANTED NOTGRANTED 

RadioAccessNetworks ::GSM SGSN G23 

HSS
access: Access ; sims:  SimId 
simkeys:  SimKey ; equipments:  EquipmentId 
assign: SimId  SimKey 
srecord: SimId  EquipmentId 
hlrid: HLRId ; vlrid: VLRId 
networktype: RadioAccessNetworks 

sid: SimId sid  sims sid  dom srecord 
sid: SimId sid  dom srecord sid  sims 
sid: SimId sid  sims sid  dom assign 
sid: SimId sid  dom assign sid  sims 
sk: SimKey sk  simkeys sk  ran assign 
sk: SimKey sk  ran assign sk  simkeys 
ei: EquipmentId ei  equipments ei  ran srecord 
ei: EquipmentId ei  ran srecord ei  equipments 

 

Invariants: (i) Each sim identifier in the HSS is in the domain 
of sim-key record function. (ii) Each sim in the domain of sim-
key record function is in the HSS. (iii) Each sim identifier in 
the HSS is in the domain of sim-equipment record function. 
(iv) Each sim in the domain of sim-equipment record function 
is in the HSS. (v) Each sim key in the HSS is in the range of 
sim-key record function. (vi) Each sim key in the range of sim-
key record function is in the HSS. (vii) Each equipment 
identifier in the HSS is in the range of sim-equipment record 
function. (viii) Each equipment identifier in the range of sim-
equipment record function is in the HSS. 
 
The primary functionality of Surving Gateway (SGW) is to 
manage user mobility and act as a segregation point between 
the radio access network and the other core networks. The 
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SGW maintains data movement between evolved nodes and 
the PDN Gateway. In a functional point of view, SGW is a 
termination point of the packet data network interface. 
Considering functionality of SGW, formal specification of 
SGW is given below using the schema SGW. The schema 
consists of three components, namely, evolved nodes, data 
and networks. The evolved nodes is a power set of eNB. The 
data is defined as a sequence of Data where Data is  a basic 
set type. The radio access network types are same as defined 
above in the definition of HSS schema.  

[Data] 

SGW
enbs:  eNB 
data: seq Data 
networks: RadioAccessNetworks 

 

3.3 Formalizing Mobility Management Entity 
The Mobility Management Entity (MME) is the key control 
node for the Long Term Evaluation network. The primary 
functionality of MME is monitoring tracking and paging 
procedure for idle mode user equipments. It is involved in 
activation and deactivation processes and is responsible for 
choosing the SGW for a user equipment at the initial process. 
Further, it is responsible for security issues including 
authentication of the user by interacting with the home 
subscriber server. It verifies the authorization of the user 
equipment to site on the service provider and enforces the 
equipment roaming restrictions. Furthermore, the MME  
provides the control function for mobility between Long Term 
Evaluation and other access networks.  

MME
enbs:  eNB 
hsss:  HSS 
sgws:  SGW 
networks: RadioAccessNetworks 

enb: eNB enb  enbs 
   ue: UserEquipment ue  enb . uequipments 
     hss: HSS hss  hsss 
       uei: EquipmentId uei  hss . equipments ue . ueid = uei 
enb: eNB enb  enbs 
   ue: UserEquipment ue  enb . uequipments 
        hss: HSS hss  hsss 
             sid: SimId sid  hss . sims ue . simid = sid 
enb: eNB enb  enbs 
   ue: UserEquipment ue  enb . uequipments 
     hss: HSS hss  hsss 
          sk: SimKey sk  hss . simkeys ue . simkey = sk 
enb: eNB enb  enbs sgw: SGW sgw  sgws enb  sgw. enbs 
sgw: SGW sgw sgws enb:eNB enb sgw . enbs enb  enbs 

Formal specification of Mobility Management Entity is given 
above using the schema MME. The schema consists of four 

main components, namely, evolved node, home subscriber 
server, surving gateway and radio access networks. The formal 
definitions of the components are given in terms of schemas. 
Evolved nodes, home subscriber servers and surving gateways 
are assumed as power sets. Similar to above, all sets are 
assumed as finite collections of the components. All the four 
components are put in first part of the schema and invariants 
are defined in the second part of it. 
 
Invariants: (i) Each evolved node in MME is contained in 
some of the home subscriber server. (ii) Each evolved node in 
home subscriber server is contained in MME. (iii) Each sim 
identifier in every equipment of every evolved node is in some 
of the home subscriber server. (iv) Every evolved node in 
MME is in some of the surving gateway. (v) Every evolved 
node in every surving gateway is in MME. 
 

4 Model Analysis 
In this section, formal analysis of the specification is provided. 
As we know there does not exist any real computer tool which 
may assure about complete correctness of a formal model, 
therefore, even the specification is well-written it may contain 
potential errors. It means an art of writing specification does 
not provide guarantee about correctness of a system. However, 
if the specification is analyzed and validated with the rigorous 
computer tools it certainly increases a confidence over the 
system by identifying errors, if exists.  
Z/Eves is a powerful tool used here for analyzing the formal 
specification of long term evaluation system. A snapshot of 
the specification analysis is presented in Figure 2. The first 
column on the left of the Figure shows status of the syntax 
checking. The second column represents the proof correctness 
of the specification. The symbol ‘Y’ stands that specification 
is correct syntactically and proof is also correct. The symbol 
‘N’ is used that errors exist which needs to be fixed. As formal 
specification of our systems is fully analyzed to be correct and 
hence ‘N’ does not appear in the Figure. All the schemas are 
checked to be correct in syntax and has a correct proof.  
   

 
 

Figure 2. Snapshot of the Model Analysis. 

In Table 1 given below, summary of the results is presented. 
In first column of the table, name of schema is given. The 
symbol “Y” in column 2 indicates that all schemas are well-
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written and proved automatically. Similarly, domain checking, 
reduction and proof by reduction are represented in columns 
3, 4 & 5 respectively. The “NA” in column 4 is used that 
reduction was not required on the predicates and, hence, the 
specification is fully meaningful. 

TABLE I.  RESULTS OF MODEL ANALYSIS 

Schema Name Syntax Type 
Check 

Domain 
Check Reduction Proof 

Message Y Y NA Y 
UserEquipment Y Y NA Y 
eNB Y Y NA Y 
HSS Y Y NA Y 
SGW Y Y NA Y 
MME Y Y NA Y 

 

5 Conclusion and Future Work 
The Long Term Evaluation (LTE) is a complex mobile 
communication system which provides many real time 
multimedia applications. There exists some research work for 
analysis and design of the system and it needs much 
improvements for its modeling, specification and optimization 
due to its complexity and distributed nature [13], [14]. The 
telecom industry and academia are discovering network 
approaches and integration techniques for the system planning 
to propose scientific theories and solutions and, hence, it is 
assumed as an open research problem [15], [16], [17], [18].  
In this paper, formal methods [19] are used for modeling, 
specification and analysis of the LTE system. It is observed 
that the use of formal methods was effective to model and 
verify properties of the system because of abstraction and 
rigorous computer tool support addressing complexity of the 
system. At first, formal specification of components of the 
LTE system was presented using Z notation. Then formal 
description of system was described after composition of the 
components. Formal specification is analyzed using Z/Eves 
toolset. Our experience has shown that Z notation was very 
useful at requirements analysis for further modeling and 
development of the system. The Z/Eves toolset increased our 
confidence for analyzing and validating the model because of 
its specification checking and analysis facilities.  
For a moment, an abstract analysis of the LTE system and its 
components is provided at higher level of details. A detailed 
model will be presented for addressing other components, the 
interaction protocols and functionality at software level. The 
other challenges, for example, an ability to provide seamless 
and adaptive quality of service and optimization issues in such 
a heterogeneous environment will also be addressed. 
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Abstract—Recently, unintentional childhood injuries due to
popular play equipment consisting of an air-inflated membrane
structure have been increasing. However, we lack a basic
understanding of such play equipment, and so qualitative
standards for safe products and safe use have not been
established. This study conducts experiments using a newly
developed device, a child’s femur impactor, to develop a kinetic
model. The experimental results clarify the dynamics of an
air-inflated membrane structure not only when a child falls on
the structure but also when both a child and an adult jump
repetitively. In particular, the experimental results reveal that
the shock absorption performance of air-filled play equipment
is changed by multiple repetitive external impacts. This paper
also describes our development of a finite element model of
an air-inflated membrane structure to analyze the newly found
phenomenon of the propagation of internal air pressure and
membrane tension.

Key Words: Biomechanics, Accident analysis, Play equip-
ment, Air-inflated membrane structure, Risk assessment

1 Introduction
In recent years, the number of accidents of children playing

on equipment consisting of an air-inflated membrane structure
has been rapidly increasing [1]. Figure 1 shows an example of
this type of play equipment. Typically, the membrane is made
of material with high durability and airtightness. The inside
of the sealed membrane is inflated with air. The internal air
pressure is higher than the atmospheric pressure. This internal
pressure generates repulsive forces against a child jumping
and also works as shock absorption when a child falls. It has
been assumed that this air-inflated membrane structure is safe
enough to prevent serious injuries. However, bone fractures
occur due to falling on the shock-absorbing air cushion of the
equipment. Because this air-inflated membrane structure is a
new type of play equipment, safety standards and operating
manuals for the equipment are not based on scientific evidence.
Research to understand the dynamics of these air-inflated
membrane structures is strongly required.

This paper considers the following case as one of situations
that causes serious injuries and and have been investigated in
detail.

Case A child fractures his femur when he is jumping on
the play equipment and an adult is jumping around
him.

In this study, we adopt two methods to investigate and model
the characteristics of the play equipment consisting of the air-
inflated membrane structure. First, we develop a child’s femur
impactor to measure the impact force on the femur when a
child falls on the play equipment and examine the charac-
teristics of the play equipment. Second, we develop a finite
element model for explaining the resulting measurements.

2 Development of child’s femur impactor
We developed a child’s femur impactor to measure the

impact force in a fall. Figure 2 shows the configuration of the

Fig. 1. A sample of equipment consisting of an air-inflated membrane
structure

developed impactor. Figure 3 shows the weights attached to the
impactor. By changing the attached weights, we can investigate
the effect of body weight on the femur. The weight is attached
to the top of the impactor. The weights used are 5 kg, 10 kg,
and 15 kg weights. The specifications of the femur-impactor
are listed in Table I. The size of the femur impactor is the
same as the average size of a 3-year-old Japanese child. Force
sensors are installed on the top and the bottom of the impactor
and an acceleration sensor is installed on the central part of
the impactor.

To measure the characteristics of the equipment in the
situation that a child jumps repetitively, we need to generate a
repetitive external force. In addition to the impactor, we also
developed a special guide. Figure 4 shows the guide and the
impactor. This guide keeps the movement of the impactor in
a direction perpendicular to the ground (i.e., membrane). We
can thus generate a repetitive impact by repeatedly raising and
dropping the impactor manually. The guide and the impactor
used for simulating the situation that a child is jumping
repetitively. As for adult’s jump, which is dealt with later,
we utilze a real adult and the adult’s impact is not measured.

3 Experiment on air-inflated membrane
structure

Using the developed impactor, we carried out experiments
on an air-inflated membrane structure. Typically, the mem-
branes maintain the structure inside the equipment. Each
membrane has a hole for transmitting air. We measured the
inside air pressure. The pressure is 9.80 hPa (gauge pressure)
in a stationary state.
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Fig. 2. Developed femur impactor

Fig. 3. Weights attached to the femur impactor

3.1 Drop impact force in case of single impact
First we conducted drop experiments to study the char-

acteristics of the equipment in the situation that a single
child fall from a high position to the cushion portion of the
play equipment. The developed femur impactor was used to
measure the impact force applied to the femur when landing.
To study the relation between the impact force, the total weight
of the impactor, and the collision velocity, we changed the
conditions of the weight attached to the impactor and the
fall height. In this paper, the collision velocity is the speed
immediately prior to contacting the membrane. We set the fall
height to 0.4 m, 0.7 m, and 1.0 m and the total weight of

TABLE I
FEMUR-IMPACTOR SPECIFICATIONS

Gross weight 2.35 kg
Range of acceleration ± 1960 m/s2

Detection axis of acceleratio sensor 3 axes (x, y, z)
Resolution of acceleratio sensor 1.60 m/s2

Range of load ± 20 kN
Detection axis of force sensor vertical axis

Resolution of force sensor 5.000 N
Sampling period 1 kHz

Fig. 4. Installed femur impactor and guide

the impactor was set to 7.35 kg, 12.37 kg, and 17.35 kg, as
summarized in Table II.

Figure 5 shows the relation between the impact and the
collision velocity and Fig.6 shows the relation between the
impact and the weight. These graphs indicate that the impact
force in the case of a single fall is proportional to both the
collision velocity and the weight.

Fig. 5. Relation between collision velocity and impact

Using these experimental results, we calculated the impact
force applied to a child’s body. Figure 7 shows the relation
between the impact force, the total weight of the impactor, and
the collision velocity. The color scale indicates the magnitude
of the impact force. Figure 7 is used later for a risk assessment.

TABLE II
EXPERIMENTAL CONDITION

Fall height 0.4m, 0.7m, 1.0m
Weight 7.35kg, 12.35kg, 17.35kg

3.2 Drop impact force in case of multiple repet-
itive impacts

We next conducted experiments to study the characteristics
of the play equipment when two or more people are jumping.
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Fig. 6. Relation between weight and impact

Fig. 7. Relation between single impact, weight, and collision velocity

One typical example is the situation that a child is jumping
and an adult is also jumping near the child. In this case,
two external impact sources are present and the two impacts
are repeated. We conducted two kinds of experiments. In the
first experiment, an adult rides by standing on the equipment
without jumping, shown in Fig.8. Simultaneously, we repeated
the raising and dropping of the developed impactor and
measured the impact force. In the second experiment, an adult
whose weight is 60 kg jumps repetitively, shown in Fig.8.
Simultaneously, we repeated the raising and dropping of the
developed impactor. In the two experiments, the repetitive
dropping of the impactor corresponded to the child’s jump.

Figure 9 shows the result of the first experiment. The figure
compares the case when the adult rides and the impactor falls
repetitively and the case when no adult rides and the impactor
falls repetitively. Figure 9 indicates that the impact force does
not change when an adult rides at a distance from the impact
fall point.

Figure 10 shows the result of the second experiment.
The figure compares the case when no adult jumps and the
impactor falls repetitively and the case when an adult jumps
repetitively and the impactor falls repetitively. The max and
min of each graph indicate the maximum and minimum value
of the impact, respectively. From Fig.10, we find that the
jumping adult can increase the child’s impact by 60% in
the maximum case and that, similarly, the jumping adult can
decrease the child’s impact by 35%. Namely, the case of the
jumping adult is much different from the case of no adult. This
phenomenon has not yet been investigated conventionally.

Fig. 8. Measured point

Fig. 9. Relation of impact and fall height in the case that an adult also rides
on the play equipment without repetitive jumps

3.3 Investigation of the effect of the internal
pressure change

We investigated the effect of the change of the internal
steady-state air pressure of the play equipment. We changed
the internal steady-state air pressure by reducing the amount
of air transmitted by blowing air. In this experiment, the fall
height of the impactor was 0.7 m and the attached weight was
13.25 kg. The pressure was changed from approximately 10
to 4 hPa.

Similarly, we measured the impact force when the internal
steady-state pressure was reduced. In this experiment, the fall
height of the impactor was also 0.7 m and the attached weight
was 13.25 kg. The pressure was changed from approximately
10 to 4 hPa. Figure 11 shows the relation between the mea-
sured impact force and the reduced pressure. It is clear from
Fig. 11 that the impact force is not significantly associated
with the decreasing internal pressure of the play equipment.

3.4 Calculation of buckling load for child femur
We calculated the child’s femur buckling load. Because we

lack the material properties of living tissue such as muscle, we
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Fig. 10. Relation of impact and fall height in the case that an adult also
jumps repetitively on the play equipment

Fig. 11. Impact force when the internal pressure is reduced (the comparison
of the single fall condition and multiple repetitive impacts condition)

calculated the material strength of the femur by assuming the
femur was bone without muscle around the bone. Despite this
limitation, we can conduct the worst-case analysis by using
the calculated value.

In the calculation of the buckling load, a femur can be
approximated as a hollow cylinder. We calculate the Euler’s
buckling load by assuming that the both ends of the hollow
cylinder are hinged ends. The length of the hollow cylinder
indicates the length of a femur and the radius of the hollow
cylinder indicates the radius of the femur.

Table III shows the size of femur of adults.

TABLE III
SIZE OF FEMUR OF ADULTS[2]

Femur length 455 mm
External radius 14 mm
Internal radius 6 mm

The femur length of the injured child is 325.4mm. Using
this value and external and internal radius of the adults, we
calculate the the external and internal radius of the child by
scaling the adult’s values[3]. Table IV shows the sizes of femur
of the injured child.

TABLE IV
SIZE OF FEMUR OF INJURED CHILD

Femur length 325.4 mm
External radius 10.0 mm
Internal radius 4.29 mm

According to the previous study[4], Young’s modulus of 6
year-old is 6.6 GPa. The area moment of inertia for a circular
section can be expressed by

I =
π

4
(R4 − r4), (1)

where r and R indicate the internal radius and the external
radius of the hollow cylinder. Euler’s buckling load can be
calculated by the following equation.

P =
π2

l2
EI. (2)

By substituting numerical values into the above equations,
we obtained 4691.4 N as the buckling load.

Let us consider an example of risk estimation. The 95%
percentile value of a 6-year-old boy’s weight is 24.9 kg.
When a child falls from 1.5 m height, the collision velocity
becomes 5.5 m/s2. Using Fig.7, we know that the impact force
applied to a child whose weight is 24.9 kg is 2794.3 N. This
calculation suggests that the probability of femur fracture is
low when a single child is jumping. However It also suggests
that the probability of femur fracture becomes high when a
child is jumping and an adult is also jumping around the child
since this situation can increase impact by 60 % according
to the experimental results described in the previous section.
Thus, by measuring the characteristics of the play equipment
and the developed impactor, we can estimate the risk of bone
fracture. This contributes to the risk assessment of the play
equipment in the design phase since the fall height can be
changed by improving the design.

4 Development of finite element model of
play equipment

Development of a finite element model of the play equip-
ment consisting of an air-inflated membrane structure is one of
the most effective approaches to supporting the design of this
equipment. As stated above, the characteristics of this type of
play equipment are very complex and the absorption property
significantly changes depending on the play situation. For
example, when a person jumps on the air-inflated membrane
structure, the inside air is pushed away from the landing point
and the membrane around the landing point is stretched. This
leads to an increase of the air pressure and the membrane
tension in a local region. The effect of the pressure and tension
increase propagates to a wide area inside the play equipment
very rapidly. These phenomenon increases the impact force
applied to another child. This situation is very complex for a
designer estimating the risk. So, we developed a finite element
model (FEM) of the air-inflated membrane structure.

4.1 Development of FEM of the air-inflated play
equipment

To develop the FEM of the air-inflated play equipment,
we need the material properties and the shape of the play
equipment. First, we describe the material properties required
for the simulation. A tensile test was carried out to investigate
the film material of the air-inflated membrane structure. Figure
12 shows a photo of the tensile testing machine. We created a
test piece of 10 mm width from the film material. The stress-
strain diagram of the film obtained from the test is shown
in Fig. 13. Young’s modulus obtained by the tensile test was
0.918GPa. The material properties of the membrane are shown
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in Table V. The air pressure inside the air-inflated membrane
structure was 15.91 hPa.

We used the above values for the material properties in
the FEM. However, we simplified the shape and the structure
of the equipment. The inside of the actual play equipment
has many sheets of membrane, which we did not model. In
this study, we created a base-level finite element model that
approximates a rectangular air-inflated membrane structure.

Fig. 12. Tensile testing machine

Fig. 13. Membrane stress-strain diagram. The right side shows the fitted
curve used in the analysis

TABLE V
MATERIAL PROPERTIES OF THE MEMBRANE

Thickness 0.451mm
Young’s modulus 0.918Gpa

Poisson’s ratio 0.3
Density 1171.4 kg/m3

4.2 The simulation using the developed model
To prove the effectiveness of the developed model, we

conducted simulations for reproducing the propagation of
the internal air pressure and the membrane tension on the
conditions of single impact and multiple impacts by using the
developed FEM. Figure 14 shows the model for the single-
impact condition and Fig.15 shows the model for the multiple-
impact condition. The weight of the falling object is 7.24 kg
and the fall height is 1.5 m. Figure 16 shows propagation of
the internal air presssure under the single-impact condition.
Figure 17 shows the propagation of the membrane tension
under the dual impacts condition. These figures indicate that
the simulation can reproduce the propagation of the internal
air pressure and the membrane tension.

Next we confirmed that the simulation explains the phe-
nomenon that the impact generated by one falling object can
increase the impact of another falling object. This is important
for explaining the new finding that the propagation of the
internal air pressure and the membrane tension generated by
an jumping adult can cause the fracture of the femur bone of
a child at a distance away from the adult. To confirm this,
we compared the result of the single-impact condition and the
result of the multiple-impact condition (two-impact condition).
We compared the maximum values under these two conditions.
Figure 18 compares the maximum values. The figure proves
that the simulation explains that the multiple impact can cause
a 57% increase of impact.

Fig. 14. The FEM under the single-impact condition

Fig. 15. The FEM under the multiple-impact condition

Fig. 18. Comparison between single-impact and multiple-impact conditions
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Fig. 16. Simulation of the propagation of the internal air pressure

Fig. 17. Simulation of the propagation of the membrane tension

5 Conclusions
In this study, to understand the dynamics of play equipment

consisting of an air-inflated membrane structure that has not
yet been studied in detail, we developed an impact force
measuring device and a simulation model. First, we developed
a child’s femoral impactor to measure the impact force for
examining the characteristics of the play equipment. The
experiment using the developed impactor revealed the new
finding that the propagation of the internal air pressure and
the membrane tension generated by a jumping adult can cause
a fracture of the femur bone of a child at a distance away
from the adult. We also presented a risk assessment using
the results of the developed impactor measurements. Second,
we developed a finite element model of the play equipment
consisting of an air-inflated membrane structure and carried

out a simulation. The simulation results confirmed that the
model was able to simulate the propagation of the internal air
pressure and the membrane tension.
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Abstract - In order to achieve e-governance, we are in need of 
new and more advanced tools, specifically designed towards 
supporting the policy making procedure. The purpose of this 
paper is to investigate the perspectives, provided by the 
development of decision support tools, to confront complex e-
government phenomena.  The analysis is performed using a 
System Dynamics simulation model that enables policy 
makers to investigate the estimated impact of planned 
government initiatives. Simulation applies on the diffusion of 
Internet and Communication Technology.  The development 
of the model, made in collaboration with the Observatory for 
the Greek Information Society, addresses the digital divide in 
Greece. Data from the i2010 initiative indicators have been 
used for the simulation. The results, arising from the 
execution of alternative scenarios, indicate the parameters to 
be changed through the implementation of actions to have the 
best impact on society.  

Keywords: e-Inclusion, modelling, system dynamics, policy 
making  

1 Introduction 
  Nowadays, more than ever, the need for improvements in 
public administration is evident. Whereas e-Governance is 
establishing as the most important public sector reform 
strategy, the potential of ICT in administrative processes 
should be exploited. For the transition to e-Governance is 
necessary to utilize the power ICT on public services to 
promote evidence‐based, massively participative, justified and 
finally effective decision making.  

On the other hand, the smooth operation of e-Governance 
functions presupposes a high level of e-Inclusion in the 
society, meaning the participation of all individuals in all 
aspects of information society, including dealing with public 
services. To foster e-Inclusion, EU has planned policies that 
aim at reducing gaps in ICT usage and promoting the use of 
ICT to overcome exclusion, and improve economic 
performance, employment opportunities, quality of life, social 
participation and cohesion. This perspective shifts the “public 
policy problem” of the digital divide from a matter of pure 
social inequality to a strategic issue in a global race for 
competitiveness [6]. In such complex phenomena, national 
and regional governments might have to deal with 
unprecedented challenges requiring a profound rethinking of 
the policy and strategic approaches to be implemented. Thus, 

the e-Inclusion issue calls for a deep understanding of the 
problem dynamics and dimensions, necessary to identify 
timely policy responses and to minimize errors. 
 In order to face the aforementioned problem and other 
similar phenomena, elected representatives and politicians 
should be empowered with ICT tools that will enhance the 
policy formulation process. For example, decision support 
tools allowing testing different policies and forecasting their 
impact, may provide significant policy assistance to identify 
efficient policy actions. These tools offer a dynamic 
assessment of policies that can result in more informed 
political choices and can be achieved through modelling 
approaches [20]. However, in order to confront complex 
government issues the limits of traditional analytical models 
should be overcame. In this direction, special interest has 
arisen in the domain known as Policy Modelling. A state of 
the art review of existing modelling and simulation approaches 
[3] has indicated the potential of their application in societal 
problems depending on their characteristics. From the 
aforementioned investigation of the above approaches it was 
concluded that System Dynamics and Agent Based Modelling 
are the most promising to represent complex social 
phenomena under the policy making perspective.  

Herein, System Dynamics was chosen to demonstrate that 
models can change the way policy making is done. The main 
purpose of the study is therefore to investigate how and to 
what extent external factors can influence the ICT diffusion 
process, seeking to acquire knowledge about the society and 
citizens behavior. The ICT diffusion process is analyzed 
herein by means of a System Dynamics simulation model. 
Several scenarios are applied, representing alternative policy 
actions in order their impact to be forecasted. The 
development of the model is part of the preliminary work 
conducted in the context of the PADGETS, a research project 
in the domain of “ICT for Governance and Policy modelling”, 
supported by the Seventh Framework Programme of the 
European Commission. 

This paper is structured as follows; initially a literature 
review on previous studies regarding the system dynamics 
method implementation is proposed. Section 3 presents the 
system dynamics model that was developed, scope of the 
model, assumptions and limitations and the linkages between 
each factor are described. Section 4 provides details about and 
the scenarios implemented for each policy (simulation 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 213



parameters) and simulation results. Discussion on the results 
follows in section 5. Finally, the last section examines the 
perspectives for further research and the conclusions that are 
dawn are discussed. 

 

2 System Dynamics in related studies 
 To investigate the current state of the art (in terms of 
practice and research) in the domain of system dynamics 
policy modeling, a study about the social simulation models 
particularly in matters relating to public administration was 
conducted. This section aims to provide an overview of 
indicative good practices that have already been implemented 
in the public sector and address specific needs associated with 
each research area in an innovative way. The literature 
review identified many examples of the System Dynamics 
methodology dealing with social phenomena [13]. 
 The first model ever built, Urban Dynamics [7] remains a 
classic example of system dynamics successfully applied to an 
important public policy problem. The latter 
emulates the evolution of an imaginary city beginning from its 
growth, stagnation, and then decay. At the core of Urban 
Dynamics are the interactions between housing, business, and 
population sectors of an urban system. In addition to 
generating insight into the causes of urban decay, the urban 
model can also help policymakers design policies to improve 
decaying cities or prevent stagnation and decay in urban areas 
that are still growing. 
 But there are many contemporary examples of System 
Dynamics modeling tools as decision support from 
government agencies in various countries in the world as well. 
As technology is the main source of national growth a 
strategic choice was proposed in Turkey entitled as “National 
Science & Technology Policy” in order to enhance her ability 
in science and technology, and to get the capability of 
transforming them to economic and social benefit. To this 
direction a system dynamics model was constructed for policy 
analysis with respect to technology improvement as a tool to 
determine the various technology improvement policies [5]. 
The purpose of modeling was to understand technology 
improvement system, to identify the related entities with their 
effects on national technology improvement policy and to see 
the trend of the technology improvement in Turkey with 
respect to 15 years time. Through simulating some possible 
scenarios, decision makers could understand why some 
behavior pattern of the technology improvement policy system 
is occurring and to see what might be done to alter the pattern. 
System Dynamics appeared to be a potential tool for this field, 
although it contains a number of interactive and conflicting 
variables and parameters. 
 System dynamics methodology has been used in United 
States to capture the influence of tax policy on market 
competition between traditional telephone market and VOIP 
market [14]. Since, Voice Over Internet Protocol (VOIP) 
constituted the fastest-growing market in the United States 
providing telephone-like service without the restrictions of 

telecommunication regulations, state governments feared the 
implications on the heavily-taxed fixed line phone service, that 
was less tax revenue to support crucial public services. To 
help policy makers decide how to impose tax on VOIP 
services and reduce the impact of VOIP development, a 
system dynamics model was built to gain insight into 
interactions between the VOIP market, traditional phone 
market, and tax policy. The target audience of the model, 
mainly government officers involved in the development of 
telecommunications regulations and taxation policy, used it to 
test various policy settings to determine to what extent they 
should tax the new technologies to collect maximum tax 
revenue with less impact on the market. Through the tax 
policy tests made, it was concluded that tax policy has little 
influence on market competition, traditional phone markets 
will continue to decline no matter what the tax policy is and 
finally, a fixed fee for tax can ensure stable tax revenue. 
 System dynamics modeling has been applied to issues of 
population health since the 1970s. One such case was detected 
in the United States, concerning chronic disease prevention 
[11]. A relatively simple model was built, exploring how a 
hypothetical chronic disease population may be affected by 2 
types of prevention: upstream prevention of disease onset, and 
downstream prevention of disease complications. The model 
was not intended for actual policy making but for exploration 
of the methodology as a means of modeling multiple 
interacting diseases and risks, the interaction of delivery 
systems and diseased populations, and matters of national and 
state policy. Within three different policy scenarios tested, the 
conclusion drawn was that often prevention of occurrence can 
be neglected by the prevention of complications resulting in 
utilizing ineffectively available resources 
 Another implementation of the method in taxation policy, 
which combines the approach to public health, is related with 
the tobacco industry in New Zealand [16]. The study, carried 
out under the cooperation of the New Zealand Customs 
Service (NZCS) and Ministry of Health (MOH), analyzed the 
relationship of Customs Service outputs to desired government 
outcomes, in relation to the collection of tobacco excise duties 
and cigarette smoking. The study was done to demonstrate the 
utility of system dynamics in answering some questions of a 
common type in the public sector during policy development 
and review. Policy experiments with the model examined the 
effects of changes in excise duties and the effects of a price 
change on tobacco related behaviors and provided some very 
useful insights into the customs and health-related activities 
associated with the supply and consumption of tobacco 
products in New Zealand. 
 The paper digitization problem preoccupied the Italian 
Public Administration during the transition to an all-digital 
society. The need to cut down the production of paper through 
the digitization process, in fact, implies a deep change in many 
aspects that surround the world of documents, from the 
techniques and instruments needed to accomplish all the 
activities, to the definition of roles and competences in the 
documents’ management context. To tackle these aspects, a 
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System Dynamics analysis study has been conducted with the 
support of the Italian National Centre for the Information 
Technologies into Public Administrations (CNIPA) in order to 
show how social and psychological factors may in the end 
determine policy resistance and great obstacles to 
organizational change [2]. The model showed to what extent a 
“complete” digitization process would be positive and 
profitable for the administrations and in which ways the 
digitization process would spread. The finding that needs to be 
noticed is that such a great and demanding change would have 
enormous positive effects on the public administration’s 
activities in terms of efficiency. System Dynamics predicted 
that the consequences of digitization will be perceived over 
time and will be relevant to cost savings and time, but in much 
less environmental impact. 
 Dynamic simulation approach was also used in a research 
project originated within the ‘Swiss Priority Programme 
Environment’ (SPPE) of the Swiss National Science 
Foundation (SNSF) focused on ecological issues [17][19]. In 
this study, a model simulating the management of solid waste 
at the local level, exemplified the dynamic interaction between 
public policies and environmentally relevant behavior of 
citizens. The objective was to identify solutions for 
environmental management. Therefore, System Dynamics 
methodology was the core device for integrating concepts 
from different disciplines in a simulation model enabling the 
formulation of a dynamic theory in the context of 
environmental management and analysing issues of policy 
resistance and compliance. 
 The case study of modelling the situation of Iran cell phone 
market indicates that the methodology of System Dynamics 
could prevent an incorrect implemented government policy 
[22]. Towards the effort to decrease the dependency of the 
country from imported goods, government of Iran increased 
the rate of tariff of imported cell phones suddenly in 2005. 
This strategy had adverse effects on the development of the 
domestic mobile phone industry, a fact that could have been 
avoided if the model that was built later would have been 
used. After the execution of three alternative policy scenarios, 
it was concluded that the best decision for the government 
would have been to increase the tariff rate gradually in order 
to enable domestic manufacturers of mobile phones compete 
with their foreign rivals improving their quality at the same 
time.  
 Finally, the case of E-Mexico constitutes another recent 
implementation of System Dynamics methodology for an e-
government project [15].This program is defined as the 
strategy to create web-based content to the citizen in the areas 
of education, health, economy and government. Using the 
same technological infrastructure and under the leadership of 
the same Federal Ministry, four different networks of 
government and nongovernment organizations engaged in the 
creation of Internet portals to create relevant content in these 
areas. In this case System Dynamics was used as an integrated 
and comprehensive approach to understand complex e-
government phenomena. The model that has been, represents a 

theory of how institutional, organizational and technology 
elements interact among them to produce different technology 
enactments. 
 Additional examples of System Dynamics implementations 
have been identified on the field of occupational safety, the 
energy sector, national security (military organization), in the 
adoption of automation technologies, in changes in socio-
political structure of a country and generally in all areas 
related to the development of a country.  
 
3 The ICT Diffusion Model 

The model addresses the problem of the “Digital gap in 
Greece”. Digital divide is a term coined to characterize the 
inequality in the relationship between groups of individuals 
and their relationship with formation communication 
technologies (ICTs). The application of the model can be 
considered as an attempt to foster a higher level of e-Inclusion 
and increase the diffusion of complementary activities such as 
eGovernment and eParticipation.  

The model tries to conceptualise the multidimensional 
phenomenon of the ICT Diffusion on vulnerable social groups, 
monitoring the aspects of the concrete problem and the 
correlations between them. Thus, the model examines the 
factors that constitute the digital divide and captures 
quantitative data obtained from relative studies [4][9][10] with 
the view to predict what impact will result from implemented 
actions to them. Focusing on social groups at risk of digital 
exclusion, it models the process of their e-Inclusion, by 
simulating the evolution of any parameters of the issue. 

To assess the digital divide an indicator system has been 
identified by the Greek Observatory [25] for IS that utilizes 
the annual surveys of the i2010 initiative conducted for 
households in Greece [24]. i2010 strategy is the EU general 
policy framework for the information society and media for 
the period 2005-2010 that provides the framework for 
eInclusion European action. The proposed model incorporates 
the indicators that are measured by the i2010 strategy 
concerning the following factors of digital divide [23]:  

• Internet access and usage 
• Availability of broadband infrastructure nationwide  
• Internet literacy and digital skills  

The affect on those indicators resulting by any policy 
actions are estimated by testing alternative policy scenarios. 
By altering one or more parameters of the model, the user is 
able to execute “what if” scenarios in order to compare 
different sets of policies and finally observe the overall impact 
on society. 

The casual loop diagram of the model depicts all the 
system’s parameters and the linkages between them. The 
arrows in the following schema illustrate the relationship 
between each of the factors involved in the behavior of the 
system. Plus sign symbolizes the positive effect of a variable 
to another and minus the negative one. 
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Figure 1. Casual loop diagram 
The final structure of the model is presented with the 

following stock and flow diagram.  Based on the previously 
presented casual loop diagram the stocks and flows, the basic 
building blocks of the System Dynamics methodology, were 
identified. A stock is the term for any entity that accumulates 
or depletes over time. A flow is the rate of change in a stock. 
The rest variables are auxiliary and contribute to the 
calculation of the flow rates. For example, in our case the 

percentage of broadband users increases according to the 
broadband take up rate reducing in parallel the stock of 
internet potential users. Then, the flow of broadband take up 
rate is determined by the cost of broadband access, the 
technology factor and the rate of broadband coverage. 
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Figure 2. Stock and flow diagram for ICT diffusion 

4 Simulation of the Model 
The model is designed with a time horizon of 15 years, from 

2005 to 2020. Due to the rapid development of ICT and the 
ongoing actions towards the digital convergence, we consider 
the above time interval long enough to provide data on which 
we model the diffusion phenomenon.  The data from 2005 to 
2008, which are available through the measurements of 

indicators by the “Greek Observatory” should be enough to 
see historical behaviors in order to set the data constants and 
formulate the equations between the variables. The model 
generates values of the model variables on an annual basis 
from 2008 to 2020, but can estimate values in shorter basis.  
The initial values of the indicators consist of the most recent 
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measures available. All percentages reflect the proportion of 
each cluster in relation with the total population in Greece. 

In order to examine the impact of possible policy actions on 
the indicators four output variables have been selected and are 
being observed during the whole simulation lifecycle: the 
number of broadband users, the volume of Internet access at 
home, the percentage of Internet users (either broadband or 
not) and finally the percentage of digitally skilled people. 
There were 5 scenarios implemented for the analysis of 
different policy actions to reinforce the ICT diffusion. The 
outputs of the runs were evaluated accordingly and compared 
with the output corresponding to the base run simulation. 
Scenarios applied to the simulation model are given below. 

4.1 Base case run of the model 
The model output for the selected variables for the base case 

run of the model is provided in Figure 3 and Table 2. The base 
case run is the output from the simulation run from 2008 to 
2020 with the initial set of model assumptions. As illustrated, 
all four variables are characterized by an upward trend and 
reach very high levels at the end of the simulation. The 
percentage of digitally skilled population presents the greatest 
growth rate, reflecting the accumulation of the increases of the 
rest variables that are affecting it. 
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Figure 3. Evolution of indicators in the base run 

4.2 Scenario 1: Increase in broadband coverage 
rate 

First scenario represents what will happen if government 
decided to intensify the broadband coverage projects. 
However we examine only the coverage rate, since the number 
of annual coverage projects depend on factors that are beyond 
the system boundaries. The figure concern only the variables 
that are affected in the specific plot and depict the policy 
result that is to achieve full broadband coverage in the country 
faster. As the broadband coverage is already high in Greece 
alternative actions should be considered to increase the 
number of broadband users.  
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Figure 4. Evolution of broadband coverage 

4.3 Scenario 2: Reduction of access cost 
Simulation second scenario assumes that a policy that 

reduces the cost of Internet access is planned, for example a 
government subsidy for the monthly fee for broadband access 
services. Another example of such an action is the programme 
“Diodos” implemented by the “General Secretariat for 
Research and Technology” that foresees special rates to 
purchase a broadband connection for students. The 
implementation of such a strategy will lead to significant 
growth in broadband and overall Internet access, which is 
expected since the smaller the cost will be more people will 
gain access. A small part of this increase will be transferred in 
the use of Internet but the impact on digital literacy will be 
minimal. 

. 

broadband users
80

60

40

20

0
2008 2010 2012 2014 2016 2018 2020

Time (Year)

u
n
it
s

broadband users : access_cost
broadband users : Current  

Figure 5. Increase of broadband users in Scenario 2 

 
4.4 Scenario 3: Increase of access points 
A similar policy with the previous one could be to increase the 
available public access points. The specific policy already 
applied within projects involving municipalities and regions in 
Greece and will be probably amplified through the installation 
of free Wi-Fi access points in transportation stations, an action 
that is currently under discussion. The aforementioned policy 
actions could have been tested with the proposed simulation 
tool before being taken decisions. As shown in the figure, the 
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usage growth rate could present an initial increase, but will be 
declined after 2012 due to the remaining potential internet 
users, reflecting the balancing loop of the model. However this 
increase is not projected in the overall internet users, due to 
the fact that the majority of the population is online mainly 
from home and make use of access points just supplementary.  
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Figure 6. Evolution of usage rate 

4.5 Scenario 4: Notification about ICT benefits 
Another candidate policy for the dissemination of ICT could 

be targeted to inform citizens about the benefits offered by 
ICT. For example, a campaign to make citizens aware of the 
opportunities and services provided by the Internet will 
increase the overall perceived usefulness. The current 
scenario’s output showed that a movement like this would 
entail a slight increase in usage, some of which will shift and 
increase digital skills. However, the change caused is so small 
that such policy action would not have a significant impact. 

4.6 Scenario 5: Population training 
The last scenario indicates the results would be expected by 

reinforcing citizens’ digital skills. Educational training 
programs for various social groups can contribute to digital 
inclusion. 

5 Simulation Results 
The most recent surveys of the Greek Observatory validate 

the model as the simulation results of previous years (2008-
2011) coincide with the real metrics at a large extent. 
Specifically, in 2010 already 46% of Greek households have 
internet access which converges with the prediction of the 
base run concerning the household internet access which was 
at 47,45%. 
Simulation results suggest that an approach that combines 
more than one policy may be more effective, reflecting the 
reinforcing feedback that System Dynamics is based on. The 
above comparisons allowed us to understand that the most 
influencing factors are the cost of access and the population 
level of ICT skills, as the diffusion processes for the other 
scenarios did not show any significant difference. Therefore, 
an alternative scenario combining the second and the fifth 
policy choices could affect all the variables very significant as 
seen from the following charts. Figure 9 represents the output 

of simulations referred to the policies of access cost reduction 
and citizens training. As it can be observed, the percentage of 
digital literacy and the usage rate projected into the future 
reach very high levels in the last year of simulation. 
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Figure 7.Output of the simulation approach combining 
scenario 2 and 5 

The above plot that depicts a desired evolution in the 
diffusion process can provide precious information for policy 
makers, highlighting the concept that they should design and 
imply specific policies. Overall, the implementation of the 
model aims to prove that similar techniques such as other 
modelling approaches and policy simulation experiments can 
also be used, as a grounded decision support system that 
informs and enhance the debate on policy design. 

6 Conclusions 
Previously the process of ICT diffusion in Greek society has 

been projected in the future through a System Dynamics 
simulation. The results obtained show that the factors, which 
exert a significant influence on ICT diffusion are related with 
the digital literacy of people and the cost of Internet access. 
However the model is a “prototype” only and hence does not 
contain all the variables and relationships that would be 
necessary to answer the research questions in depth. Although, 
the model is regarded as sufficiently “robust” to provide 
indicative results to the policy questions it can be further 
developed to include additional parameters of the problem and 
can be used the basis for a more comprehensive policy tool 
that could be further developed either for Greek and or any 
other country trying to struggle with the implications of policy 
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relating to the digital gap. In addition it can be customized in 
order to overcome the drawback of not accounting external 
factors for, e.g., the socio-economic context of each country. 

However the current paper does not only intend to present 
the results of a simulation of a real policy problem, but also to 
demonstrate the value of System Dynamics methodology and 
other policy modeling approaches in better understanding of 
social phenomena and in visualising their internal processes. 
Under this perspective, a significant aspect in model building 
is the engagement of policy makers. Civil servants, 
governmental actors and other stakeholders should be strongly 
involved in the preparatory work needed to be done before 
creating the model. Finally, future work should be performed 
to build a network of peers from the public and private sector 
interested in policy modelling, visualisation, mass 
collaborative platforms, large-scale societal simulations and in 
the use of these advanced tools by governments. 
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Context

BEM allows multiple aspects of a building, infrastructure 
or urban design project to be presented as a unified virtual 
3D model. BEM facilitates holistic design, virtual testing 
and the optimisation of operations. Its benefits include better 
documentation, faster construction, built projects that operate 
more efficiently, and improved end-user familiarisation and 
training. BEM also has a social dimension; it unites in a 
shared digital world the people who commission, fund, design, 

construct and inhabit the built environment. Everyone – from 
the client to the general public – can better understand what’s 
in it for them.

Commercial suppliers of BEM software have many visions 
for their products. These visions, however, do not always fully 
embrace the needs of built environment designers and their 
clients. This is because most of the software was originally 
developed for the automotive and aerospace industries, but the 
process of designing and constructing the built environment is 
different from the process of designing and manufacturing a car. 
In particular, built environment clients may have to deal with 
a very wide range of stakeholders as well as communities that 
are affected by their projects. And built environment designers 
do not own their supply chain and, therefore, often have to 
communicate with different audiences at each stage of a project. 

To help us make full use of and shape the development of 
the most useful BEM tools, Arup’s Foresight, Innovation & 
Incubation team is engaged in an ongoing review of new design 
software and innovative applications of existing software. More 
than simple desk research, the review involves testing and using 
a range of applications in collaboration with academics, as well 
as in-depth discussions with suppliers, talking to other users and 
participation in conferences and ideas workshops.

The vision of the Future tools programme is to move beyond 
the now proven benefits of component-based software (co-
ordinated and up-to-date design information) and to harness 
the benefits of digital tools that can involve clients and other 
stakeholders in the design process. 

The challenge
The success of Arup’s built environment projects is due in 
part to the creative partnerships it forges with clients and other 
members of the project team. A key part of Arup’s role is to 
stimulate, understand and harness the client’s expertise, ideas 

 

 

Figure 2 This diagram of the design inception process is used 
throughout the paper to anchor different aspects of the vision. It 

details the sequence of steps that follow project inception. The “re-
view” quadrant on the right represents the face-to-face discussions 

that allow the designer to harness clients’ intuition.

Abstract
Recent best practice demonstrates how built environment modelling 
(BEM) enhances collaboration between the designer and other 
consultants. The designer’s mission, however, is to “shape a better 
world”, which involves more than design optimisation; it requires 
designers, including engineers, first exploring many solutions, as 
well as those that may not immediately be obvious. This mission 
is a radical one, and achieving it depends on building creative, 
collaborative partnerships with clients. To make the most of our 
clients’ aspirations, ideas and insights, we need to empower them 
with an intuitive representation of relevant parameters. BEM 
offers excellent opportunities to enhance clients’ involvement at 
design inception meetings by making it simple and cost effective 
to explore a wide variety of design options. This vision paper is 
informed by a review of digital design software that took place 
in 2010 and 2011. 

Figure 1 Screenshot of HierSynth by David Birch. This computa-
tional framework uses the Unity3D games engine to publish interac-

tive building massing models. CityEngine is used to procedurally 
generate the models; Radiance software generates daylight factors; 
Arup’s Integrated Resource Management (IRM) generates carbon 

consumption data; and Imperial College’s SynCity generates utility 
grids for gas and water

Figure 3 Stages of project development. This vision focuses on 
design inception.
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The vision
Our vision is of a future where similar BEM tools will allow 
clients, engineers and other project team members collabora-
tively to explore a whole range of design solutions in the space 
of hours. The tools will use client-focussed parameters such as 
comfort as opposed to engineering-focus sed parameters such 
as steel tonnage. Analysing multiple parameters in parallel, 
the tools will unite and interrelate the expertise and intuition 
of the whole project team to identify the solution that most ef-
fectively balances the key requirements of all stakeholders. To 
fulfil this vision, BEM specialists will need to collaborate with 
clients to establish the relevant parameters.

and design intuition. It is important to establish this collabo-
rative relationship at the earliest stages of the design process 
because this is when the most significant decisions are made 
– the ones that offer the biggest opportunities for the client.
Ideally, design inception should be about exploring a variety 
of ideas to identify the best design solutions rather than focus-
sing on getting a single solution right. The brief for a mixed 
use urban regeneration scheme, for example, might be to pro-
vide office, residential, retail and leisure space. But what is 
the best way to accommodate those uses on the site? Or in 
the case of a museum extension, where should it go? Beside, 
behind or above the existing building? Or could it be built 
underground?
Identifying the best design options involves balancing a wide 
set of factors including the developer’s financial and commer-
cial constraints, the user’s requirements, the architect’s aspira-
tions and the engineer’s parameters. To address this challenge, 
the vision here of BEM empowering collaborative design in-
ception is inspired by Professor Sevil Sariyildiz and Dr Mi-

This process of design exploration with clients has four stages 
(see the design inception diagrams on the facing page): setting 
the control parameters, computing these into a design solution, 
publishing the results and reviewing the design. Free-flowing 
discussion during the review stage may result in a new design 
solution that starts the next iteration using a revised set of pa-
rameters and parameter values.
At the outset, the client and designer decide which control pa-

chael Bittermann’s research at Delft University of Technol-
ogy. The illustrations at the top of the facing page show output 
from their Intelligent Design Objects toolkit, which they cre-
ated to help architects explore design solutions with devel-
opers. The output includes 3D representations of the various 
solutions that maximise design performances. A Pareto front 
diagram shows the performance of each solution in terms of 
three aspects – in this case form, functionality and energy use. 
However, these aspects of design do not address “hard” engi-
neering parameters.
Each of the two designs could be optimised to a range of per-
formance parameters, shown by isolated “performance” peaks 
in the lower diagram. However design inception should be 
about large steps across the design space to new regions, such 
as to the right currently hidden by the figurative cloud. Explor-
ing through a process of intuition is about making these large 
steps.

Figure 4 Diagram showing the performance of the two designs 
in terms of form, functionality and energy efficiency. The Pareto 

theoretical front of constant total performance shows that design 1 
is best overall. However, design 2 is nearer the diagonal line that 

represents a balanced performance.

Figure 5 This plot shows the contrast between optimisation for 
one design to a local maximum of performance versus exploring 
different designs. Optimisation can proceed in small step changes 
through the design space, eventually finding the “peak”. Searching 
for better designs, such as the ones to the right, require large steps, 

and harnessing design intuition can help make these.

Figure 6 Four stages of the exploratory process of design inception. 
Designs are iterated after each loop
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How it’s done now
Many of the existing BEM tools that enhance collaboration 
between architects and engineers during design development 
are simply too slow and cumbersome to use in a design incep-

First steps towards the vision
New BEM tools are available today to help us move closer 
to the vision of rapid, intuitive design collaboration. During 
collaboration with an architect on a competition scheme or ex-
ploration of a project brief with a developer or end user client, 

rameters are most important and agree their relative values. In 
the case of a new speculative office tower, the key parameters 
might be the net lettable area and the comfort of circulation 
measured in vertical transportation passenger waiting time. 
Moving on to the control stage of the process, the designer 
then selects a solution from a database of generic ones: a tall, 
slender tower, a shorter tower with an atrium and so on. Using 
an intuitive interface, the designer also inputs the control pa-
rameters for the selected design solution. Next the toolkit au-
tomatically calculates, for example, how many lifts and how 
many service floors a tower of a certain level of quality needs. 
Finally each solution is published as a photorealistic 3D visu-
alisation together with a plan, a table of quantitative data and 
false colour representations of physical data, such as comfort. 
(An example is shown on page 12.) The easy-to-understand 
output is reviewed collaboratively by all parties, who can de-
cide there and then to fine tune the control parameters and/or 
add new ones to create the next option.
For this process to work, the BEM tools will need to provide 
a high quality of visual output to allow clients intuitively to 
understand the merits and drawbacks of each design option. 
Even more importantly, the process must be fast ¬ allowing 
a number of iterations to be explored during the course of a 
meeting or workshop. To achieve the necessary speed, the 
tools will use generic data (gleaned from a database of the 
engineer’s experience of designing similar buildings) and con-
sequently the solutions they generate will be accurate but not 
totally precise. It is important that all parties understand this 
and realise – for example – that cost and energy use data is 
indicative rather than absolute.
These collaborative BEM tools will not replace the engineer 
or any other member of the design team. Instead, the tools 
will enable designers to provide computational leadership, us-
ing their professional intuition to quickly broaden the design 
space in search of novel aspects while drawing together eve-
ryone’s expertise and ideas.

Figure 7 Our vision of new BEM tools that speed up the design ex-
ploration process, allowing several design iterations during a single 

client meeting

tion meeting; the designer needs to spend hours just inputting 
the precise parameters. Designers, therefore, continue to use 
long-established methods to demonstrate their credentials and 
explore ideas at initial client meetings and design workshops.
The designer usually produces a few options before the initial 
meeting. These are based on the key parameters of the cli-
ent’s initial brief and are influenced by the designer’s previous 
projects of the same type, which may be used as case studies 
to explain the thinking behind the design options. Presented 
either as a slide show or as a series of presentation boards, the 
proposals illustrate the designer’s expertise while stimulating 
debate and helping the client to pinpoint their key parameters 
and design preferences.
Slide shows and presentation boards, however, are not inter-
active media; they can’t provide instant responses to the cli-
ent’s questions and ideas. In most situations, the designer goes 
away to produce further options based on the new parameters, 
sequentially taking on board comments from, say, the archi-
tect, the developer and the developer’s advisors. As a result, 
the client may have to wait two weeks or more before the new 
options are published and ready for review. And, therefore, 
only a few iterations are possible within the project’s time 
constraints.
Because this process is so cumbersome, important strategic 
design decisions are sometimes left unmade – or are made by 
default based on past experience rather than the specific op-
portunities offered by the project. Less important decisions 
may take priority while more important decisions may drop 
off the agenda. And sometimes an inappropriate amount of 
time is spent making decisions.
Alternatively, at the initial meeting the designer might quickly 
sketch some new options on the spot. But while these intui-
tive “back of the envelope” drawings allow the client to feel 
involved in the design process, these new design solutions are 
untested and unquantified, and may send the design process in 
the wrong direction.

Figure 8 In today’s design exploration process, each iteration often 
takes a couple of weeks. Today’s “low frequency” process is cum-

bersome and limits the potential for design decision making
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these tools help to stimulate debate and allow rapid production 
of design solutions. While not yet offering parallel analysis of 
multiple parameters or rapid publication of both high quality 
pictures and numbers, the tools are helping designers to move 
beyond business-as-usual towards uniting engineering and cli-
ent constraints to find the best solution.
Arizona State University’s (ASU) Decision Theater supports 
round-table discussions among large groups of stakeholders. 
The Theater is lined with seven rear-projection screens, these 
can be configured to each display a live single-disciplinary 
model that simulates ‘what if’ design scenarios. Because the 
visual output is abstract and the models are loosely coupled , 
the process can be very rapid. This is important when a dis-
cussion involves a large group of diverse stakeholders, most 
of whom have little interest in many of the design parameters. 
ASU’s researchers have observed empirically that seven sec-
onds is the longest time that a group of this kind can wait 
for feedback before the flow of their discussion is disrupted. 
Longer processing times are only accepted by design teams, 
who are usually more engaged in the totality of the design.
Arup in New York has developed an energy toolkit that – in as 
little as half an hour – can produce accurate data on the energy 
implications of a particular design option using a database of 
generic solutions. Providing information on, say, the energy 
saved by installing solar panels in various locations or by us-
ing different cooling systems, this toolkit helps the designer 
and client to understand the energy implications of various 
possible solutions.
The toolkit has already contributed to two competition-win-
ning design proposals – for a local government building in It-
aly and an extension doubling the size of a landmark museum 
building. In the case of the museum, the toolkit empowered 
the winning team to do something that none of their competi-
tors had tried: locating the extension in front of the existing 
main facade but mainly underground. The toolkit allowed the 
team to demonstrate that this innovative solution was not just 
possible but also, counter-intuitively, affordable – offering vi-
tal reassurance to the commissioning client. A lesson learned 
is that the client now wrongly expects the energy performance 
of the detailed design to match the design inception results. 
When BEM tools are used at design inception, it is important 
to manage the client’s expectations. It needs to be made clear 
that the solutions are accurate (resulting from a robust model) 
but are not precise (being based on generic rather than specific 
data).
To aid better specification of building services for laborato-
ries, Arup has created a toolkit based on a database of power 
consumption per unit floor area of various general and special-
ist types of lab equipment. (In a laboratory building, research 
equipment is responsible for most of the energy requirements.) 
The database allows rapid calculation of a building’s power 
and cooling requirements to meet the client’s goals of com-
fort (important if they want to attract and retain world-class 
researchers) and efficiency.
Computational design optimisation (CDO) – championed by 
Arup Lighting in London – allows design teams and develop-
ers to balance key parameters through the exploration of nu-
merous design options. For example, Arup used CDO for the 
design of a residential, commercial, retail and leisure devel-
opment in Lewisham, south London. Two conflicting project 
aims were to maximise the total volume of the development 

while minimising the negative effects of the scheme on local 
residents. With CDO, Arup Lighting was able to increase the 
built volume of the scheme by 20% compared to usual stand-
ards while maintaining good natural lighting in the develop-
ment area and for the surrounding buildings.
At present, however, CDO is an offline tool and cannot be 
used to provide on-the-spot answers as part of an interactive 
design discussion. And, while it is able to analyse client pa-
rameters such as development volume, it can’t analyse multi-
ple parameters from different disciplines.
In the following pages, three BEM tools are outlined that 
enhance collaboration at design inception. The tall building 
simulation tool streamlines the stages of control, compute and 
publish in the design exploration process. The bowl geometry 
simulation tool allows the architect and client collaboratively 
to appraise multiple design iterations. And the facade option-
eering toolkit allows the engineer and architect to work to-
gether to find the best option.

Consultant and designer collaboration: 
tall building simulation tool
This case study examines part of the design exploration pro-
cess - from control to publish - as shown (with one iteration) 
in the diagram.
The tall building simulation tool is a prototype to streamline 
the control, compute and publish stages of the design process. 
It was developed by Arup in Amsterdam in collaboration with 
Aedas, Davis Langdon and Hilson Moran. The tool allows the 
design team, the cost consultant and the developer’s real estate 
advisors to understand the commercial and operational impli-
cations of the various options when setting the design brief for 
a new tower. The factors to be considered may include the size 
of the floorplates, the number of storeys, and its sustainability.
Using parametric and associative modelling, the tool offers 
multi-dimensional simulation to demonstrate how changes to 
the plan, height and geometry of the tower affect performance, 
marketability, lifecycle costs and energy use. The easy-to-in-
terpret output is published within a few seconds as a three-
dimensional geometric model, a plan and sets of engineering 
and cost data on a dashboard.

Figure 9 Consultant and designer collaborate at design inception
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Architect and client collaboration: bowl 
geometry simulation tool
This case study examines the publishing stage of the design 
exploration process, as shown (with several iterations) in the 
diagram.
A new soccer stadium has to meet a complex set of require-
ments. These include the client’s construction budget and rev-

Figure 12  Designing a stadium bowl involves a lot of fine tuning. 
The bowl geometry simulation tool can compute and publish 3D 

illustrations of slightly different options within minutes.

Figure 10 The tall building simulation tool can help establish the 
“mix” of a building at initial design meetings. The diagram shows 
one iteration of the design exploration process, but many iterations 

may be developed during the course of a meeting

enue objectives, spectators’ desire to feel part of the action and 
broadcasters’ technical needs, as well as a range of life safety, 
building and football regulations.
The bowl geometry simulation tool (developed by J Parrish, 
formerly at Arup Sport in London) allows the architect and 
client to review subtly different architectural design iterations 
to compare, for example, lines of sight.
Getting the geometry of the stadium bowl right is fundamen-
tal to creating a good experience for spectators. The aim is to 
bring them as close as possible to the action while maintain-
ing good sightlines. Achieving this requires a careful balanc-
ing act because these aims can conflict both with each other 
and with other aspects of the brief. For example, increasing 
the space between seating rows creates better sightlines but 
draws spectators further away from the field, while resulting 
in a larger stadium and increased construction costs.
The bowl geometry simulation tool allows quick and cost ef-
fective production of many subtly different bowl geometry 
models – based on default stadium data – at the design in-
ception stage. As well as seating arrangements and sightlines, 
the models include circulation spaces and exit routes, conces-
sions, and bowl and roof structures, enabling the client intui-
tively to explore and understand all the options.

Figure 11 Architect and client develop designs collaboratively

The tool empowers collaboration between the design and 
consultant teams, allowing everyone to understand the design 
opportunities and constraints (such as the desirability of the 
floorplate and the potential for natural lighting and ventila-
tion) while offering proof of concept for the chosen solution.
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Conclusion
The case studies show how BEM enhances collaboration be-
tween the designer and other consultants and – in the case of 
the bowl geometry simulation tool – the architect and the cli-
ent.
Arup’s mission, however, is to “shape a better world”, which 
involves more than design optimisation; it requires designers, 
including engineers, first exploring many solutions, as well as 
those that may not immediately be obvious. This mission is 
a radical one, and achieving it depends on building creative, 
collaborative partnerships with clients.
To make the most of our clients’ aspirations, ideas and insights, 
we need to empower them with an intuitive representation of 

Engineer and consultant collaboration: 
facade optioneering toolkit
This case study shows how the published output of several 
design iterations can be compared side by side. Providing all 
the information necessary for cross-disciplinary discussion, 
the facade optioneering toolkit allows project teams to make 
informed decisions during the early stages of the facade de-
sign by comparing design iterations side by side.
The toolkit was developed by Arup in Sydney in collaboration 
with RMIT University in Melbourne. Using the DesignLink 
software development kit as a platform, the tool unites para-
metric modelling and analysis software to allow easy explo-
ration and optimisation of facade design options. The toolkit 
helps the engineer and consultant to work creatively together. 
This contrasts with the bowl geometry simulation tool out-
lined in the previous case study, which enhances collaboration 
between the client and architect.
As the geometric parameters are changed, the toolkit updates 
the geometric model and provides multidisciplinary analyses. 
A graphical interface displays three different design options as 
3D geometric models, together with structural, thermal, light-
ing and carbon emissions data and net lettable area and cost 
figures for each option.

Figure 13 The facade optioneering  tool unites parametric model-
ling and analysis software  to allow multidisciplinary  exploration 
of facade design options. The results are published as 3D geometric  
models alongside a range of building data.

Figure 14 Engineer and consultant enjoy 
the collaborative review of comparable 
options

Figure 15 An example of BEM used in the design of a work of art. 
The screenshot is from a project bespoke tool developed by Tristan 
Simmonds (formerly at Arup) for sculptor Antony Gormley to 
express his artistic intuition for Space Station, a massive sculpture 
created for his 2007 show at London’s Hayward Gallery.
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relevant parameters. BEM offers excellent opportunities to 
enhance clients’ involvement at design inception meetings by 
making it simple and cost effective to explore a wide variety 
of design options.
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Abstract - Since the complexity of embedded systems has 

grown significantly, it has been necessary increase the 

abstraction level. For that reason, we propose a method to 

design a system for medical device interoperability, called 

SIMMIT (System Integration Medical Monitoring and 

Interoperability for Tele-care) based on a Model-Driven 

Development approach. This work presents a strategy and the 

tools to design a software application for embedded systems 

supported by functional and non-functional requirements. This 

approach starts with a system specification report, which 

describes both the structure and the functionality of the 

system. Thus, with this document functional system model is 

creating whose application specification is independent from 

implementation details. On the next development stage, the 

model evolves by adding to it features of a specific platform. 

Finally, in this phase the Java code generation for Android 

platform is automatically done from Unified Modeling 

Language diagrams. This application is running on Android 

operating system in the OMAP3530 processor. 

Keywords: Android, Embedded System, Methodology, 

Model-Driven Development. 

 

1 Introduction 

  The rise of complexity in embedded systems 

applications at the present time has been considerable. The 

new applications require accomplishing demands of quality 

factors such as: good performance, reliability, security, 

portability, interoperability, robustness, scalability and low 

power. Thus, these factors introduce an additional effort in 

order to fulfill the development of reliable systems, with 

development time and cost reasonable.  

In order to face this problem, Model-Driven Development 

(MDD) approach is introduced as design software 

methodology. This approach focuses on the modeling of 

functionality of the system without consider the technology in 

which it will be implemented in order to manage the 

complexity. 

Typically MDD methodology defines four models types 

during the development process: Computation Independent 

Model (CIM), Platform Independent Model (PIM), Platform 

Specific Model (PSM) and Platform Specific Implementation 

(PSI).  The first model defines the system requirements. The 

second one defines the functional system model. The third one 

defines the software model with details of the platform and 

the last model correspond to the application generated in a 

target language, that implement the functionality defined in 

the previous models [1].  

On the other hand, Unified Modeling Language (UML) has 

been adopted as the de facto standard modeling language in 

the MDD approach. For Embedded System (ES) design, UML 

provides a rich set of constructs to support the modeling of 

system functionality, behavior and structure. Some limitations 

of language related to ES design such as the modeling of real-

time requirement have been addressed with the use of UML 

profiles that  permit extend the expressiveness of the such 

language [2]. 

In this work, we applied a software development methodology 

for embedded systems. We used a MDD approach to design a 

medical device for health monitoring in critical situations, 

called SIMMIT. The application is running on Android [3] 

operating system and the OMAP3530 platform. 

This article is organized as follows. Chapter 2 presents some 

related work. Chapter 3 describes the OMAP3530 platform 

and tools, Chapter 4 provides an overview of the methodology 

used. Chapter 5 describes the case study. Finally the 

conclusions and future work are presented in Chapter 6. 

2 RELATED WORK 

 In [4], proposed a methodology based on MDD approach to 

the development of mobile applications implemented in a cell 

phone. This work has developed a graphical modeling 

language specific to mobile applications, and coming up with 

a generic algorithm for the conversion of this graphical model 

into code. The main effort was putted in the design of 

interaction techniques, which will allow creating mobile 

applications easily. Unlike this work, authors presents a list of 

guidelines for modeling mobile applications, regardless 

platforms or the context. 

 

Another work [5] proposes model-driven development of 

mobile personal healthcare applications.  The authors 
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developed an approach in order to modeling care plans for 

chronic disease, using two domain-specific visualizing 

languages (DSVLs). The first allows healthcare providers to 

model complex care plans, health activities, performance 

measurements and sub-care plans. The second DSVL 

describes a mobile device interface for the care plan. A code 

generator synthesizes mobile device implementation of this 

care plan application. Unlike these works, in our application 

communicates with a medicals devices which is managed 

from the communication and processing of physiological 

variables. 

 

3 PLATFORM AND TOOLS 

 DESCRIPTION 

 

 Android mobile platform is supported by Texas 

Instrument’s OMAP3530 processor. The OMAP generation 

of high-performance, applications processors are based on the 

enhanced device architecture and are integrated on TI's 

advanced 45-nm process technology. This architecture is 

designed to provide best in class ARM and Graphics 

performance while delivering low power consumption. This 

balance of performance and power allow the device to support 

a huge variety of multimedia applications [6].  

The OMAP3530 integrates a GPP (General Purpose 

Processor) ARM Cortex ™-A8 @600MHz, a DSP (digital 

signal processor) TMS320C64x @430MHz plus a graphics 

accelerator 2D and 3D PowerVR SGX 530. The GPP controls 

all hardware resources using a generic operating system like 

Linux, Windows CE or, in this case, Android. The DSP acts 

as coprocessor of GPP. It also integrates various peripherals 

and interfaces to connect the different types of external 

devices [7].  

The tools using are the following: 

3.1 Eclipse  

 Eclipse is a software development kit (SDK) [8] consists 

of the Eclipse Platform, and Java development tools and a 

multi-language software environment composed by an 

integrated development environment (IDE) with an extensible 

plug-in system. Eclipse can be used to develop applications in 

various programming languages including Ada, C, C++, Java, 

Perl and Python. Development environments include the 

Eclipse Java development tools (JDT) for Java, Eclipse CDT 

for C/C++, among others. 

3.2 Android Software Development Kit 

 The SDK (Software Development Kit) for Android is 

officially supported with Eclipse Plug-ADT (Android 

Development Tools plugin) and includes a set of development 

tools. This SDK including: debugger, libraries, phone virtual 

machine, documentation, sample code and tutorials [9].  

3.3 IBM Rational Rhapsody 

 Rational Rhapsody is a modeling environment based on 

UML [10]. It was primarily designed to accelerate 

development and reduce costs, improve quality and managing 

complexity, through visualization of the models. Moreover 

IBM Rational Rhapsody helps to maintain consistency across 

the development life cycle to facilitate agility in response to 

requirements. 

4 METHODOLOGY 

The current trend is to use the methodologies in high levels of 

abstraction in the early stages of design, in order that the 

description of the system can be quickly and completely [11]. 

MDD (Model Driven Development)  approaches have been 

proposed as a clear methodology for developing embedded 

systems [12], because provides the ability to streamline, 

standardize and replicate design practices by allowing a 

completely independent functional specification to 

implementation. 

 

MDA (Model Driven Architecture) is one of the most popular 

MDD approaches proposed by OMG (Object Management 

Group) for software development, based on models at 

different levels of abstraction. In the MDA approach, a system 

is modeled using a platform independent model (PIM), which 

is transformed into a platform specific model (PSM) using 

design patterns. The languages used to express these models 

are defined by means of meta-models that are able to define 

abstract and concrete syntax and operational semantics of 

modeling languages. 

 

The main objective of MDA is to separate the functionality of 

the architecture to build flexible systems, which do not depend 

on a hardware platform, or a specific software architecture, i.e. 

the application PSM can easily generated for different 

platforms, using the same PIM. 

 

This work defines a process for generating a concurrent 

application Code which will run on the OMAP3530 hardware 

platform. From a PIM application, where define its 

functionality, is necessary generate a PSM model that 

considers the low level details necessary for the application to 

run properly on the target platform. Such details are closely 

tied to the hardware platform, in our case it is necessary to 

consider: Android operating system. The process consists of 4 

stages: 

 

A. Development of requirements: In this stage it is 

necessary to select the requirements that will guide the 

subsequent phases; i.e. the actors, their responsibilities, some 

functional features and constraints. 
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In the case study, a set of requirements is identified in the first 

iteration. Some of them were selected to establish the base 

architecture. These are related to the critical or main functions 

of the system. Although this application development could 

require more iteration, so the design is projected to be 

scalable. 

 

B. Application Model: This stage consists in develop a PIM 

from the requirements document. In this phase is necessary 

identify basic functional features of the system, in that order 

the uses case and general classes are identifying from 

requirements document and generated using a modeling 

environment based on UML Rational Rhapsody. 

 

C. Application Specific Model: This stage describes the 

functionality of the application, along with non-functional 

features of the system is obtained by enriching the PIM model 

by means of a transformation process. The transformation PIM 

to PSM is probably the most common focus in MDA. This is 

traditionally the mapping from the essential analysis model to 

the platform-specific design model. In this part the PIM model 

is transformed semi-automatically using meta-modeling 

transformation techniques to generate output for the design 

phase according to the platform to implement. Moreover, 

design patterns are applied manually in a PIM which 

transform in PSM. 

 

D. Code Generation: With the PSM fully developed, you 

can feed a tool that transforms the PSM model described in 

UML to code c, c + + or java. The code is generated with 

Rational Rhapsody tool and subsequently the particular 

modifications are introduced in the code directly.  It is 

important to emphasize that it is possible to accomplish the 

iterative development process due to the Rational Rhapsody 

tool capability for keeping the consistency between models 

and code. 

 

E. Running the application: Once the code generation 

process is complete, proceed to test the application on either a 

virtual or on the OMAP3530 platform using Android 

operating system. 

 

5 CASE STUDY 

The proposed methodology is evaluated by developing a 

prototype called SIMMIT (System Integration Medical 

Monitoring and Interoperability for Telecare). The objective is 

to integrate and transmit towards a medical center the medical 

record information of a patient in emergency state within a 

medical assistance vehicle or in a remote station. 

 

The signals derived from monitoring equipment (ECG, heart 

rate, respiratory rate, oxygen saturation and blood pressure) 

and recording the findings in the patient should be integrated 

and appropriate to the patient's electronic medical records in a 

standard format for then sent to a remote location via a 

communication network when the medical staff required. In 

Figure 1 illustrates the SIMMIT and its environment. 

 

 
Figure 1. SIMMIT Diagram. 

 

In order to implement the case study was carried out the 

methodology proposed in paragraph 4. First they drew up a 

requirements document, from there took place a model of the 

application. In Figure 2 illustrate a use-case diagram of 

SIMMT. 

 

 
Figure 2. Uses cases diagram 

 

With the use cases and after an object analysis performed a 

conceptual class diagram in Figure 3 illustrates a portion of 

the class diagram. 
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Figure 3. Class diagram 

 

In order to verify the PIM, was made a diagram of state 

machine, as shown in Figure 4. 

 

Once the PIM is checked, proceed to perform the PSM. This 

model must take into account the nature of the application 

described in the PIM, and the details to implement it on a 

specific platform. In our case we use the OMAP3530 platform 

and Android operating system. The PSM should include 

design patterns, as these provide unified solutions to recurring 

software problems. In Figure 5 illustrates how the class 

diagram has been modified in order to add the features of 

Android and the observer pattern [13]. 

 

 
Figure 4. Statechart diagram 

 

 

The next phase is to generate code from the PSM with the help 

of the tools IBM Rational Rhapsody and Eclipse, as shown in 

figure 6. The final step is to run the application designed with 

the MDD methodology on the OMAP3530 platform as is 

showing in Figure 7. If everything is correct it has completed 

the design process, otherwise is necessary proceeds with an 

iterative process that consists of refining the model PSM and 

generates code again to fulfill all the system requirements. 
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Figure 5. PSM class diagram 

 

 
Figure 6. Code snippet 
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Figure 7. Application running  

 

 

6 Conclusions 

 In this work a software application for medical health 

care called SIMMIT has been developed using a MDD 

approach with success. This methodology starts with UML 

modeling application functionality regardless of 

implementation details, via an intermediate model that adds 

these details up to the executable code generation for 

OMAP3530 platform with Android 2.2 operative system. 

The methodology aims to improve the productivity of 

embedded system design, rescuing the benefits of reusability, 

scalability, maintainability and modularity of system 

components and it provides the ability to separate the 

functionality of the application of the implementation details 

by means of models. 

ACKNOWLEDGMENT 

We would like to express our thanks to the Excellence 

research Center, ARTICA and to the members of 

Microelectronic research group and Software Engineering 

Research Group from Antioquia University. 

 

7 References 

[1] Document. MDA Guide. 2003. http://www.omg.org/cgi-

bin/doc?omg/03-06-01.pdf  [Online. Cited: Octuber 22-

10-2010]. 

[2] P. Green, “Uml as a framework for combining different 

models of computation,” in UML for SOC Design, G. 

Martin and W. Müller, Eds. Springer US, 2005, pp. 37–

62. 

[3] “What is Android?, ”Available: 

http://developer.android.com/guide/basics/what-is-

android.html [Online].  

[4] F. Balagas, H. Husmann, "Model-Driven Development of 

Mobile Applications ", In Proceedings of the 2008 23rd 

IEEE/ACM International Conference on Automated 

Software Engineering (ASE '08). IEEE Computer 

Society, Washington, DC, USA, 509-512. 

[5] A. Khambati, J. Grundy, J. Warren, and J. Hosking. 

"Model-Driven Development of Mobile Personal Health 

Care Applications". In Proceedings of the 2008 23rd 

IEEE/ACM International Conference on Automated 

Software Engineering (ASE '08). IEEE Computer 

Society, Washington, DC, USA, 467-470. 

[6] OMAP3530 Architecture. 

http://focus.ti.com/docs/prod/folders/print/omap3530.ht

ml (Available: February, 2012). 

[7] OMAP35x Applications Processor Texas Instruments 

OMAP Family of Products Technical Reference Manual, 

October 2009. 

[8] Eclipse software development kit. Available:  

http://wiki.eclipse.org/Main_Page [Online]. 

[9] Android Software Development Kit. Available: 

http://developer.android.com/guide/developing/tools/ind

ex.html [Online]. 

[10] IBM Rational Rhapsody. Available:  

www.telelogic.com/products/rhapsody/index.cfm. 

[Online]. 

[11] A. Sangiovanni-Vincentelli. Quo Vadis SLD: Reasoning 

about Trends and Challenges of System-Level Design. 

Proceedings of the IEEE, 95(3):467-506, March 2007. 

[12] L. Bondé, C. Dumoulin, J. Dekeyser. “Metamodels and 

MDA Transformations for Embedded Systems”. In: 

Forum on Design Languages (FDL’04), Lille, 2004. 

[13] B. Powel Douglas. (2002) Real-Time Design Patterns: 

Robust Scalable Architecture for Real-Time Systems. 

Boston U.S.A Addison-Wesley.  

 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 231

http://developer.android.com/guide/developing/tools/index.html
http://developer.android.com/guide/developing/tools/index.html


Muscle Force Exploration through Simulation for 

Passenger Seat Design 

 
 

Sangho Park, Piao Jinghu
 
, Murali Subramaniyam

 
, Sun Junfeng , Taesu Yim 

Department of Mechanical Design Engineering, Chungnam National University, 79, Daehangno, Yuseong-

gu, Daejeon 305-764, South Korea 

 
Abstract -  Along with recent advancement, many automobile 

industries have strongly encouraged research on their 

product design, structure, consumer comfort and ergonomics 

and so on. In particular, consumer satisfaction or human 

comfort is playing an important role including seat comfort, 

driving posture, visibility, interior space, etc., In general, 

sitting in an automobile seat for prolonged period can cause 

back pain or worsen an existing back or neck problem. This 

study performed the simulation to explore muscle force during 

prolonged period of sitting for passenger seat design. The 

trapezius muscle forces have been measured from the 

simulation and compared for the different backrest inclination 

angle and sitting period.  

Keywords: — sitting posture, back pain, muscle force,  

ADAMS/LifeMOD  

 

1 Introduction 

The automobile is not only as a transportation for 

humans, but also have a very close relationship with humans 

as the entertainment or work tools, recently, depend on 

rapidly development of the sciences, the automobile's 

performance has been greatly improved, and with the 

development of economic the consumer culture also has a 

qualitative change, the consumers pay more attentions to the 

comfort of driving, therefore, how to improve the comfort of 

the automobile become a hot topic in the field of automobile 

industry. 

The comfort and fatigue of driving depend on the road, 

driving speed and time, driving posture or sitting position and 

the cushion device of the seat, as the related research on the 

driving posture, Rebiffe,1969[1] had a undertook study about 

when the each joint of our body in some angle is the best 

driving posture, obtained a relationship of the driving seat and 

pedal that applies to various height driver, although the results 

of the seat angle range is too big, and the angle is actually a 

2D parameters rather than the 3D parameters that actual seat 

design to be used, but the results are very valuable for the seat 

designers as some design basis. Verrirst,1986[2] introduced a 

kind of adjustable experimental device that can measure the 

variable parameters of driving posture, and 

Schneider’s,1979[3] studies tell us, driving posture, the 

position between the seat and steering wheel is a complex 

interactional influence for the comfort.  In South Korea, for 

the automobile seat that suitable for Koreans shape also have 

some related research Se Jin Park,2000[4],using statistical 

method to derive the standard of the driving posture Sung Jun 

Park,2006[5], as described above, although there are many 

researches for the driving posture and fatigue, But this field is 

currently in a chaotic state, therefore, is very necessary to 

study the factors that affect the riding or driving comfort , 

especially in the premise of ensuring the driver or passengers’ 

safety, how can to provide the comfortable riding feeling to 

the driver and passengers, and lifting the fatigue of riding the 

automobile. It is still need to be very large and complex 

research to solve these problems.  

Recently, many software applications have been 

developed for impact simulation, biomechanical analysis, 

movement simulation and surgical planning. The software 

enables users to perform human body modelling and 

interaction with environment where the human motion and 

muscle forces can be simulated. 

The created human body may be combined with any type 

of physical environment or system for full dynamic interaction. 

The results of the simulation are the human motion, forces 

exerted by the muscles, and the stresses or strains at the 

desired location of the human body [6]. 

2 Research method 

 The presented model can be applied to understand the 

complex spine biomechanics and clinically important analysis 

such as contact forces between each vertebra and wheelchair 

model, load acting on the intervertebral disc joints, 

corresponding angles between vertebrae in the seated position 

and tension in the spine muscles. These results aid clinicians 

to develop mechanical design of back support, such as placing 

conventional pillows and towels at appropriate positions 

which can be an effective and convenient alternative to 

expensive special seating [7]. 

While studying the muscle force when driving, a man-

automobile system simulation model is needed. In this study, 

a dynamic model created which contains passenger model and 
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a passenger’s seat. The human modeled with South Korean 

characteristics, which contains skeletons, muscle, ligaments 

and joints. With this dynamic model simulated the process of 

passenger’s driving. The simulation has been performed to 

explore the muscle force, when the backrest at different angles. 

3 Discussion 

 With the simulation results, comparative analyses have 

been performed. Through analyzes, the relationship between 

the comfort level and the backrest inclination angle have been 

found. We wish the values and results will be useful for the 

bus passenger’s seat design.  
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Abstract - Zoonoses (infectious diseases transmitted from insects to 

animal and to humans) such as Lyme disease is a concern for public 

health authorities, especially after their proliferation due to global 

warming. Notwithstanding the obvious influence of geographic 

features (as for example the suitability of geographic areas on the 

species’ biological processes such as survival, feeding and breeding), 

they are not integrated in currently available zoonosis simulations 

based on mathematical compartment models which specify the 

characteristics of the transitions between the different stages (e.g. 

eggs, larvae, adults, inflected, etc.) of the involved species. Hence, 

there is a need for a software to simulate such a propagation taking 

into account the geographic characteristics of the landscape and the 

spatial behaviors (and interactions) of the involved species. In this 

context, we propose a novel approach using an informed Virtual 

Geographic Environment (VGE) composed of a set of cells in which 

the transitions of the different biological stages of the involved 

populations, as well as their interactions can be simulated plausibly. 

In order to reflect in the VGE the landscape’s influence on the 

biological phenomena, we automatically generate the VGE cells from 

vector-based land-cover data provided by a Geographic Information 

System. The cells are obtained by a stepwise aggregation of land-

cover polygons selected according to biologically relevant qualitative 

criteria such as the survival suitability of a cell for a given species. 

For geosimulation purposes one critical issue, discussed in the paper, 

is to significantly reduce the huge number of land-cover polygons 

that are associated with the studied geographic areas. We propose a 

threshold-based merging algorithm which iteratively reduces the 

number of polygons while generating a spatial subdivision composed 

of cells with the maximal size and suitability for a given biological 

phenomenon. Our approach also enhances each cell with qualitative 

information about the relative geographic orientation of its 

neighbors. The resulting informed VGE provides the foundation for 

the simulation of a variety of spatial-temporal phenomena such as the 

migration of birds importing infected insects (i.e. juvenile ticks in the 

case of Lyme disease) and the survival of tick colonies in suitable 

areas. 

Keywords: Informed Virtual Geographic Environment, 

Merging of Cells, Multi-Level GeoSimulation, Spread of 

Infectious Diseases. 

 

1 Introduction 

  The expansion of some zoonoses such as the West Nile 

Virus (WNV) or Lyme disease led public health authorities to 

develop monitoring systems [1] in order to better understand 

the epidemiology of the disease and the level of risk it can 

represent for human populations. However, these monitoring 

activities cannot be used to forecast the probable propagation 

of a zoonosis over a territory. There is a need for tools to 

simulate such a propagation taking into account the 

geographic characteristics of the landscape and the spatial 

behaviors and interactions of the involved species. In this 

context, we are interested in using modeling and computer 

simulation to develop a decision support tool which can help 

public health policy makers to better understand the zoonosis 

propagation phenomena and to explore the possible effects of 

intervention scenarios at appropriate time and places and at 

the appropriate level of expected risk. 

 Besides, several approaches have been proposed to 

model and simulate the spread of zoonoses. However, these 

approaches such as mathematical modeling, cellular automata 

and traditional multi-agent systems have some weakness when 

trying to model and simulate the influence of geographic and 

climatic features on the disease spread and the spatial-

temporal interactions of various kinds of actors (e.g. 

mosquitoes, ticks, birds, mammals, etc.). Indeed, the 

simulation based on mathematical models that generally uses 

compartment models and differential equations [2] does not 

take into account the characteristics of the geographical space 

in which populations operate, except in limited cases such as 

patchy models [3] which use an abstracted representation of 

space that is not based on data provided by Geographic 

Information Systems (GIS). In spite of the fact that a 

simulation based on cellular automata models the evolution of 

the spatial characteristics of a geographic area involved in the 

disease, it does not represent individuals and their mobility 

[4]. On the other hand, agent-based simulations of epidemics 

represent the disease vectors (e.g. animals) as agents, but 

usually do not take advantage of data provided by GIS in 

order to properly locate agents in the geographic space [5]. 

Moreover, given the limitations of computational resources of 

computers and the lack of data, we cannot plausibly represent 

each individual by an agent, especially if we have to simulate 

a population composed of millions or even billions of 

individuals involved in zoonoses, as for example mosquito 

populations and tick populations transmitting the WNV and 

Lyme disease respectively.  

 In this context, we propose to use a multi-level 

population-based geosimulation approach [6] to remedy the 

shortcomings of current methods. We acquired some 

experience with the development of WNV-MAGS System [7], 

a tool allowing public health decision makers to assess several 

intervention scenarios in order to understand and estimate the 

magnitude of the evolution of the WNV in a large territory. 

Furthermore, we are currently developing a generic solution 
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(Zoonosis-MAGS) to be applied to a variety of zoonoses such 

as Lyme disease, with the aim to create realistic simulations at 

different levels of granularity. To develop such population-

based geosimulations we introduced a new theoretical model 

(called MASTIM: Multi-Actor Spatio-Temporal Interaction 

Model) which can be used to simulate the interactions of 

various types of actors, including those representing 

populations containing a huge number of individuals [8]. 

 In this paper we examine the critical issue of how to 

accurately represent and generate the VGE in which these 

geosimulations can be carried out, taking into account that the 

studied territories are huge and that we need to consider the 

geographic characteristics that influence the biological cycles 

of the involved species (i.e. areas that are un/suitable to the 

survival and proliferation of insects) and their behaviors (e.g. 

feeding, displacements, migration, etc.). A good idea is to 

divide the VGE into basic cells in which the different stages of 

the involved populations can be simulated. Such a space 

subdivision can be generated using either raster or vector data 

structures. In a raster-based system, the environment is divided 

into uniform-sized cells. Such raster-based VGE are used by 

cellular automata [5]. However, such grids of cells are usually 

artificial and not related to the spatial characteristics of the 

studied phenomena. In a vector-based system, the environment 

is represented using geometrical primitives such as polygons 

(regions of space which are well defined using GIS data). 

Several kinds of polygons can be used to make a spatial 

subdivision of the VGE. The choice of the polygon types 

depends on the spatial characteristics that are important for the 

observation and analysis of the zoonosis propagation. In the 

case of WNV in which mosquitoes are spread over the 

territory, we used polygons representing either municipalities 

or census tracts, depending on the area of interest 

(municipalities are used to cover large areas such as the 

southern part of the province of Quebec whereas census tracks 

are used to characterize smaller areas such as the Ottawa 

metropolitan area). This administrative division fits the 

surveillance data which were available for the simulation. In 

the case of the simulation of the establishment of tick colonies 

and the spread of Lyme disease, it does not make sense to use 

such an administrative subdivision because the cells 

representing municipalities or census tracks are too large and 

have no biological significance considering that tick 

populations can only survive in grass areas at the edge of (or 

in) forests. We therefore thought of using a spatial subdivision 

based on land cover characteristics. Land-cover data may be 

provided in vector-format in which polygonal cells cover large 

territories (as for example in the Geobase database). However, 

another problem arises when it comes to simulate the 

propagation of zoonoses. Indeed, we need to compute for each 

cell the interactions of the involved species using some kind of 

compartment model. Given the huge number of land-cover 

cells it is impossible to carry out such computation for each 

time step in each individual cell of the land-cover subdivision. 

Consequently, we got the idea to merge land-cover cells 

having similar characteristics with respect to the phenomenon 

to be simulated. Hence, we could get the largest polygons 

possible in order to get plausible simulations while minimizing 

the needed computations. The merging method that we 

propose is based on criteria selected by the user who models 

the phenomenon. A very common criterion is related to the 

suitability of the habitat which may affect the survival, 

feeding, and/or breeding behaviors of species. In order to 

generate an efficient VGE, the cells resulting from such a 

merging process need to have the largest possible sizes with 

respect to the selected criteria. In this paper we propose an 

approach to create such a ‘biologically informed VGE’. 

 In Section 2 we present the GIS data that we use to 

generate the VGE. In Section 3 we present our new approach 

including the technique used to merge cells and to create the 

informed VGE. In Section 4 we discuss the usefulness of the 

resulting VGE for the geosimulation of the zoonosis 

propagation. Finally, Section 5 concludes the paper and 

evokes some future works.  

2 Presentation of the GIS data 

 We use the land-cover shape files provided by the 

Geobase database (www.geobase.ca). The land-cover 

information is the result of vectorization of raster thematic 

data originating from classified Landsat 5 and Landsat 7 

ortho-images, for agricultural and forest areas of Canada and 

for the Northern Territories. The land-cover data covers the 

totality of the Canadian territories and is divided in different 

regions using the index maps of the National Topographic 

System of Canada (NTS). Each region is identified by a 

unique number (e.g. 22M, 30K, etc.). 

 

 

Figure 1.  The six NTS regions of interest. 

 Since we are interested in the southern part of Quebec 

and more specifically in the regions of Montérégie and Estrie, 

we consider six regions (i.e. 21E, 21L, 31G, 31H, 31I and 

31J) represented in Figure 1. For instance, region 31H 

contains 133 780 distinct polygons and its dimension is nearly 

156 x 110 km. The vector data are distributed as surface 

features (polygons) that have descriptive attributes such as the 

land-cover class which are based on the EOSD (Earth 

Observation for Sustainable Development) Land-Cover 

Classification. Indeed, the Coverage type attribute takes its 

value between 0 and 233 and represents different categories of 

land-covers (e.g. 20 for water, 34 for urban area, 50 for shrub 
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land, 220 for deciduous forest, etc.). It is also worth 

mentioning that some polygons may have complex shapes as 

shown in Figure 2. 

 

 

Figure 2.  Two complex polygons representing an urban area 

(left) and a forest (right). 

 

3 A new approach to generate a 

biologically informed VGE 

 We begin this section by presenting an overview of our 

new approach. Then, we present the criterion used to merge 

cells. After that, we discuss the different steps of our approach 

including the preprocessing of GIS data and deleting holes, the 

progressive merging of cells and the creation of an informed 

VGE. 

 

3.1 Overview of our new approach 

 Figure 3 presents an overview of our approach which is 

based on the merging of cells representing polygons provided 

by GIS data. Due to the large number of cells to be processed 

and because it is difficult to anticipate when to stop the 

merging process to get the largest polygons which satisfy the 

selected criterion, we propose an approach that is carried out 

in several steps. Indeed, in a first step we preprocess the GIS 

data by selecting the region of interest and computing the 

suitability of all polygons with respect to the selected criterion 

(see Sections 3.2 and 3.3). Then, we create plain polygons by 

removing their holes in order to reduce the number of basic 

cells (see Section 3.3). The result is stored in a new database 

which is updated as we go through the different processes. 

Besides, the most important step of our approach is the 

progressive merging of suitable polygons. We begin this 

process by selecting polygons having the best suitability 

(100%) according to the selected criterion. Then, we sort these 

polygons (the biggest is first processed) and get their 

neighbors. These neighbors are also sorted (the biggest and 

the best one according to the selected criterion is first 

processed) in order to try to merge them to the original 

polygons. Note that we choose different thresholds to stop the 

aggregation process if merging an additional neighbor 

decreases the suitability of the original polygon of more than 

10%. In this way we preserve the suitability of the resulting 

polygons and thus we allow for a progressive merging process. 

We then iterate the merging process on a new set of polygons 

with a suitability value in the interval [90%, 100%] that we 

call the ‘absorption threshold interval’ (ATI). We therefore 

continue to apply this process several times by progressively 

increasing the ATI for the processed polygons and by 

simultaneously reducing the threshold used to stop merging. 

Finally, we do the opposite by selecting polygons having the 

worst suitability (0%) according to the selected criterion and 

trying to merge them with other unsuitable polygons (see 

Section 3.4). As it is the case for suitable polygons, this 

process allows for generating homogeneous unsuitable areas 

(aggregation of unsuitable polygons) with maximal size. In 

addition, it further reduces the number of polygons used to 

generate the VGE. All the processes mentioned above are 

carried out until reaching a satisfactory result according to the 

user’s appreciation. 

 

Figure 3.  Overview of our new approach. 

 Indeed, our approach based on heuristics in the form of 

merging rules using different criteria and thresholds, gives 

acceptable results because we apply a descending sort to the 

different processed polygons using area and suitability as 

order criteria. This sorting process allows the system to first 

merge the biggest polygons with the best valuation according 

to the selected criterion. Therefore, we ensure that the 

polygons selected by the merging algorithm are among the 

best candidates. Moreover, the last step of our approach is the 

creation of an informed VGE in which the zoonosis 

propagation can be simulated with computational efficiency 

(see Section 3.5). 

3.2 Using suitable habitats 

 The biological phenomena that we study are closely tied 

to the characteristics of the landscape that is simulated by the 

VGE. Indeed, a zoonosis propagation greatly depends on the 

survival of the populations involved in the transmission of 

pathogens (i.e. virus, bacteria). For example, the capacity of 

tick populations to survive in suitable habitats (as for example 

‘sparse deciduous forests’ according to Geobase terminology) 

is an important factor that influences the spread of Lyme 
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disease. In fact, a species can settle in an area only if it is 

suitable to its survival. Therefore, for each polygon of the GIS 

data presented in Section 2 we propose to determine what we 

called a ‘suitability degree’ in order to estimate the quality of 

suitable habitats for a given species. To this end, we add a new 

attribute to the database table associated with each polygon. 

This attribute which represents the suitability degree of the 

polygon for a given species takes its values between 0 and 1. 

The value 0 represents a place that is unsuitable for the 

species’ individuals and the value 1 represents a very suitable 

(100 % of suitability) place (see Table 1). 

Table 1.  Suitability degrees (SD) of habitats for ticks in 

relation to land cover. 

 
 

3.3 Preprocessing of GIS data and deleting 

holes 

 We tested our approach using the shape file of Region 

31H (See Section 2). This file contains 133 780 polygons 

representing different kinds of land covers. Using Geomedia 

[9], we converted this file to an Access spatial database 

(read/write) in order to have the ability to modify it. For this 

conversion, we used the reference coordinate system of 

Canada (NAD83-CSRS). Then, we added and computed the 

suitability attribute for each polygon as mentioned in the 

previous section. We also developed a new application which 

is able to query the Access database and modify its attributes. 

 We noticed that a large number of polygons have some 

holes. These holes are considered as polygons by Geobase 

with their own land cover attribute. To reduce the number of 

polygons, we decided to remove these holes and to create 

plain polygons. We assumed that the filling of holes will not 

greatly reduce the suitability degree (SD) of the polygon, since 

the size of most holes is a small portion of the polygon size. 

To explain our approach, let us take the example of the 

polygon shown in Figure 4. Indeed, this polygon represents 

dense deciduous forest (SD = 0.7) and contains 20 holes. 

Some holes contain themselves other holes which brings the 

total number of holes to 35. 

 

Figure 4.  Creating a solid polygon from a polygon that 

contains 20 holes and 15 sub-holes. 
 

 Table 2 shows how we compute the new SD after 

deleting these holes. For example, there are 16 holes 

representing a dense mixed wood forest (SD = 0.65). The sum 

of areas of these holes is equal to 890025.2 m
2
. We compute 

an area proportion (AP) which is equal to the ratio between 

the sum of areas of the holes and the total area of the polygon 

without holes (890025.2/21368279.7 = 0.041651701). Then, 

we compute the suitability degree proportion (SDP) which is 

equal to the multiplication between AP and SD (0.041651701 

x 0.65 = 0.027073606). The sum of all SDP represents the 

new suitability of the solid polygon. We should mention that 

the total number of polygons listed in Table 2 is 36, including 

the polygon containing holes. Moreover, to delete holes, the 

system uses a spatial query which finds all the polygons 

located in the interior of the polygon containing holes. Then, 

we merge them to obtain a filled polygon which will have the 

new calculated SD (0.69542 instead of 0.7). 

Table 2.  Computing the new suitability after deleting holes. 
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 Figure 5.  The result of deleting holes of polygons of Region 31H. 

 Moreover, we added a constraint to our application in 

order to block the removal of holes that exceed a threshold 

area and a threshold SD. This allows for a parameterization of 

our approach that can be customized to specific needs. After 

deleting the holes of polygons belonging to Region 31H 

(Figure 5), we succeeded in removing 34 108 holes (25.5% of 

the initial number of polygons). The remaining number of 

polygons is therefore 99 672 (74.5 %). Besides, it remains 

only one hole considering the thresholds that we set for area 

(10 km2) and SD (0.6). 

3.4 Progressive merging of Cells 

 After deleting holes, we store the result in a new Access 

spatial database. Then, we start the cells merging process (by 

updating this database) in different steps using different 

intervals of suitability. In a fist step, we query the database to 

get polygons having SD = 1 (100 % of suitability). Then, we 

apply to the 6 261 obtained polygons a descending sort using 

their area as an order criterion. Thus, the first processed 

polygon will be the one having the best SD and the biggest 

area. For each of these polygons, we apply a spatial query in 

order to find their immediate neighbors. We sort these 

neighbors in descending order according to their SD and area. 

Then, we try to merge to the selected polygon its neighbors 

one after the other, until we obtain a merged polygon that has 

a SD that does not drop below a chosen stopping-threshold of 

0.9. After this first merging pass, 7 137 polygons have been 

deleted from the database. Thus, until now we succeeded in 

removing 41 245 (30.8%) polygons and the remaining number 

of polygons is 92 535 (69.2 % of the initial Geobase 

polygons). Figure 6 shows (on the left) a polygon (in blue) 

with three neighbors (red). This polygon is merged to one of 

its neighbors (on the right) and the resulting polygon keeps a 

SD higher or equal to the chosen threshold. 

Then, we apply the merging process in successive steps by 

increasing the ATI (used to select the initial processed 

polygons) and decreasing the threshold of SD used to stop 

merging. In fact, we used in the next process the polygons that 

have a SD belonging to the interval [1, 0.9] and a stopping-

threshold of 0.8. For the next merging iterations, we have used 

respectively the following intervals and thresholds: ([1, 0.8], 

0.7), ([1, 0.7], 0.6), ([1, 0.6], 0.5). 

 

Figure 6.  Merging of cells using threshold of SD. 

 After completion of the merging of suitable polygons, we 

apply another process in order to merge the unsuitable 

polygons as mentioned in Section 3.1. We select and sort by 

decreasing sizes polygons with a SD = 0 and we try to merge 

them with their neighbors which have a SD less than 0.5. We 

use this value since it represents the last stopping-threshold 

which is used by the merging process of suitable polygons. 

The proportions of cells removed after each of the applied 

merging processes are shown in Figure 7 (the first process is 

the deletion of holes and the last process is the merging of 

unsuitable polygons). 

 

Figure 7.  Proportions of cells removed after the different 

merging iterations. 
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3.5 Creating an informed VGE 

 After merging the Geobase cells using the different 

processes, it remains only 17 % (22 698) of the initial 

polygons belonging to Region 31H. For the purposes of the 

geosimulation of zoonosis propagation (see Section 4), we 

propose to add additional data to each polygon such as the 

identifiers of its neighbors which is very useful for a variety of 

spatial functions. To this end, we add to each polygon a new 

attribute which contains the list of the IDs of its neighbors. 

Then, we apply a spatial query to the Access database in order 

to get the immediate neighbors of each polygon. We also add 

to each polygon its neighbors’ orientation which is very useful 

for some processes that we want to simulate such as bird 

migrations in which the direction of displacement is very 

important (see Section 4). Thus, we associate two kinds of 

orientation data with each neighbor ID of a given polygon. 

The first one is a quantitative information representing an 

angle between a virtual line (see Figure 8a) and the North axis. 

These lines are drawn using the centroid of a given polygon 

and the centroid of each of its neighbors. To this end, we use a 

Geomedia function that returns the forward azimuth (FA) of a 

line segment. The returned value is normalized to fall between 

zero and 2π and is measured clockwise from North. We use 

this quantitative information to also store a qualitative 

information which represents either one of the four cardinal 

directions (i.e. North, East, South, West) or one of the four 

ordinal directions (i.e. North-East, South-East, South-West, 

North-West) or one of the eight further divisions represented 

in Figure 8b. 

 

Figure 8.  Quantitative (a) and qualitative (b) information used 

for the neighbor’s orientation. 
 

4 The usefulness of the obtained VGE 

for the geosimulation 

 Our approach (generating an informed VGE through cell 

merging) provides a lot of benefits if we compare it to 

approaches which have been used up to now. For example, the 

raster-based VGE which are used by cellular automata [4] 

does not take into account some important factors related to 

disease spread such as the population’s survival in a specific 

geographical space. Another example is the GDBSCAN [10] 

(generalizing density-based clustering algorithm) which may 

be used to cluster polygons, but is based on extracting density-

connected sets of neighboring objects within a circular region. 

Besides, the geosimulation of the zoonosis propagation needs 

to deal with huge populations of various species which are 

located in large territories. The use of the Geobase land-cover 

cells to generate the VGE representing such large territories is 

almost impossible, especially because the number of cells may 

reach almost one million (number of cells for the six regions 

shown in Figure 1). Fortunately, our approach can 

significantly reduce the number of cells used to create the 

VGE while respecting the user's needs (choice of criteria and 

thresholds). The reduction in the number of cells in which the 

populations of interest have to evolve and interact will 

improve the effectiveness of the simulation engine used to 

geosimulate the zoonosis propagation. 

 Moreover, we have to model the individuals’ mobility in 

order to simulate the disease spread. Our approach facilitates 

this task because we do not need to use agent-based 

approaches which try to explicitly take into account the 

trajectories of each individual (i.e. agent) or group of 

individuals located in the VGE [5]. In the case of zoonoses, it 

is not feasible to use such approaches since we have to handle 

huge numbers of individuals. Besides, our informed VGE 

allows for modeling a variety of processes influencing the 

geosimulation of the zoonosis propagation. As an example, we 

are currently modeling the migration of birds that import 

juvenile ticks (some of them being infected) in Quebec from 

the US. We think of modeling the Spring migrations as waves 

which distribute across cells birds of various species carrying 

ticks. Using a geo-referenced database of birds crossing the 

border on migration corridors at different periods of Spring, 

our simulation is initialized by associating the incoming birds 

to selected cells located at the border of Quebec and US [11]. 

Then, bird groups spread to neighboring cells with respect to 

their attractiveness. This cell attractiveness for birds is 

computed using a qualitative attribute and associated with 

polygons (cells) in the same way as the suitability attribute 

presented in Section 3. The process runs until all individuals 

are distributed. Indeed, such a process is facilitated by the 

identification of each neighbor of each cell which is available 

in our informed VGE. Moreover, the distribution of 

individuals over cells should agree with the location of 

migration corridors. This is why it is important to know the 

orientation of neighboring cells with respect to a given cell 

(see Section 3.5) in order to properly distribute individuals. 

This is possible thanks to our informed VGE which stores in 

each cell the quantitative and qualitative orientation of its 

neighbors. 

5 Conclusion and future works 

 In this paper, we presented a new approach to generate 

an informed VGE used to geosimulate the propagation of an 

infectious disease, taking into account the spatial-temporal 

characteristics of this phenomenon. We exploited vector-based 

land-cover data to progressively merge polygons according to 
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their degree of suitability for selected biological processes. 

The resulting polygons are used as basic cells which are the 

fundamental elements of our informed VGE. We believe that 

this innovative approach can be used not only to simulate the 

propagation of zoonoses, but also that it can be adapted to 

various other phenomena that do not necessarily relate to the 

spread of infectious diseases. 

 As future works, we plan to refine our approach and we 

are particularly interested in improving the efficiency of the 

progressive merging process. Indeed, we currently handle only 

the immediate neighbors of each polygon. It can be worth to 

take into account in the merging process the neighbors of 

neighbors and so on (considering a breadth-first or depth-first 

search) until reaching a satisfactory result according to the 

user’s appreciation which is based on the selected criteria and 

thresholds. Besides, we investigate an algorithm that will be 

able to get the intersections between polygons of different 

informed VGE. Indeed, we need to create a VGE for each 

species involved in the phenomenon and then to compute the 

intersections between the corresponding polygons in order to 

obtain a VGE composed of cells which are qualified by the 

suitability parameters of all the species of interest. 
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ABSTRACT 

The objective of this study is to determine the suitability 

and feasibility of novel multimodal computer games 

utilizing Virtual Reality technology and gaming for 

children with Cerebral Palsy (CP).  The goal of the games 

is to provide fun experiences and sensations to the user 

where he/she will become motivated to engage in physical 

activity, and thus, we may provide a medium for motor, 

speech, and memory rehabilitation. 

A common problem with children with CP is a reduction in 

motivation.  Immersive Active Gaming (IAG) may allow 

these children to engage in physical activities despite their 

negative motivation and other psychological disorders such 

as depression.  With our games we hope to not only 

encourage and motivate the participants to engage in 

physical activity but also promote equality.  We can 

promote equality by designing and enabling games to be 

played by children with and without CP; utilizing 

appropriate interaction devices based on a child’s abilities.  

Sisters, brothers, parents, relative, and friends can all play 

the same games together with a child with CP.  After all, 

we are all equal with our own strengths and weaknesses.   
 

Keywords 

3D multimodal Games, Cerebral Palsy. 

 

1. INTRODUCTION 
One of the most important problems in designing games for 

children with Cerebral Palsy (CP), is that each case is 

unique because the abilities of each child are often 

different.  Children with CP see the difference between 

themselves and other children without disabilities.  For 

example, playing at school recess, children with CP cannot 

run and jump on monkey bars as their classmates.  

Gymnastics classes look and feel different for them, going 

to the restroom is not an activity, depending on the severity, 

that can be performed easily and may require physical 

assistance.  Even playing video games becomes a difficult 

task, since they are required to manipulate a dozen buttons 

and a couple of mini-joysticks present on most gaming 

console controllers.  This could lead to depression and 

sadness.  The rate of depression is three to four times 

higher in people with disabilities such as cerebral palsy and 

it seems to depend not on the disability itself but rather on 

how well they cope with the disability.  Emotional support, 

self-esteem, and stress are all factors that impact one’s 

mental health [1].  Questions they could ask to themselves 

are: “Why cannot I play like the rest of my friends at 

recess?”, “Why do I have to go to physical therapy, which 

is not such a fun activity anyways?”, “Why am I different? 

I didn’t do anything wrong to deserve this”.  Instead of 

focusing on ones weaknesses, we should focus on 

strengthening one’s abilities. This can be done if we have 

the right tools and mindset.  As a starting approach, we first 

need to boost their self-esteem for two major reasons: a) to 

avoid psychological problems these children may develop, 

and b) to improve their self-esteem so that they feel less 

disadvantaged which will improve their lives.  So, the 

games should be designed to utilize new devices and 

interaction techniques that could negate the physical 

differences in the ability of each player.  For example, a 

child with no physical disabilities can play a game using a 

mouse, a keyboard, or a joystick.  A child with difficulty 

moving his/her fingers, could play games where moving 

the whole arm indicates an event.  Or if a child has severe 

hand movement difficulty, he/she could use the neck or 

legs to indicate turns and direction of movement in the 

game.  A child with no movement abilities could use voice 

commands to achieve the same goal.  Others have used 

Sony’s PlayStation 2 EyeToy camera to capture mouse 

motion [2][3], and others a web camera [4][5]. 

When designing games for children with CP, it is important 

to take special care not to exacerbate the children’s 

disabilities.  Games that would not be well suited are those 

that are based on timing, speed, or dexterity since these 

games may frustrate the children and not allow them to 

enjoy the actual story of the game.  In case of competitive 

games (children competing with each other), we should 

investigate carefully the potential difficulties in designing 

games that can adapt to physical disabilities.  Then the 

question becomes: “How many differences in a player’s 

ability can be accommodated and when real competition is 

compromised by such adaptations?” 

To promote equality, games should be designed so that 

children with and without disabilities can play the games 

together.  This will make the children with CP feel more 
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equal since they can play the same game with other 

children without disabilities.  However, a devise that works 

well for children with disabilities could impair a child 

without disabilities.  Thus, the game should allow for 

different types of devices to perform the same tasks so that 

we don’t take away the fun of the game play. 

The intriguing component of our study is to “level the 

playing field” for children with CP, allowing them to play 

and compete on more equal terms with other players.  This 

focus is rather different from the majority of other games 

for such audiences that tend to focus more on remediating 

the disability itself. 

Current gaming interfaces draw their strengths from 

exploiting the user’s pre-existing abilities and expectations 

rather than trained behaviors.  For example, navigating 

through a conventional computer system requires a set of 

learned, unnatural commands, such as keyboard keys to be 

typed in, mini-joysticks on game pads to be manipulated, 

etc.  On the other hand, navigating through Immersive 

Virtual Environments exploits the user’s existing real-

world “navigation commands” such as positioning the head 

and eyes, turning the body, walking toward something of 

interest, and pointing at the direction of interest.  This 

naturalness can reduce the mental effort required to operate 

the system and thus enables one to focus on enjoying the 

game-play instead of the mechanics of how to play the 

game.  As a result, this reduces the time needed to learn 

how to play a game because it avoids information overload, 

time pressure, and stress which directly affects the outcome 

of the gaming experience.  This, most likely, takes away 

the fun of the game and possibly turns game-playing into 

an activity that provides no enjoyment, discomfort, and 

intimidation. 

2. CEREBRAL PALSY 
Cerebral Palsy (CP) is a group of lifelong neurological 

disorders cased of irreversible damage to brain cells.  It 

affects movement, learning, hearing, seeing, and thinking.  

It occurs due to problems with brain development as early 

as while the baby grown in the womb.  But, it can occur at 

the time of birth and during the first 2 to 3 years of age.  CP 

is a non-contagious and non-progressive brain disorder. 

The severity of CP varies from child to child and this 

makes every case unique.  The United Cerebral Palsy 

Foundation [6] reports that about 750,000 children and 

adults in the United States have symptoms of cerebral 

palsy.  An additional estimate of 8,000 babies and infants 

will be diagnosed every year. 

The motor area of the brain’s outer layer (cerebral cortex) 

is responsible for directing muscle movement.  This is the 

affected area of the brain that leads to impairment of motor 

functions; the muscles continually receive signals to 

contract disabling a person to regulate their muscle tone, 

and this causes tightness and stiffness of their muscles.  In 

most cases, the muscles and the nerves are healthy. But 

because the component of the brain that controls the 

muscles is injured, children with CP face difficulties 

controlling the movement of their muscles.  Many children 

with CP have increase muscle spasticity in one or both 

arms and / or legs.  As their muscles continuously contract, 

their muscles become stiff and tight and this interferes with 

walking, moving, and even speech.  There are cases where 

there are bone and joint deformities where the muscles 

become permanently fixed and tight and may required 

surgical intervention.  Additionally, CP often is 

accompanied by disturbances of sensation, perception, 

cognition, communication, and epilepsy. 

Unfortunately, there is no known cure for CP yet.  Therapy 

normally is performed by an occupational, physical, or 

speech therapist.  Since there is no cure for CP, the goal of 

the treatment is to make people with CP as independed as 

possible to live an effective life.  Because of muscle 

movement problems, which restrict people with CP to 

walk, run and in general exercise their muscles, it is 

possible that they end up with decreased muscle mass.  By 

performing a specific set of exercises, physical therapy 

focuses in increasing the performance of the muscles by 

preventing the muscles to become atrophic and fixed in an 

abnormal position.  On the other hand, occupational 

therapy focuses on enabling people with CP to master to 

perform daily activities such as dressing, eating, etc.  

Speech therapy may be required in many cases where the 

people with CP are unable to produce intelligible speech, or 

have problems in other areas of communications such as 

facial expressions and hand gestures and postures.  In 

certain circumstances, a speech therapist can teach a one to 

use special communication devices such as a voice 

synthesizer.  Recreational therapists can also help children 

with CP to improve gross motor skills by using, for 

example, horseback riding techniques. 

3. BACKGROUND 
Most of the recent Virtual Reality (VR) research is focused 

on the assessment of selected cognitive, functional and 

behavioral functions and processes.  This can complement 

traditional in-person rehabilitation techniques, which makes 

VR technology a great tool for medical practitioners for 

both the assessment and cognitive/functional rehabilitation 

of people with CP. VR has been used as a medium for the 

assessment and rehabilitation of a variety of clinical 

populations. This includes populations with cognitive [7-

10] and meta-cognitive [11-16] deficits, such as visual 

perception, attention [17], and memory [15-16] [18-23]. 

Other applications are directed at the rehabilitation of 

motor movement difficulties [24-26] to provide recreational 

opportunities for people with disabilities. 

Virtual Reality has been adopted by many researchers as a 

suitable technology to be used as an assessment and a 

treatment tool in physical and occupational therapy [27-35].  

The ability to provide simulated and meaningful virtual 

environments, Virtual Reality offers us opportunities to 

engage in purposeful tasks related to real-life events.  
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While VR is capable to provide fully immersed 

environment experiences, at times it seems more 

appropriate to reduce the level of immersion because of 

physical capabilities people possess.  This reduces the 

sense of presence and realism in the Immersive Virtual 

Environment; however, it allows a subject to experience the 

environment in a less restricted form.  For example, in a 

desktop-VR environment, users are not attached to heavy 

and relatively large head mounted displays (HMDs), or to 

be placed within a physical projection room such as the 

CAVE, or wear cumbersome gloves and other interaction 

devices to feel the texture and weight of virtual objects.  

VR is an attractive technology because of its advantage to 

provide synthetic environments and encourage participants 

to perform tasks that are difficult to achieve and deliver 

using conventional neuropsychological methods [36-38].   

Since there is no cure for CP, major goals of therapy 

include enhancement of functional ability by improving 

sensory, motor, and cognitive functions.  Using VR 

technology, this is achieved by enabling the participants to 

interact with synthetic environments, engage in activities 

required by the game or synthetic environment, manipulate 

objects in a way that immerses them within the simulated 

environment, which helps produce a feeling of presence in 

the virtual world [39][40] 

There are some limitations of the VR technology, not 

because of the technology itself, but rather because of the 

one’s ability to utilize awkward VR devices in order to 

interact with a synthetic environment.  For example, muscle 

spasticity limits and makes uncomfortable a subject’s 

ability to use equipment such as a glove, or wearing a 

relatively bulky and heavy-head-mounted display (HMD), 

etc [41], which could also have a side effect of nausea; 

something that is not present in desktop-VR.  Low vision 

people are limited in using a HMD simply because of the 

subject’s limited field of view and decrease peripheral 

vision [42], or in a case where the subject is a child, by 

overloading the neck muscles.  In addition, it has been 

reported that low frequency flashing lights used as visual 

effects can trigger seizures [43][44]. 

4. GAMING ENVIRONMENT 
Our gaming laboratory, where we develop the games and 

perform user studies, is located on the ground level at 

Williston Hall.  The laboratory is handicapped accessible 

and it is located near the main parking lot.  The dimensions 

of the lab are 24x16 feet and there are two high end PCs 

(Dell XPS 730X) running Windows Vista Ultimate with 6 

G of memory, two drives in RAIN 0 configuration, a sound 

card and a dual NVIDIA GeForce GTX280 SLI enabled 

video card.  Both PCs are equipped with 2 Intel i7 quad 

CPUs running at 3.2GHz. 

Both PCs can direct their output, using Genfen 

(www.gefen.com) DVI switchers, to our main display 

which is a SHARP PN-S525 1920x1080 52 inches LCD 

monitor.  The PCs are also connected to a 1000W ONKYO 

TX-SR707, 7.2 channel receiver.  Below the display we 

installed a fan with adjustable speed control, which enables 

us to render wind.  Its speed is controlled by the game 

using a Phidgets (www.phidgets.com) Advanced Servo 

controller.  The fan is placed to aim at the player’s feet and 

not the face to avoid breathing problems the fan might 

cause.   
 

 

Figure 1. Servo controller connected to the adjustable speed 

fan, and the robotic arm. 

Its idle speed is around 100 feet per minute while its 

maximum speed is around 500 feet per minute.  The servo 

controller is connected via USB to a WiFi Phidgets SBC 

single board computer which is the gateway to the 

computer running the game.  We also built a custom 

robotic arm for the final component of the game, which is 

also controlled by the servo controller as shown in figure 1.   
 

 

Figure 2. Diagram of the Gaming Laboratory. 

For navigation, we use the Polhemus Latus 

(www.polhemus.com) 3D tracker with two receptors and 

one marker.  The Latus system provides six degrees of 

freedom (6DOF) tracking wirelessly.  Multiple receptors 

connect to the Latus to form a network of tracking units 

that extend the envelope of tracked space.  The Latus tracks 

the light-weight wireless markers in space which contain 

their own battery and transmition frequency.  The unique 

transmition frequency identifies each 6DOF marker.  A 

diagram of the lab is shown in figure 2 and a snapshot of 

the lab setup is shown in figure 3. 
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Figure 3. A snapshot of the set up in the Gaming laboratory 

We placed all the furniture and the hardware equipment 

around the lab leaving the center area of the lab available 

for the players.  There is enough room for two players to 

stay side-by-side to play a game.  We removed all metallic 

furniture away from the Latus receptors and we secured the 

receptors on custom made 5/4 inches PVC pipe stands 

using plastic screws and glue to minimize signal 

interference as the Latus tracks the markers in space using a 

magnetic field. 

5. BLOB VILLAGE 
The game we developed is the Blob Village.  It is played by 

two players.  Blobs are the creatures living on a beautiful 

little village by the snowed mountains where there is a little 

lake, a castle, and a swimming pool.  Figure 4 shows a 

bird’s eye-view of the Blob Village. 
 

 

Figure 4. Bird’s eye-view of the Blob Village. 

The main characters of the game are the blobs that have 

their own personality.  They wander around their village 

and provide verbal clues to the player as to what to do next.  

The blobs are friendly creatures who love to interact with 

children.  In fact, if they see you approaching them, they 

will leave whatever they do and come to talk to you.  They 

even try to get your attention by waving their hands and 

calling you to go closer to them.  A snapshot showing a 

blob waving his hand is shown in figure 5. 

The user moves around the village trying to communicate 

with the blobs to find the “blue” blob who feels sad today 

and wants to be hugged by a happy child and play together.  

During the play, the player is able to walk around and even 

fly to get to different places in the Blob Village.  As the 

player walks and flies in the game, he / she experiences 

different 3D sound effects; while soft background music is 

playing.  In addition, depending on the speed of the walk 

and whether the player if flying or not, the player feels the 

intensity of the wind.  To walk and fly, two players need to 

coordinate to perform the right action.  The players could 

even use different input devices to accomplish the same 

task.  This depends on the physical abilities of the children 

and that is why every setup of the game could require 

different input devices.  The duration of a day in Blob 

Village is much shorter than what it is in real life.  This is 

reflected in the game by moving through the stages of dawn 

to dusk.  Using shader programming, the effects of the sun, 

water, and everything else in the game, change depending 

on the time of the day in the Blob Village. 
 

 

Figure 5. A blob in the game waving his hand. 

After the player finally finds the sad “blue” blob, the blob 

asks the player if he or she wants to touch, hug, and play 

(physically) with the blob.  When the player agrees to play 

with the sad blob so that the blob would feel happy again, 

the blob starts spinning in the game until it disappears from 

the display.   
 

 

Figure 6. A snapshot of the Blob Village while the player is 

flying. 
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At that moment, a hidden custom made blob toy becomes 

visible.  One of the servo motors kept this toy blob hidden 

from the player’s view behind a curtain right below the 

display and it is emerged into view at this point giving the 

feeling of the blob being materialized.  While playing a 

sound effect, the robotic arm turns slowly to reveal the blob 

toy right below the screen and asks the player to give it a 

hug.   

This moves a 3D multimodal game from being a totally 

synthetic environment, into the reality where we can grab, 

hug, kiss, and play with the main character of the game.  

Meanwhile, to find the sad blob required the cooperation of 

two players, one with physical disabilities and without.  

None players could play the game all by themselves, it 

required two players – two equal players, it just happened 

that some of us have some difficulty in moving some parts 

of our body.  On the other hand, the child’s self-esteem 

could be increased by playing the game because at the end, 

after we experience the beautiful environment of Blob 

Village, we managed to find the sad blob and play with it 

and make it feel happy again.  Figure 6 is a snapshot of the 

Blob Village while flying, and figure 7 is a snapshot of the 

final stage where the player found the “blue” sad blob 

which is located by the swimming pool. 
 

 

Figure 7. A snapshot of the sad blob located at the swimming 

pool. 

5.1 Blob Behavior 
The Blobs, the main characters of the game, are three 

dimensional blob-like characters who wander around the 

blob village.  Each blob is designed to have 4 animations, 

shown in figure 8: a) “idle” where they wobble left and 

right, b) “left wave” where they wave their left hand, c) 

“right wave” where they wave their right hand, and d) 

“jump” where they perform a jump.   

We can animate the blobs while they are moving as well as 

when they are standing still.  They are all of different color 

and there are 4 different textures we apply on them to 

dynamically animate their facial expressions; which are 

performed independently of their body animation.  The four 

textures that we animate on the blobs, by swapping them in 

and out using a shader, are shown in figure 9. 
 

 

Figure 8. The four animations of the blobs (idle, left wave, 

right wave, and jump) 

 

 

Figure 9. The four animated textures utilized to provide facial 

expressions. 

As the blobs wander around in their village, they try to 

avoid bumping into each other.  When they are in a course 

of collision, depending on their unique age they either stop 

moving and make a sound, or go around the stopped blob 

making another sound.  The player is a special entity in the 

game.  So when the player is approaching a blob, the blob 

turns to the direction of the player, makes an inviting sound 

(plays one of the 33 pre-recorder by children phrases such 

as “hello”, “hi there”, “hey look at me”, etc), waves his left 

or right hand, and walks towards the player.  When a blob 

gets close to the player, he stops moving and provides 

verbal hinds such as “now go to the island”, or “now fly 

over the mountains to go to the castle”, etc.  Because the 

blobs can wander all over the village, we constrained them 

to stay in one of the 4 areas in the village.  This way there 

are blobs everywhere.  The critical component is to always 

have the blue sad blob by the pool, since we are supposed 

to find the blue sad blob and make him feel happy again.  

The four rectangle areas define the main land, the island, 

the castle, and the swimming pool as shown in the figure 10 

below. 
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Figure 10. The four areas of the Blob Village 

5.2 THE STORY 
The story of the game is relatively simple, yet challenging 

for the players.  The player starts off in the main land 

where she tries to communicate with the blobs to figure out 

what to do next.  One of the blobs tells the player that there 

is a sad blue blob in the village that really wants to play 

with the player.  To find the sad blob, the player needs to 

go to the island.  This requires the player to fly over the 

lake around the island where she meets another group of 

blobs.  These blobs instruct the player to go to the castle.  

At the castle, the blobs instruct the player to go to the 

swimming pool where the blue blob has been isolated there 

because he is sad and wants to play with the player.  

Finally, the player goes to the swimming pool where she 

meets the blue blob.  The blue blob then becomes very 

happy and asks the player if she wants to play with him.  

Meanwhile, getting from place to place, the player 

experiences 3D sound effects, challenging navigation 

techniques, gained the ability to fly, etc.  As the player 

flies, a fan renders the wind which depends on the player’s 

speed and elevation.  Now when a 3D character asks a child 

to play with him, our first reaction is “…but we are already 

playing the game”.  However, the game is about to turn 

from a synthetic 3D game into a game of reality.  Upon the 

player’s positive reply, the blue blob spins around faster 

and faster until it disappears from the display.  At that 

moment, a robotic arm that is placed right below the 

display starts turning, revealing the blue blob toy right in 

front of the player.  The player now is free to reach out a 

grab the real blue blob toy as shown in figure 11, and give 

him a hug. 
 

 

Figure 11. The game reveals the toy blue blob that can be 

touched and hugged by the player. 

6. RESULTS 
We designed a large village with many components (3D 

terrain with collision enabled, water shaders, daylight 

effects, 3D models, etc), the main character of the game 

(the blobs with animations and facial expression 

animations), 3D sound effects (soothing music in the 

background, blob sounds and speech, which are recordings 

of real children), synthetic behavior (such as day, 

afternoon, and night effects), other environmental effects 

such as the utilization of a fan to render wind, as well as a 

robotic arm that reveals the blue toy blob. For navigation, 

we used the Polhemus Latus six degrees of freedom 

(6DOF) device.   
 

 

Figure 12. The five postures for navigating in the Blob 

Village: a) stop, b)left turn, c) right turn, d) forward, and e) 

fly. 

The Latus uses wireless tracking of markers making the 

entire game totally untethered; the player is not attached to 

any wiring.  For navigating in the game, we used 5 gestures 

that implement: a) “stop” to stop motion, b) “turn left” to 
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turn the player’s view to the left, c) “turn right”, to turn the 

player’s view to the right, d) “forward” to move the 

player’s position forward, and e) “fly” to change the 

elevation of the player as shown in figure 12.  Some of the 

gestures can by performed by the second child playing the 

game in cooperation. 

We plan to begin our formal evaluation with children with 

CP soon, using Robson’s scale [46] for the measurements.  

During development and after we finished BlobVillage, 11 

students taking our Introduction to Games Programming 

course, three faculty members and 4 children without CP 

tried the game and they gave us positive feedback.  This is 

encouraging to us to continue our research with formal 

evaluations.  They found the usage of the fan to render 

wind, the 3D sound effects, and the final stage of the game 

(when the blue blob toy is revealed using the robotic arm) 

very interesting and new.  They found the scenery beautiful 

but they thought that the fan speed was a little bit high and 

also that the sound volume was a bit too high as well.  We 

plan on adjusting the fan speed and the volume in the final 

release of the game. 

7. FUTURE WORK 
We plan on developing more interaction and navigation 

techniques using the Polhemus 

(http://www.polhemus.com/) Latus 6DOF device as well as 

other custom-built devices, the Wiimote controller from 

Nintendo, and the Kinect 3D camera from Microsoft.  We 

have several families with children with Cerebral Palsy that 

cannot wait to come to our lab for the formal trials.  We 

want to find out if using inexpensive off the shelf devices 

such as the Nintendo’s Wiimote, or the Kinect camera, is as 

effective as using the relatively expensive Polhemus Latus 

tracker.  What makes the Wiimote and the Kinect attractive 

is that they are wireless.  Our game does support the 

Wiimote but its usage in the current version of the game as 

an interaction device is left out for future research.   

8. CONCLUSION 
We want to enable children, and adults, who may otherwise 

feel social isolation secondary to self-esteem issues to 

engage in game playing [45].  The importance and 

originality of our work is not only in the use of game-play 

to boost self-esteem, but also in the inclusive nature of 

game-play for people who might not otherwise benefit from 

standard commercially available games because of their 

standard interface models.  The concept of inclusion is 

important for socio-cultural standpoints as well as practical 

standpoints.  The bigger picture is not simply whether a 

person with physical disabilities can hold and use a game 

control device, but what the implications of excluding these 

people from the technology are. 

In this paper we presented a sophisticated multimodal game 

that will become the basic platform for our future research.  

From the feedback we received from our students, faculty 

members, and children that played the game we have no 

doubt that we can use similar games to boost the self-

esteem of children with CP.  In addition, by playing these 

games in a multi-user environment we can promote 

equality among children with or without CP since these 

games are played cooperatively to achieve a common goal. 
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Abstract— The design of a control system for the synchro-
nization of Inferior Olive Neurons (IONs) and hardware-
software cosimulation of the closed-loop system are pre-
sented in this paper. Each ION is described by a set of four
nonlinear differential equations. These IONs exhibit limit
cycle oscillations (LCO), but are not necessarily in phase.
The objective is to control one of the IONs so that both
oscillate in unison (with zero relative phase). A simple linear
feedback control law for the synchronization of the IONs
using an output variable is developed. In the closed-loop sys-
tem, asymptotic convergence of the state vectors of the IONs
is accomplished. Then the hardware-software cosimulation
of the complete closed-loop system is considered. Hardware
synthesis and HW-SW cosimulation tests are performed to
examine the performance of the controller. The oscillatory
properties of the Inferior Olive Neurons (IONs) can be used
to provide timing signals for motors to mimic vertebrae
like movements. These vertebrae like movements can be
used in bio-inspired underwater and unmanned vehicles with
oscillating fins.

Keywords: Inferior Olive Neuron, ION synchrony, HW-SW sim-
ulation

1. Introduction
The synchronous activity of olivo-cerebellar system, is

one of the key neuronal circuits in the brain, provides motor
control signals for the movement execution. This neuronal
network is organized around clusters of inferior olive neu-
rons (IONs) [6], [16], [15]. The inferior olive neurons (IONs)
have various features including, the subthreshold activity in
which the membrane potential has sustained fluctuations.
This rhythmic activity has been termed as spontaneous
subthreshold oscillations. The orbits of the IONs may have
different shapes (sinusoidal, quasi-periodic, periodic wave-
form with spikes, and irregular) [12].

The dynamical behavior and functional significance of
interconnection has been explored by Armstrong [1]. Be-
nardo and Foster [3] have examined the oscillatory pattern
of IONs. A structural study of inferior olivary nucleus of cat
has been performed by Sotelo et al. [19]. For low amplitude
oscillations, a model based on electrical coupling of neurons
with heterogeneous channel densities has been considered

by Manor et al. [17]. A variety of mathematical models
capturing the important characteristics of IONs have been
proposed in literature. Velarde et al. [20] and Llinas et al.
[16] developed ION models using Vander Pol Oscillator and
FitzHugh-Nagumo (FN) systems. A relatively simple ION
model has been also proposed by Kazantsev et al. [11], [10].
The dynamical behavior of ION depends on its parameters.
The structure of the orbit of an ION undergoes drastic
changes when its parameters vary. The study of qualitative
changes in the orbit structure termed as, bifurcation of neu-
rons has been performed by Guckenheimer and Labouriau
[5] and Izhkevich [7], [8]. For inferior olive neurons, a
bifurcation analysis has been treated by Katori et al. [9]; Lee
and Singh [14]. Authors have also studied the synchronous
activity of interconnected neurons. Neurons are connected
via gap junction to form electrical coupling. Katori et al. [9]
have studied the spatio-temporal dynamics of IONs using
conductance-based model. Neuronal synchronization in the
mammalian brain have been examined by Bennett and Zukin
[4].

In view of the important role of the IONs in motor control,
researchers have shown interest in the models of these IONs
for the control of autonomous air and underwater bio-robotic
vehicles. Robust oscillatory patterns of a variety of shapes
and sizes of the IONs are suitable for executing different
kinds of maneuvers. For the control of robotic vehicles,
it is essential to control the relative phase angles of the
cluster of IONs. As such the problem of synchronization
of IONs is important [22]. In literature, synchronization of
IONs has been explored and linear or nonlinear or adaptive
control systems have been developed by Bandyopadhya et
al. [2] and Lee and Singh [13], [14]. Bennet and Zukin [4]
have shown that a model of gap junction in conjunction
with postsynaptic capacitance as a low pass filter achieves
neuronal synchronization. In view of the work of Bennet
and Zukin [4], it is of interest to develop control systems
which are simple in form because nonlinear and adaptive
control systems developed for synchronization of IONs are
not attractive from the viewpoint of implementation.

Contribution of this paper lies in the development of
a simple robust control system for the synchronization of
IONs. It is assumed that a single output of each ION is
measured for feedback. One of the IONs is treated as a
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reference ION, and the other ION is controlled by the
application of an extracellular stimulus. A control law is
developed so that the trajectories of the controlled ION
asymptotically follows the the trajectories of the reference
ION. The control input is the product of a suitably chosen
gain and the scalar output error of the IONs. It is shown
that synchronization is accomplished for a set of values for
the feedback gain. The control system is robust to variations
in the key parameters of the IONs and the controller gain.
Then the hardware implementation of the complete closed-
loop system, including a pair of IONs and the feedback
control system, is developed. Laboratory tests as well as
numerical simulation results are obtained. It is seen that the
hardware circuit produces the waveforms observed in digital
simulation closely. The hardware circuit is especially useful
for real-time control of air and underwater vehicles using
flapping wings and fins.

The organization of the paper is as follows: Section 2
presents the mathematical model of the IONs. A control law
for synchronization is developed in Section 3. The results of
digital simulation is given in Section 4. Section 5 considers
the HW-SW implementation and simulation of the closed-
loop system, and laboratory test results and comparison of
these with the simulated results are presented in Section 6.

2. IO neuron model
In this paper, the ION model described in Kazantsev et

al. [11], [10] are considered for synchronization. Let the
state vector of the ith neuron be (ui, vi, zi, wi)

T , i = 1, 2.
(T denotes matrix transposition.) The model has polynomial
nonlinearities in variables ui and zi of degree three. For sim-
plicity in notation, often the arguments of various functions
will be suppressed. The nonlinear equations describing the
ION1 (ION1) are

u̇1 = kε−1
Na[u21 − u31 + (u21 − u1)a− v1]

v̇1 = k(u1 − z1 + ICa − INa)

ż1 = [z21 − z31 + (z21 − z1)a− w1] (1)

ẇ1 = εCa(z1 − ICa − µ∗ − Iext1)

The variables z1 and w1 are responsible for subthreshold
oscillations and low-threshold (Ca2+-dependent) spiking,
and the variables u1 and v1 describe the higher-threshold
(Na+- dependent) spiking. The oscillation time scales are
controlled by the parameters εCa and εNa; and ICa and
INa drive the depolarization level (equilibrium point) of the
system.

The parameter k sets the relative time scale of the two
systems. The parameters ai’s (appearing in the nonlinear
functions) play an important role in shaping the trajecto-
ries of the IONs. Iext1 denotes the extracellular excitation
used here as the control input. The bias term µ∗ provides

flexibility in getting different kinds of waveforms. The ION1

is treated as the slave ION.
The reference ION is described by

u̇2 = kε−1
Na[u22 − u32 + (u22 − u1)a− v2]

v̇2 = k(u2 − z2 + ICa − INa)

ż2 = [z22 − z32 + (z22 − z2)a− w2] (2)

ẇ2 = εCa(z2 − ICa − µ∗)

Note that ION2 has no input. These IONs (with Iext1
=0) exhibit limit cycle oscillations as well as bursting phe-
nomenon for a set of values of µ∗ and a [13]. However these
oscillations are not necessarily in phase. We are interested
in designing a simple linear feedback control law such
that in the closed-loop system, the state vector of ION1

asymptotically tracks the state vector of the reference ION.
Furthermore, it is assumed that only the output error signal
(z1 − z2) is measured for feedback.

3. Synchronizing Control System
In this section, for the synchronization of the IONs, a

linear feedback control law is designed. Define state vectors
x1 = (u1, v1, z1, w1)T ∈ R4 and x2 = (u2, v2, z2, w2)T ∈
R4. Then (1) and (2), can be compactly written as

ẋ1 = f(x1) +BIext1

ẋ2 = f(x2) (3)

where the nonlinear vector function f(x1) ∈ R4 and
f(x2) ∈ R4 are easily obtained from (1) and (2), and one
has B = [0, 0, 0,−εCa]T .

Let e = x1−x2 be the state vector error of the two IONs.
Then using (3), the dynamics of the error are given by

ė = f(x1)− f(x2) +BIext1 (4)

Expanding f(x1) = f(x2 + e) about x2 gives

ė = f(x2) +
∂f(x2)

∂x1
e+BIext1 − f(x2) + h.o.t (5)

where h.o.t. denotes higher-order terms in e. For small e,
(5) can be approximated by the variational equation of the
form

ė = A(t)e+BIext1 (6)

where
A(t) =

∂f(x2(t))

∂x1

is the Jacobian matrix, evaluated along the trajectory x2(t)
of ION2. It easily follows that the matrix A(t) is

α − k
εNa

0 0

k 0 −k 0
0 0 β −1
0 0 εCa 0

 (7)
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where α = k
εNa

[2u2 − 3u22 + (2u2 − 1)a] and β = 2z2 −
3z22 + (2z2 − 1)a.

Let us assume that the reference ION is undergoing a
limit cycle oscillation. As such x2(t) is a periodic trajectory.
Suppose that the period of x2(t) is Tp. Then the matrix A(t)
is also periodic and its period is Tp. For the synchrony of the
two IONs, it is essential to design a control system such that
the state vector error e(t) converges to zero. Let us select a
control signal of the form

Iext1 = g(z1 − z2) (8)

where g is a feedback gain (yet to be determined). The
closed-loop error system is

ė = f(x1)− f(x2) + gBc(x1 − x2)
.
= fe(e, t) (9)

where c = [0, 0, 1, 0], and the argument t indicates the
dependence of fe on x2(t). Substituting the control input
(8) in (6), gives the variational equation

ė = (A(t) + gBc)e
.
= Ac(t)e (10)

The matrix Ac(t) is also periodic.
First consider stability of the equilibrium point e = 0

of the variational equation (10). For this purpose, let us
compute the transition matrix of Ac(t) by solving the matrix
differential equation

Φ̇(t, t0) = Ac(t)Φ(t, t0); Φ(t0, t0) = I4×4 (11)

where I denotes an identity matrix of indicated dimension.
The growth property of Φ(t, t0) depends on the characteristic
multipliers (eigenvalues of Φ(Tp, 0)). For the asymptotic
stability of the origin of (10), the characteristic multipliers
must be strictly within the unit disc [18]. Note that Ac(t)
is a function of the gain g, and its characteristic multipliers
depend on it. It will be seen in the next section that there
exists a set of values of the gain for which asymptotic
stability of (10) is assured. Of course, asymptotic stability
of the variational equation implies asymptotic stability of
e = 0 of the nonlinear time varying system (9). In the
next section, a set of values of g are obtained and the
performance of the controller is examined.

4. Digital Simulation
The ION parameters given in [13] are used for nu-

merical computation. These parameters are: a = 0.01
and µ∗ = 0. The initial conditions of ION1 and ION2

are are x1(0) = (−0.1,−0.1, 0.1, 0.1)T and x2(0) =
(−0.2, 0.1,−0.1, 0.3)T . Note that the initial conditions of
the IONs are not equal. For simulation, the derivatives of ẋi
have been scaled by a factor of 60. The trajectories of the
reference ION are shown in Figure 1. We observe that ION2

is exhibiting LCO, and the limit cycle is orbitally stable. The
period of oscillation is Tp = 1.4948. In fact, the existence of

orbitally stable limit cycle can be confirmed by computing
the characteristic multipliers of Φo(Tp, 0), where Φo(t, t0)
is the transition matrix associated with A(t). The computed
values of the eigenvalues of Φo(Tp, 0) are 0, 0.0000, 0.0283
and 1.0053 (≈ 1). Actually, the fourth eigenvalue is exactly
one; this small error is due to numerical computation which
cannot be avoided. Since one of the characteristic multipliers
for the reference ION is unity and remaining are within the
unit disk, the periodic orbit is orbitally stable. Note that
e = 0 of the variational equation ė = A(t)e cannot be
asymptotically stable. Therefore, for the synchronization of
the two IONs, feedback signal Iext1 is essential.

For obtaining the values of the gain for the stabilization
of the error dynamics, the transition matrix Φ(Tp, 0) associ-
ated with the closed-loop matrix Ac(t) and its eigenvalues
are computed. Figure 2 shows the magnitude plot of four
eigenvalues. It is seen that for the gain g ∈ [−20,−5], all
the eigenvalues of Φ(Tp, 0) are within the unit disk; and
therefore, for any value of the gain in this set, the equilibrium
point e = 0 of the closed-loop variational equation is
exponentially stable.

For the selected value of the gain g = −10, the closed-
loop system including (1) and the control law (8), and the
ION2 model (2) are simulated. The trajectories of both the
IONs and the time history of the eigenvalues of Φ(Tp, 0)
are shown in Figure 3. It is observed that for g = −10,
the eigenvalues of Φ(Tp, 0) have magnitude less than 1.
Therefore, e = 0 of the nonlinear error dynamics (9) with
g = −10 is exponentially stable. As predicted, we observe
that the error vector e(t) asymptotically converges to zero;
and therefore, the controller quickly accomplishes synchrony
of the IONs. In the steady-state control input vanishes.

5. Hardware Implementation
This work also presents implementation of the proposed

ION synchronization and the ION (reference ION) in hard-
ware using a Hardware-Software (HW-SW) co-simulation
methodology. The Xilinx System Generator (XSG) for DSP
is an add-on module for the Mathworks Simulink software.
The ION model and the proposed loopback control are
designed and implemented using Xilinx System Generator
for DSP using predefined device optimized DSP blocksets
and custom HDL codes. The tool generates synthesizable
HDL code that is mapped in the Xilinx reconfigurable chip
(FPGA). The developed system represents a bit-accurate
and cycle-accurate model of the software simulation model.
The advantages of using System Generator for DSP can
be summarized as follows: 1) Rapid prototyping of com-
plex and high-performance DSP systems from high-level
abstraction, 2) Bit and cycle accurate floating and fixed
point implementation of the DSP algorithm, 3) Automatic
generation of HDL code for synthesis to reconfigurable
devices, 4) Support for hardware-software cosimulation, and
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5) Support of Xilinx tools to explore power, latency and
device utilization of the developed implementation.

In our implementation the Xilinx System Generator for
DSP 12.1 was used to generated HDL codes that where
synthesized using Xilinx ISE 12.1 Design Suite. A XSG
implementation of the ION and the top-level implementation
of the reference ION and the controller are shown in Figures
6 and 7 respectively. The design was implemented on the
XtremeDSP development platform that contains a Spartan-
3A DSP 3400A Xilinx FPGA. The Spartan-3A DSP Devel-
opment Platform provides a great environment for develop-
ing signal processing designs. The Xilinx partan-3A DSP
3400A FPGA is based on the XtremeDSP DSP48A Slice.
The 250 MHz DSP48A Slice provides an 18-bit x 18-bit
multiplier, 18-bit pre-adder, 48-bit post-adder/accumulator,
and cascade capabilities for various DSP applications. The
DSP48A slice also support a wide math functions, DSP
filters, and complex arithmetic without the use of general
FPGA fabric.

6. Results
The paper accomplishes the following research objectives:

1) An ION model has been discussed, simulated and im-
plemented in reconfigurable hardware. The Matlab/Simulink
simulation results and HW-SW cosimulation results are
shown in Figures 1 and 4, 2) A linear feedback control
law to synchronize two IONs has been developed, simulated
and implemented in reconfigurable hardware. The Mat-
lab/Simulink simulation results and HW-SW cosimulation
results are shown in Figures 3 and 5, 3) Table 1, shows a
detailed hardware resource usage for our implementations,
and 4) Table 1, also shows the maximum latency of the
hardware implementation and the maximum frequency of
operation of the implemented hardware.

Table 1: Hardware resource usage for reference ION and the
ION synchronizer

# ION ION Synchronizer

Slices 734 1467
Flip-Flops 217 990
LUTs 922 1885
IOB 65 145
DSP Slices 10 20
BUFGMUX 1 1
L_max 39.179 ns 41.739 ns
f_max 25.524 MHz 23.958 MHz

7. Conclusions
This paper implements a hardware closed-loop control

system for synchronization of inferior olive neurons (IONs).
Each ION is modeled by a set of four non-linear differential
equation. The model of the ION has be simulated and imple-
mented in reconfigurable hardware and the results verified
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using HW-SW cosimulation. The software simulation and
HW-SW co-simulation results are identical. The closed-loop
control system containing two IONs and a simple linear
feedback control law has been implemented. The object of
controlling one ION so that both oscillate in unison has
been achieved. The closed-loop control system has been
implemented in reconfigurable hardware and the software
simulation and HW-SW cosimulation results are identical.
The performance of the control system for hardware latency
and device utilization has been evaluated and discussed.
Typically an array or network of such IONs are required
and there exists a need to develop controllers for ION
synchronicity. In future work, the problem of synchronizing
an array of IONs and Hardware in Loop (HIL) testing of the
ION with motors will be addressed.
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Abstract: Temporal logics are widely used in many study
types, such as question answering, ontology, natural
language processing, search engines, text summarization, or
even visual 100Is like Gantt charts or UML diagrams.

Computable temporal languages are the logical systems,
built on temporal logic, that can be computed to find a result.
They can also be defined as computer-computable languages,
built on temporal logics. All timeline drawing or planning
software uses temporal logic in order to visualize or process
cases.

A/so, semantic web studies are one of implementation areas
where the temporal modeling and reasoning is massively
needed. Relation between events or event types and event of
subjects can be modeled by using temporal logic.

This study introduces the temporal logics and the computable
temporal languages in the current literature. For the first
time, some of temporal logic problems are pointed and solved
during this study.

Also a novel temporal framework is implemented with JA VA
and published on the web which covers the solutions of
temporal logic problems.

1. Introduction
The aim of this study is to achieve a machine-computable

temporal logic and apply this novel logic into a software
implementation. The main motivation behind the new
temporal logic comes from the natural language modeling of
the temporal statements.

For some natural languages, some studies already declare
temporal differences as affected by their culture and therefore
their languages.

In this study, some temporal difficulties and their solutions
are discussed and an ensemble of solutions is modeled in a
reasonable logical model.

This paper is organized to start with some background
information about two temporal logics, Reichenbach and
Allen's Temporal logics and than points some difficulties in
the modeling of temporal relations. Finally these problems are
solved and a visualization tool is introduced which is
implemented over the new suggestions as the proof of
solutions are possible to be coded in programming languages.

1.1 Reichenbach Temporal Logic
Reichenbach temporal logic is built on simple three

temporal anchors:

Speech time (symbolized by S)
Reference time (symbolized by R)
Event time (symbolized by E)

Most of Reichenbach's study was focused on the natural
languages. Thus, he formulated the order of these times.

For example, a sentence like "I read the book" can be
formalized as R=E<S. On the other hand, a sentence like "I
have read the book" can be formalized as E<R=S. Please note
that in the former model, the event takes place before the
speech time and the speech refers to the event time, so the
event and reference times are equal and smaller than speech
time on the model. For the latter example, the event again
takes place before the speech time, but the speech is referring
to the current time, so the speech time and reference times are
equal and greater than the event time.

By a simple probability calculation, we can end up with 13
possible orders for the above temporal anchors. Obviously, not
all of these probabilities are meaningful in a natural language.
Reichenbach has named these possibilities, using Anterior,
Simple and Posterior aspects, and Past, Present and Future
tenses. In Reichenbach's opinions, there can only be 9 possible
meaningful times in English or in any natural language. Table
1 covers these possibilities and samples for each of the case:
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TABLE 1. ALL POSSIBLE 13 PERMUTATIONS OF
REICHENBACH'S TEMPORAL LOGIC, THEIR ENGLISH TENSES/ASPECTS, AND A

SAMPLE OF EACH CASE.

Perm RTN
English Sample
Tense

E<R<S Anterior past Past perfect I had slept

E=R<S Simple past Simple past I slept

R<E<S

R<S=E
Posterior I would sleeppast

R<S<E

E<S=R Anterior Present I have sleptpresent perfect

S=R=E Simple Simple
I sleeppresent present

S=R<E
Posterior Simple I will sleep
present future

S<E<R

S=E<R Anterior Future
I will have sleptfuture perfect

E<S<R

S<R=E Simple Simple I will sleepfuture future

S<R<E Posterior I shall be going
future to sleep

Please note that in Table 1, blank lines represents
meaningless cases of the permutations in English and RTN
stands for the Reichenbach Tense Name.

2. ALLEN'S INTERVAL LOGIC
Allen's Interval Logic (AIL) or Allen's Temporal Logic

(ATL) deals with orders of events. The representation of event
orders like "event A is before event B" or "event A is at the
same time with event B" are the operators of this logic [4].

The basic variables in AIL are the intervals, and Allen has
built his logic over binary operators working on those
intervals. In AIL, 13 basic binary operators connect intervals
by constraints. These intervals can be considered to be running
threads or any operations on the timeline.

s ..~- r ,~
"
,

[iJ -, ~- ,

...~-
- ,~.•,

(.-''' ~

Fig. I. Linearity of timeline

Linearity of time can vary between different temporal
logics. Figure 1 displays four different types of time line
linearity. The figure 1-1 is linear in the past and in the future.
Figure 1-2 is only linear in the past and is non-linear in the
future. This type of linearity can be classified as semi-linear.
Figure 1-3 is the opposite form of figure 1-2, where the future
is linear and the past is non-linear. Figure 1-4 is non-linear in
both the past and future.

AIL supports all types of linearity in figure 1. AIL can be
demonstrated by a box diagram, where the boxes represent the
events and the arrows represent the relations between them.

For example, in an example sentence like "John ate an
apple at the table after he entered the room" we have the
events "eat" and "enter." There are also hidden events, in
which John goes to the table and takes the apple, in order to eat
an apple from the table after he has entered the room. The
timeline of the example is given in figure 2.
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Fig. 2. Sequence of events in the sample sentence

If the states of the events are considered, we know John
was outside of the room before he entered the room. He was
also away from the table before he approached the table, and
he had no apples before taking the apple.
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Fig. 3. Event and states diagram

So, from the sample sentence demonstrated in figure 3, is
possible to conclude John had an apple when he was inside the

room, or that John had no apple while he was away from the
table or while he was outside of the room.

In AIL, there are 13 types of possible relations. The list
below includes the possible operators of Allen Interval Logic:

Before (x,y) or After (y,x)
• Overlaps (x,y) or Overlapped (y,x)

Meets (x.y) or MetBy (y,x)
Contains (x.y) or During (x,y)

• Starts (x,y) or StartedBy(y,x)
Ends (x,y) or EndedBy (y,x)

• Equals (x,y)
The above sample can be modeled using AIL. Let's say

entering room (ER) requires us to be outside of the room (OR);
after entering the room, the state is inside the room (IR) and
similarly, approaching the table (AT) changes the state of
being away from the table (SAT) to the state of being close to
the table (SCT). Taking the apple (TA) is a transformation of
state from not having the apple (NHA) to having the apple
(HA). All these states are pre-requirements in the case of
eating the apple (EA).

The above sentence can be modeled in Allen Temporal
Logic in the following formulation:

Meets(OR,ER) " Meets(ER,IR) " During (ER,SAT) "
During (AT,IR) r; Meets(SAT,AT) " Meets(AT,SCT) "
During(AT,NHA) " During(TA,IR) " During (TA,SCT) "
Meets(NHA,TA) " Meets(TA,HA) " During(EA,HA) "
During (EA,CT) " During(EA,IR) r; Meets(T A,EA)

The formulation above demonstrates all the temporal states
and events in the sample sentence. On the other hand, a reader
can interpret the above sentence and can add more states,
which can still be modeled by AIL. For example, if John
follows the order of events above when he is hungry, then this
state can be added to the model of AIL. In this case the model
would be:

Occurs (hungry, NHA) f\ Holds (hungry, TA) f\ Meets
(hungry, EA)

So, from the AIL model, John eats an apple when he gets
hungry and does not have an apple; he takes an apple while he
is hungry; his state of hunger ends when eating the apple.

3. Missing Temporal Models in AIL
and Reichenbach Temporal Logic

Unfortunately, Allen's Interval Logic is not sufficient for a
representation of Turkish temporal logic [I]. One of the
specific problems for Turkish temporal logic is the
positive/negative verb repetition. These terms in Turkish
represent a continuous event by using two verbs with opposite
meanings. For example, in English a single verb like "blink" is
represented in Turkish with two separate verbs "yarnp
sonmek" (to light and to fade). This concept can also be
represented by "to flash" or "to twinkle" in English - both
single verbs. Another example is the translation of the term
"pacing up and down" or to "pace back and forth" in Turkish.
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Again this term is represented by two separate verbs "gelip
gitmek" (to come and to go). Or another example: "restart" in
Turkish is "kapatip acmak" (to close and to open).

The examples above show a group of terms in Turkish
where ATL is insufficient, because the precise order of words
in Turkish temporal logic is not important. For example, the
term for "restart" in Turkish, "kapatip acmak" (to close and to
open), can also be represented as "acip kapatmak" (to open
and to close), which is exactly the reverse order of the former
term. On the other hand, the semantic representation of these
terms is only one event in the ATL, which creates a problem in
the case of trying to represent a single event with two separate
verbs.

Allen's Temporal Logic is a linear logic that is suitable for
representing events in a linear manner. Unfortunately, the
temporal logic behind Turkish natural language is not exactly
linear. Although there are some studies that model time in a
non-linear domain [6], TimeML has been implemented
linearly using ATL. For example, let's try to represent the
Turkish sentence below in ATL.

"The life signal on the safety buoy was blinking while the
divers were under water."

The above English sentence can easily be represented in
ATL, as shown in Figure 4.

Fig. 4. Sequence of events in sample sentence

Since we have no idea of the starting time of the blinking
of the life signal, either A-C or B-C or any time combination
of "diving" and "start blinking" between these times is
considered as correct from the above input sentence.

The ATL representation of the above case would be shown
as below:

Meets(SB,DUW) A During (DUW,LSB) A During
(DOW,LSNB)

where, "sb: signal blinking", "duw: divers under water",
"lsb: life signal blinking", "dow: divers out water", "lsnb: life
signal is not blinking".

In the Turkish translation of above sentence, the
representation would be as shown in Figure 5.

Fig. 5. Suggestion for Recurring events on Allen's Temporal Logic

The temporal logic behind Turkish natural language states
that even when the event starts with lighting or fading, these
two events follow each other and continue while the diver's
under the water. This logic cannot be stated in ATL.
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Fig. 6. Addition of recurring events to ATL

Figure 6 visualizes all the relations in ATL. The original
figure [12], holding only the first 13 relations, does not cover
the last row, which indicates the relation type "recurs". This
row is added to visualize one of the results of the study on
ATL.

One representation missing in TimeML is that of self-
referencing cases. This uncovered case in TimeML, is not
unique to Turkish, and the same problem can occur in any
language. The speaker can refer to the current speech. For
example, the case below is a self-referring case:

"My current talk is about computer science."

In the above sentence, the speaker refers to the current talk,
which is the talk itself. This case creates a self-reference which
is not covered in ATL, and therefore not in TimeML either. A
solution would be to add this reference at the signal level of
TimeML, but the signal level does not hold information
regarding the relationships betwee events. We suggest a better
solution, which is adding these cases into the ATL level as a
new relation type, as shown in figure 7.

~

Refers

Fig. 7. Self referring events

The self-reference problem occurs in TimeML and this
problem is neither a Reichenbach nor ATL level problem,
since Reichenbach doesn't relate to the relation between two
or more events and ATL doesn't relate to the time of reference.

Another piece missing from TimeML is the modeling of
absence. At first glance, this concept could be created by using
the negative of omnipresence. However, this does not translate
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exactly. The difference between the two is explained by the
following examples.

" -- When do you play tennis?

-- Never!"

The above dialogue is answered by the word "never,"
indicating that the event will never occur. Another example,
with a slight semantic difference, would be:

"I never take notes when I attend classes."

This example is slightly different than the first example,
because in the second case, the word "never" refers to the
negative of an event that is addressable in temporal logic.

During

I Attend Classes

Negative

I Take Notes

Fig. 8 Relation of a negative event

Figure 8 visualizes the relation between the events
"Attending classes" and "Take notes," where the event "Take
notes" is negative.

This case can be interpreted as "I don't take notes when I
attend classes." Thus we can interpret that this event is
connected to the "attending of classes" by the "during"
operator with a negative perspective. On the other hand, the
first example cannot be connected to any other event. Another
problem for the first case is the demonstration of the event in a
timeline. If an event never exists, the demonstration of the
event is also impossible. We suggest the solution of adding a
nonexistence to the environment, and connecting the event
"never exist" to the nonexistence. This solution is also useful
for the events connected by an order operator to nonexistence.

for example, the below sentence contains an event
connected to nonexistence.

"Nothing existed before the Big Bang."

In this phrase, the word "nothing" indicates the
nonexistence, and the event "Big Bang" occurs after
"nothing," so we can conclude that the Big Bang is connected
to nonexistence by the "next" operator in temporal logic.

We can demonstrate this solution with a slightly more
complicated example:

"Nothing comes from nothing" (Parmanides) ..

I--------------------------------------------~
: Non-existance I
I I
I I
I I
I I
I I
I I
I I
I I--------------------------------~

Nothing

Fig. 9 Interpretation of "nothing comes from nothing"

figure 9 visualizes the famous quotation by Parmanides,
where one of the "nothings" is in the existence domain and the
other is in the non-existence domain.

As a solution, TimeML should contain a non-existence
domain of events.

Another problem is the linearity of time. In figure I,when
the linearity of temporal logic is explained, the linearity was
considered as a forking of events on time. This concept is
called multi-linear time, where a timeline can flow through any
of the possible paths.

4. Development of Software
In order to demonstrate that the above solutions are

implementable in computer software, a new project is
developed in JAVA with a user interface to model the
temporal relations indicated above.

D

'N,dr!1

Fig. 10 Screenshot of software interface with a challenging problem

The temporal framework implemented, makes possible to
create all the discussed problems above like self reference,
negative events, or recurring events besides the current relation
models of AIL or Reichenbach Temporal Logic.

Software is downloadable from
www.sadievrenseker.com!temporalframework web site.
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Abstract - As part of the interactive program for teaching and 
learning genetics, the module on packaging DNA into 
chromosomes involves the simultaneous coordination of eyes, 
mind, and hands for visualization, cognitive feedback, and 
manipulation, respectively. Computer modeling of various 
chromatin structures during packaging is based on OpenTK-
OpenGL on .Net Platform, which is coupled with an inquiry 
based content design to enhance the efficiency of teaching and 
learning.  The prototype has been successfully tested in a 
genetics class at Purdue University Calumet.  It should also be 
applicable to a number of undergraduate biology courses. 

Keywords: DNA, Chromosomes, Modeling, Computer 
Program  

 

1 Introduction 
  From its central role in real-life forensic investigations 
to being the basis of major biotechnological applications in 
medicine, agriculture, and the environment, DNA based 
genetics is an essential discipline in the life sciences. As 
fascinating as the subject is, however, teaching and learning 
genetics has often been fraught with difficulty [1-3]. 
Confronted with intricate molecular structures, complex 
packaging schemes, and elaborate mechanisms of action, both 
teacher and student are frequently at a loss – the teacher in 
how to convey this material in a clear and understandable 
way, and the student in how to assimilate all the information 
usefully.  To be sure, the abstract and intangible nature of 
much of the material is the source of the problem. 

Traditional methods of teaching genetics, employing 
classroom lectures, textbook readings, homework 
assignments, and laboratory exercises, have not proven to be 
very effective [4, 5]. Recently, efforts have been made to 
integrate computer visualization technologies into pedagogy 
to enhance the learning process [6-8]. Current computer-
based tools, however, do not stress cognitive feedback in their 
designs. The present paper describes an innovative approach 
to teaching and learning genetics, in which students can 
visualize a real-time, interactive DNA model, as well as 
actively control the dynamic process of packaging DNA into 
a compact metaphase chromosome.   

The objectives of the program are to 1) develop, as part 
of a web-based interactive program, a DNA packaging 
module suitable for a wide range of college courses and 2) 

serve as a model for STEM (science, technology, engineering, 
and mathematics) education via distance learning.  

2 Model Development  
 Models of various structures were developed based on 
the following system: OpenTK-OpenGL on .Net Platform. 
The Open Tool Kit (OpenTK) is a free project that allows 
developers to use OpenGL, OpenGL|ES, OpenCL, and 
OpenAL APIs from a managed language (e.g. VB.NET). 
Features include: 

• Written in cross-platform C# and usable by all managed 
languages (F#, Boo, VB.Net, C++/CLI). 

• Consistent, strongly typed bindings, suitable for RAD 
development. 

• Usable standing alone or integrated with 
Windows.Forms, GTK#, and WPF. 

• Cross-platform binaries that are portable on .Net and 
Mono without recompilation. 

• Wide platform support: Windows, Linux, and Mac OS 
X, with iPhone port in process.  

2.1 3D model of double helix DNA  

 DNA is modeled as a double helix. The model is 
specified by l, the length of the helix, r, the radius of the helix, 
and w and h, the width and the thickness of one strand of the 
double helix, respectively (Fig. 1).  These parameters generate 
a group of points, which are used to construct the DNA 
model.  The points are linked together to form a sketch of the 
double helix. After shading the sketch, a 3D DNA model is 
created. The double helix model is calculated during runtime 
based on the equations below: 

 ���� � �, 0 	 � 	 
 																							���� �  ∗ sin�� � � ∗ ��																			         (1) ���� �  ∗ cos�� � � ∗ �� 
 
Where t is the length variable along x-axis, r the radius of 

the helix. � the angle increment, controlling the smoothness 
of the helix. We chose � � 6 from the experiment to make the 
model smooth.		�	determines the initial angle. We chose � � 0	���	45 from the experiment to generate double helical 
shapes. � ∗ � ∈ �0, 2!�. From the above equations, 
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����, ����, ���� determine the Cartesian coordinates x, y and 
z in 3D space. 

By calculating the position of all the points, a helical line 
can be generated (Fig. 2, left).  The quadrupling of the line 
(Fig. 2, right) is generated by replicating the original line four 
times. 

      

Fig. 1. Parameters for a helix (perpendicular views) 

                                           

Fig. 2. Left: helical line; Right: doubling of line 

After further duplicating the strand with a different  � 
value and shading the sketch, two DNA strands of different 
colors are created (Fig. 3). 

 

Fig. 3. DNA double helix structure with shading 

2.2 3D model of nucleotide bases  

 We use line segments (cuboid) of different colors to 
represent DNA bases. The points that form the DNA strands 
(determined above) are used to calculate the points 
representing the line segments (bases). Assume that p1 (x1, 
y1, z1) and p2 (x2, y2, z2) are corresponding points on 
different strands generated by the same t value, but different 	θ  values, p3 (x3, y3, z3) and p4 (x4, y4, z4) are the points 
next to p1 and p2, respectively, w is the length of the side, pc1 
is the midpoint between p1 and p2, and pc2 is the midpoint 
between p3 and p4 (Fig. 4). 

 

Fig. 4. Parameters used to calculate the position and shape of 
bases. 

 
Then all 8 points needed to describe a cuboid can be 
calculated as follows. 
 

                  

#$
%
$& ��1 ( )* , �1, �1���3 ( )* , �3, �3�,-./-** ( )* , 0./0** , 1./1** 2
,-3/-4* ( )* , 03/04* , 13/14* 2

                       (2) 

 
The result is a complete DNA model (Fig. 5). 
 

 

Fig. 5. Screen snapshot of DNA model from the program 

 

2.3 3D model of histone octomer  

 The histone octomer is represented by an elongated 
ball, which is described by the following equations: ���� �  ∗ sin	5 ∗ cos	� 

                   ���� � 6 ∗ cos�5� 7 8* , 5 9 0 ∗ cos�5� � 8* , 5 : 0                       (3) 

���� �  ∗ sinφ ∗ sinθ ����, ����, ���� determine the Cartesian coordinate x, y and 
z in a 3 dimensional space, where r is the radius of the 
histone; 5 the angle between the diameter and z-axis, 5 ∈ <7 =* , =*>; � the angle between the projection of the 

diameter on the plane and the x-axis. , � ∈ �0, 2!� and h the 
height of the elongated ball (Fig. 6).  

 

Fig. 6. Sphere coordinate system 

These points generate a sketch of the histone octomer. 
Shading the sketch with a color completes the model (Fig. 7). 
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Fig. 7.  Left: sketch of histone octomer; 

Right: shaded histone octomer 

2.4 DNA wrapping-formation of core 
nucleosome 

 In this step, DNA is simplified as a line, which can be 
wrapped around the histone octomer.  Fig. 8 shows how to 
calculate the position of the binding points.  

The histone octomer is projected on the xz-plane as a 
circle. Assume that O is the center of the circle, P is outside 
the circle, r is the radius of the circle, dx and dy are the 
differences between O and P in x and y components, 
respectively, D is the distance between P and O, Pb is the 
binding point,	α  is the angle between line P0 and the vertical 
line, and 	β  is the angle between line P0 and the line PbO. 
Then 	α  and 	β  can be calculated as follows: � � arcsin	�C� 
                                     D � arctan	�F0F-�                                 (4) 

The value of �  is  
                                  � � 270° 7 � 7 D                               (5) 
Finally, Pb is represented by (x,y), where � �  ∗ sin � 
                                       � �  ∗ cos �                                  (6) 

When DNA binds to a histone octomer, it starts to wrap 
around the octomer. After Pb is determined, the points on the 
spiral nearest to it can be calculated (Fig. 9). 

 
 

  

Fig. 9. Wrapping of DNA around histone octomer. Left: 
sketch; Right: shaded 

2.5 Camera position adjustment 

 In the interactive module, users can view the model 
from different angles by dragging the mouse. Our program 

implemented this function by adjusting camera position when 
we developed the model. The camera was located on the 
surface of sphere with the target at the center of sphere, so 
that the distance between camera and target never changes. In 
other words, the size of the target remains the same, so that 
the model size does not change. Camera position (a point on 
the surface of sphere) is described by  φ ,  θ  and r, where r is 
the radius of sphere. While the value of r never changes,  φ  
and  θ  are variable. Changing  φ  and  θ  changes the camera 
position, and they are changed by moving the mouse. Moving 
the mouse produces component values dx and dy along the x- 
and y-axis, respectively. Therefore, mapping dx and dy to  φ  
and  θ  is an effective way to adjust camera position. 

3 The Program Content Design   
The design of module focuses on inquiry based methods 

with cognitive feedback and interactive experiences as 
important components [9].  In every section, a question is 
followed by observations and measurements, hands-on 
experiments, and conclusions.  In each of the learning steps, 
dynamic models of DNA molecules, chromatin fibers, and 
metaphase chromosomes are presented for interaction through 
visualization, cognition, and operation.   Completion of the 
program requires comprehension of the entire concept and 
thus ensures the success of the learning experience. The 
computer-based content is summarized below:   

3.1 DNA and chromosomes in prokaryotes and 
eukaryotes  

Inside the cell, DNA molecules are packaged, with helped 
of proteins, into thread-like structures called chromosomes.  
In prokaryotes (such as bacteria), the chromosomal DNA, 
when open, is often circular.  The total length of a bacterial 
chromosomal DNA (e.g., E. coli DNA) may be a thousand 
times longer than the cell that contains it.  Little is known 
about the packaging of bacterial DNA, although a few major 
DNA regions anchored by proteins at specific sites in the cell 
have been noted. 

In eukaryotes (such as animals and plants), DNA 
molecules are linear.  Each eukaryotic species has a fixed 
number of chromosomes.  For diploid species (species with 2 
sets of chromosomes, one from each parent), chromosomes 
are paired, so that the total number of chromosomes is always 
even.  

In humans, for example, the father provides a set (also 
called a genome) of 23 different chromosomes (from sperm), 
while the mother provides the other set (genome) of 23 
different chromosomes (from egg).  Thus, each of our somatic 
(body) cells contains 46 (or 23 pairs) chromosomes. 

3.2 How long is our DNA?  

The DNA of each human genome is about 3.2 billion (3.2 
x109) deoxyribonucleotides long.  Each deoxyribonucleotide 
is 3.4 A (0.34 nm), making the total length of human genomic 
DNA (0.34 nm)(3.2 X 109) ≈1 m (meter) per genome. Since 

 

Fig. 8.  Calculation for DNA-protein binding position 
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there are 2 genomes per human cell, the total length of DNA 
per human cell is 2 x 1 m = 2 m.  

Assuming that an adult human body contains about 50 
trillion (50 x 1012) cells, the total length of DNA in the human 
body is (50 x 1012) 2 m = 100 x 1012 m (100 trillion meters of 
DNA per human).  The Sun is 150 x 109 m (150 billion 
meters) from Earth. How many times can you stretch the 
DNA from the Earth to the Sun?   (100 x 1012)/ (150 x 109) = 
666 times (Fig. 10).  The distance between the Earth and the 
Moon is about 3.84 x 108 m.  Can you calculate the number of 
times your DNA can stretch from the Earth to the Moon?   

3.3 Can our genomic DNA fit into a nucleus? 

Let’s examine the size of the human genome in the cell. 
In the nucleus (G1 phase) of each cell in the human body are 
46 chromosomes.  Since a set of 23 chromosomes constitutes 
a genome, there are 2 genomes per nucleus.  Each genome 
contains approximately 3 x 109 base pairs, so there are 6 x 109 
base pairs per nucleus in the G1 phase.  Each nucleotide of the 
base pair measures approximately 3.4 x 10-10 m in length. 

Therefore, the total length of DNA in each nucleus is: 
(2)(3 x 109 nucleotides)(3.4 x 10-10 m/nucleotide) ≈ 2 m. 

However, the diameter of an average nucleus is 10 x 10-6 
m, making the total length of DNA in the nucleus 200,000 
times longer than the diameter of the nucleus: 
(2 m)/(10 x10-6 m) = 200,000.   How can such a long strand of 
DNA fit in such a small nucleus? 

Cleary, the DNA must be folded.  Let us examine how 
much space the DNA occupies in the nucleus if it is somehow 
folded so that it will fit. DNA exists in a double helix, which 
can be approximated by a cylinder with diameter 20 x 10-10 m.  
Therefore, the volume the DNA occupies is: 
π(r2)h = (3.14159)(10 x10-10 m)(2 m) = 6.4 x 10-18 m3 

Assume that the diameter of an average nucleus is 
approximately 10 x 10-6 m, making the volume of the 
spherical nucleus: 

(4/3)(π)(r3) = (4/3)(3.14159)(5 x 10-6 m)3 = 5.24 x 10-16 m3 

Consequently, the fraction of the nucleus occupied by 
DNA is: 
[(6.4 x 10-18 m3) / (5.24 x 10-16 m3)] x 100 = 1.22% 

There is clearly enough room in the nucleus for the DNA 
– and for its activities including transcription, replication, 
packaging and unpackaging. This leads to the our main topic:  
How is the DNA packaged into chromosomes? 

3.4 Levels of DNA packaging 

DNA packaging can be considered at the following 
levels: 
Level 1 - Double helix:  The double helical DNA molecule 
has a width of about 20 A (2 nm) (Fig. 11)   

Level 2 - 10 nm chromatin fiber: The DNA of eukaryotic 
cells is tightly bound to basic (positively charged) proteins 
known as histones. This nucleoprotein complex is called 
chromatin.  The basic structural unit of chromatin is the 
nucleosome.  A nucleosome consists of a small segment of 
DNA wrapped around histones.  The core nucleosome 
particle consists of two molecules each of the core histones 
(H2A, H2B, H3, and H4), forming a histone octomer (Fig. 
12), around which is wrapped approximately 146 base pairs 
of DNA.  The core particle is stabilized by a fifth histone 
called H1 (also called a linker histone).  DNA between the 
core nucleosome particles is called linker DNA.  The core 
nucleosome particle plus the linker DNA is about 200 bases 
long, as evidenced by digestion with the enzyme micrococcal 
nuclease.  

 
Fig. 11. Screen snapshot of double helical DNA molecule 

 
Fig. 12. Screen snapshot of histone octomer.  

(blue: H3; green: H4; Yellow: H2A; red: H2B) 
 

The linear chromatin fiber at this level is about 10 nm in 
diameter (Fig. 13. a).  This represents the state of most 
chromosomal DNA during interphase and is known as 
euchromatin.  Genes that are actively transcribed (with 
momentary detachment of histones) are in this less condensed 
state. 
Level 3 – 30 nm chromatin fiber:   

Some of the 10 nm chromatin fibers can be packed into 
30 nm fibers.  To do this, the H1 histones, each attached to a 
core nucleosome, interact with each other, turning inwards 
and forming a new spiral structure known as a solenoid or 30 
nm chromatin fiber (Fig. 13. b).   Each 6-8 nucleosomes 
constitute one turn of the new spiral.  In this state, the 
chromatin is tightly packed and is referred to as 
heterochromatin, a state in which DNA is genetically inactive 
(no transcription or replication).   

Higher levels of packaging - looping:  The above levels 
of DNA packaging mainly describe the G1 phase of the cell 
cycle.  If the cell is destined for division, the G1 phase is 
followed by the S phase, where a DNA molecule replicates 

 

 

Fig. 10. The total length of human DNA 
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semiconservatively to form two identical DNA molecules 
before being packaged into chromatin fibers and entering the 
G2 phase. In the early stages of mitosis (or meiosis), the two 
replicated DNA molecules (in the form of chromatin fibers) 
continue to condense, and the 30 nm fibers are folded into 
loops (Fig. 14). 

 

The chromosome reaches its highest condensed state at 
metaphase.  Condensation is the result of the further folding 
of the 30 nm fibers into different loops until a 700 nm 
structure is reached (width of a chromatid).  Therefore, a 
metaphase chromosome, which consists of two sister 
chromatids as thick as 1700 nm, is large enough to be clearly 
seen under a light microscope (Fig. 15).  Two specialized 
structures, centromere and telomere, can be seen with special 
staining technique (Fig. 16).  Chromatin fibers decondense 
through unpackaging and stretching as the cell returns to the 
G1 phase. 

 

Fig. 15. Screen snapshot of DNA in sister chromatids of 
metaphase chromosome 

 

Fig. 16.  Screen snapshot of metaphase chromosome 
with centromere and telomeres 

4 Conclusions 
 This research uses computer technology to enhance life 

science education. It is part of the interactive program for 
genetics education [10-14].  The success of this interactive 
computer program relies heavily on 1) innovative content 
design that stimulates cognitive feedback through coordinated 
hands-on interactions at key points of the learning process, 
and 2) efficient computer programs that are capable of 
demonstrating complex concepts and processes.  

The computer learning modules involve the simultaneous 
coordination of eyes, mind, and hands for visualization, 
cognitive feedback, and manipulation, respectively. In this 
way, complex concepts are scaffolded, reinforcing the 
learning process. From a pedagogical standpoint, science is 
essentially taught with the scientific method, with questions, 
observations, experiments, and analysis. Science learned in 
this way is more meaningful – and more memorable. 
The DNA packaging module, utilizing these methods, is one 
of a series of modules for learning genetics that can be 
adopted for a number of biology courses at both college and 
high school levels.  
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ANFIS Inverse Kinematics and Precise Trajectory 
Tracking of a Dual Arm Robot 
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Abstract- The dual arm manipulation of a totally six degrees 
of freedom revolute robot will be considered in this study. For 
the inverse kinematics purposes of the robot, the Cartesian 
trajectory assumed for the end effectors of both arms will be 
transformed to joint space by Adaptive Neuro Fuzzy Inference 
System (ANFIS) modeling of the system. The Fuzzy control 
system designed to drive the joint servomotors will utilize this 
information as a reference input for the joint angular 
positions and realize the overall assumed Cartesian space 
trajectory. The whole system will be modeled by using 
Simulink with some embedded MATLAB functions and the 
SimMechanics model of the real mechanical construction. The 
simulations belonging to the assumed trajectories will be 
realized and the error will be evaluated for the applied Fuzzy 
control.    

Keywords: Dual arm robot, Inverse kinematics, Adaptive 
neuro-fuzzy inference system (ANFIS), Fuzzy control 
 

1 Introduction 
The precise trajectory tracking control of dual arm 

manipulators has studied by many researchers. This type of 
manipulators are used on humanoid robots and additionally 
for some  pick up and place operations in dangerous 
environments, dual arm robots are utilized.  Such problems 
that researchers deal with are generally nonlinear in nature 
and new techniques like soft computing are developed and 
discussed to solve and control such systems [1]. Because, 
controlling real-world non-linear dynamical systems require 
the use of new techniques to get the desired system 
performance if the stability and the chaotic motions are 
considered. The control problem of the cooperative motion of 
a two-link dual arm robot during handling and transportation 
of an object was studied by Hacioglu et al. [2].   They applied 
a fuzzy logic unit improved sliding mode controller to track 
the desired trajectory with high accuracy.  They also studied 
on a sliding mode controlled dual arm robotic system and 
found that the SMC made smaller trajectory tracking errors 
than the PID controller [3]. For heavy objects, it’s necessary 
to use dual arm robots rather than one arm robots. In such 
applications, passivity requirement is important. Kosuke Kido 
and et al. had studied   on controlling the coefficient of desired 
velocity field to prevent an accident because of energy 
flowing from robot to the environment [4]. Hybrid controlled 
robotic systems were studied by Tinkir et al. in a similar 
fashion before [7-8]. Duran and Ankarali had studied on a 
PUMA type robot control [9]. 

2 Direct and inverse kinematics 
   The configuration of the dual arm robot together with the 

coordinate system assignment is given in Fig. 1. Here, the z 
directions represent the positive angular directions of motions 
of the joints. The joint angular motions will be driven by joint 
servomotors with gears.   
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.1. D-H coordinate system assignment for dual arm robot 
 
From these coordinate systems one can construct the Denavit-
Hartenberg (D-H) parameters of the system as given in Table 
1. Here, l1 is the shoulder width and l2 and l3 is the back arm 
and forearm respectively. 
 

Table 1. D-H kinematic parameters. 
 

Joint 𝜃𝜃i (deg.) αi (deg.) ai di 

1R 90 90 0 𝑙𝑙1   

2R 180 0 𝑙𝑙2   0 

3R 0 0 𝑙𝑙3 0 

1L 90 90 0 𝑙𝑙1   

2L 0 0 𝑙𝑙2   0 

3L 0 0 𝑙𝑙3 0 
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The direct and inverse kinematic equations are obtained by D-
H approach by utilizing the homogeneous transformation 
matrices (HTM) for revolute joints.  By using the values given 
in Table 1 HTMs i-1Ai for each neighboring links can be 
written and then by multiplying those HTM’s direct kinematic 
equations relating the end effecter coordinate system to the 
first one may be obtained [5]. The direct kinematic equations 
for the right arm can be calculated as 
 

𝑥𝑥 = cos(𝜃𝜃1) [𝑙𝑙3 cos(𝜃𝜃2 + 𝜃𝜃3) + 𝑙𝑙2  cos(𝜃𝜃2)]   (1) 
𝑦𝑦 = sin(𝜃𝜃1) [𝑙𝑙3 cos(𝜃𝜃2 + 𝜃𝜃3) + 𝑙𝑙2  cos(𝜃𝜃2)]   (2) 
𝑧𝑧 = 𝑙𝑙1 + 𝑙𝑙3 sin(𝜃𝜃2 + 𝜃𝜃3) + 𝑙𝑙2  sin(𝜃𝜃2)]      (3) 

𝑛𝑛𝑥𝑥 = cos(𝜃𝜃2 + 𝜃𝜃3) 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃1)             (4) 
𝑛𝑛𝑦𝑦 = cos(𝜃𝜃2 + 𝜃𝜃3) 𝑐𝑐𝑠𝑠𝑛𝑛(𝜃𝜃1)               (5) 

   𝑛𝑛𝑧𝑧 = sin(𝜃𝜃2 + 𝜃𝜃3)                      (6) 
𝑐𝑐𝑥𝑥 = −sin(𝜃𝜃2 + 𝜃𝜃3) 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃1)              (7) 
𝑐𝑐𝑦𝑦 = −sin(𝜃𝜃2 + 𝜃𝜃3) 𝑐𝑐𝑠𝑠𝑛𝑛(𝜃𝜃1)              (8) 

  𝑐𝑐𝑧𝑧 = cos(𝜃𝜃2 + 𝜃𝜃3)             (9) 
𝑎𝑎𝑥𝑥 = −sin𝜃𝜃1   𝑎𝑎𝑦𝑦 = −cos(𝜃𝜃1) ,   𝑎𝑎𝑧𝑧 = 0     (10) 

      
The inverse kinematic equations by equating the suitable 
corresponding matrix members are 
 

𝜃𝜃1 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛2�𝑎𝑎𝑥𝑥 ,−𝑎𝑎𝑦𝑦�                    (11) 

𝑐𝑐 =
𝑧𝑧 − 𝑎𝑎𝑧𝑧𝑑𝑑3 − 𝑎𝑎3𝑛𝑛𝑧𝑧 − 𝑑𝑑1

𝑎𝑎2
,  

  𝑐𝑐 = 𝑥𝑥 − 𝑎𝑎𝑥𝑥𝑑𝑑3 − 𝑎𝑎3𝑛𝑛𝑥𝑥 − 𝑎𝑎1 cos(𝜃𝜃1) 
−𝑑𝑑2 sin(𝜃𝜃1)/(𝑎𝑎2 cos(𝜃𝜃1)) 

𝜃𝜃2 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛2(𝑐𝑐, 𝑐𝑐) and  𝜃𝜃3 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛2(𝑐𝑐𝑧𝑧 ,−𝑛𝑛𝑧𝑧)    (12) 
 

2.1 ANFIS inverse kinematics 

      Equations (1-10) are used to calculate the workspace 
data matching joint space variables to Cartesian space 
positions and orientations. To calculate the joint variables 
corresponding to  

 

Fig.2. Workspace of the right arm for 𝜃𝜃1 = 90 − 180 𝑑𝑑𝑑𝑑𝑑𝑑., 
             𝜃𝜃2 = 90 − 180 𝑑𝑑𝑑𝑑𝑑𝑑. ,𝜃𝜃3 = 0 − 90 𝑑𝑑𝑑𝑑𝑑𝑑. 

 

Fig. 3. Reference and ANFIS trajectories 

 

Fig.4. ANFIS generated joint trajectories 

Cartesian variables, first of all the data for joint variables are 
constructed by meshgrid command then data arrays for 
(xi,yi,zi, 𝜃𝜃i ) designed in matrix form. Later, by using anfis 
command together with the datai the corresponding Cartesian 
space variables are matched to joint space variables by 
adaptive neuro-fuzzy structure. This method gives the 
advantage of safe solution free from singularities, multiple 
roots of analytical equations and non-linear nature of the 
equations of the real physical system. The right arm 
workspace for educating the ANFIS system is given in Fig. 2.  
A linear reference Cartesian trajectory is compared with the 
ANFIS calculated trajectory on Fig. 3. The joint space 
variable changes calculated by hybrid algorithm to follow this 
trajectory are given in Fig. 4. For these simulations, l1, l2 and 
l3 are taken as 0.15 m, 0.30 m and 0.30 m respectively. The 
masses of the shoulder (m1), back arm (m2) and the forearm 
(m3) are assumed as 1 kg, 3 kg and 2 kg respectively.  
Although the trajectory looks like fine, it could be improved 
by increasing the number of membership functions and 
decreasing the step size. Three membership functions are 
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introduced for this simulation and the number of fuzzy rules is 
64. Number of nodes is 158, total number of parameters is 292 
and number of training data pairs is 29791. 
 
 
2.2 Controls 

    The fuzzy control structure of the whole system is shown 
in Fig. 6. DC servomotors with gears are used to drive the 
joints and the block diagram used in this Simulink diagram 
can be found in [6]. The calculated torques coming from the 
arm dynamics are introduced as disturbance torques at 
summing points. These disturbance effects are directly 
received from the SimMechanics model of the arm. The 
masses and inertia terms of the links and also the joints are 
introduced in the related graphical user interfaces.  After 
appropriate selection of servomotors the parameters like 
torque constants, resistance and inductance values of each 
motor are supplied to Simulink diagram. Gears are selected 
for each joint with a reduction ratio of Ni to decrease the 
angular velocity and increase the output torque to drive the 
manipulator. ANFIS generated joint trajectories are 
approximated and fitted by polynomial functions and given in 
Fig. 5.    
 
𝜃𝜃𝑠𝑠(𝑎𝑎) =  𝑝𝑝1𝑎𝑎5  + 𝑝𝑝2𝑎𝑎4  +  𝑝𝑝3𝑎𝑎3  +  𝑝𝑝4𝑎𝑎2 + 𝑝𝑝5𝑎𝑎 + 𝑝𝑝6  (13) 
 
Where i=1, 2,….., 6. The coefficients of the polynomial 
functions are given in Table 2. The first and 4th polynomials 
are of third order, the 2nd and 5th polynomials are of 5th order, 
and the 3th and 6th polynomials are of 6th order.  
 
 

Table 2. Fitted angular motion polynomials coefficients for                        
right arm joints 

 

𝜃𝜃𝑠𝑠  p1 p2 p3 p4 p5 p6 

1 0 0 0.0011   -0.0047   -0.091 2.5   

2 0 0.00445   -0.0191  0.06519   -0.264    2.662   

3 -0.002 0.01036   -0.0061   -0.0876 0.1113   1.162   

   
 
These polynomials are introduced into an embedded 
MATLAB function with a clock tool in which the simulation 
time is given as 3 s. Characteristics of the selected DC motors 
are given in Table 3. The gears combined with the first and 
second motors have a reduction ratio of 81 and the third one 
has 35.  

 
 

Fig. 5. The fitted curves from ANFIS generated data 
 
 

2.2.1 Fuzzy controller design 
 
The basic theory and configuration of fuzzy systems can be 
found in Wang [10]. The controller is designed to control the 
angular velocities of the joints. For this reason, derivatives of 
the joint trajectories calculated before are introduced to the 
Fuzzy controller as the reference input. Basically, controller 
consists of two inputs which are the error Ei(s) and the rate of 
change of the error dEi(s)/dt, and one output Ui(s) as shown in 
Fig. 7. Ki is the amplifier gain. Input and output membership 
functions are selected as triangular ones as shown in Fig. 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
 

Fig.6. Simulink and SimMechanics structure of dual arm 
       robot control. 
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Fig.7. General Structure of the fuzzy controller 
 
 
There are seven membership functions selected for each input 
and also for output. Forty nine rules are written in the rules 
table of the fuzzy tool to build the fuzzy structure of the 
control system.  

 
 

 
(a) 

 
(b) 

 
(c) 

 
Fig.8. Fuzzy controller inputs and output.  

 
 

 
 

Fig. 9. Control surface 

 

The rule table is constructed by defining the relations between 
the inputs and the output. The control surface generated by 
the fuzzy rules is given in Fig. 9. The horizontal axis of the 
membership functions are scaled by taking the velocity range 
of the servomotors into consideration where the vertical one 
is selected as unity.    

 

2.2.2 Servomotor modeling 
 

 

 

 

 

Fig. 10. Block diagram of a dc servomotor [11] 

 

Mathematical modeling of a DC servomotor gives the block 
diagram given in Fig. 10 [11]. The computed torques coming 
from the arm dynamics are applied to each of the servomotor 
as a disturbance torque which is calculated by taking the gear 
reduction into consideration as 𝜏𝜏/𝑛𝑛. Here 𝜏𝜏 is the torque 
coming from arm dynamics and n is the gear ratio. In this 
model, L and R represent inductance and the resistance of the 
motor respectively. Km is motor torque constant and  Kb is 
back emf constant. Jm and Bm are the moment of inertia and 
viscous friction coefficient of the motor respectively. Input 
voltage supplied to the electrical part of the servomotor is 
represented by V(s) and I(s) is the current. All the 
characteristic values of the selected motors are tabulated in 
Table 3. 
 
 

Table 3. Motor’s characteristics used in simulations 

 

Characteristics Motors 1-2 Motor 3 

Terminal resistance 0.316 Ω 0.61 Ω 

Terminal 
 

82.0 µH 119.0 µH 

Torque constant 30.2 mNm/A 25.9 mNm/A 

Speed constant 317.0 min-1 / V 369.0 min-1 / V 

Speed / torque 
 

3.33 min-1 mNm-1 8.69 min-1 mNm-1 

Mech. Time const. 4.67 ms 3.05 ms 

Rotor inertia 139.0 gcm² 33.5 gcm² 

x104 

x104 

x104 
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Ui(s)  

𝑑𝑑
𝑑𝑑𝑎𝑎

 
Ki 
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Fig. 11. Reference linear trajectory versus fuzzy controlled 
response. 
 

                  

a. Before starting its motion  b. In motion 
 

Fig.12. Simulation machine. 
 

 

3  Conclusions    
  

ANFIS inverse kinematics for a dual arm robot is realized and 
fuzzy control is applied for precise trajectory tracking. The 
system is modeled by Simulink and SimMechanics tools of 
MATLAB and fuzzy control is also included in the model. 
From Fig. 3, it’s seen that the reference trajectory is precisely 
followed by the ANFIS produced trajectory. It’s observed that 
the system is working well with the selected motors and the 
desired trajectory tracking is performed. Reference linear 
trajectory introduced into the model and the response of the 
system is shown in Fig.11. The simulation machine snapshots 
of the designed model are given in Fig. 12.  
The systems with higher degrees of freedom may be studied 
successfully by the same procedure given here in a similar 
fashion. The SimMechanics model may be obtained by 
directly transforming computer aided design models of the 
real design of the robot to get better responses.    

4   References 

[1] Oscar Castillo and Patricia Melin, “Soft Computing 
Models for Intelligent Control of Non-linear Dynamical 
Systems”, Studies in Computational Intelligence, Volume 
180/2009, 43-70, 2009 

[2] Yuksel Hacioglu, Yunus Ziya Arslan, Nurkan Yagiz, 
“MIMO fuzzy sliding mode controlled dual arm robot in load 
transportation”, Journal of the Franklin Institute, 348, 1886–
1902, 2011 
 
[3] Nurkan Yagiz, Yuksel Hacioglu and Yunus Ziya 
Arslan, “Load transportation by dual arm robot using sliding 
mode control”, Journal of mechanical science and technology, 
Volume 24, Number 5, 1177-1184, 2010 

 
[4] Kosuke Kido, Akinori Nagano,  Zhi-Wei Luo, 
“Passive Control of A Dual-Arm Cooperative Robot”, SICE 
Annual Conference 2010, August 18-21, 2010 

 
[5] K.S. Fu, R.C. Gonzales and C.S.G. Lee, “Robotics”, 
McGraw Hill Book Company, 1987 

 
[6] Katsuhiko Ogata, “Modern Control Engineering”, 
Prentice Hall International, Inc.,1997  
 
[7] Y. Şahin, M.Tınkır, A. Ankaralı, “Trajectory 
planning and adaptive neural network based interval type-2 
fuzzy logic controller design of 3-DOF robot”,  3rd 
International Conference on Computer Research and 
Development (ICCRD), 2011  

 
[8] Y. Şahin, M.Tınkır, A. Ankaralı, “Neuro-Fuzzy 
Trajectory Control of a Scara Robot”,  The 2nd International 
Conference on Computer and Automation Engineering 
(ICCAE), 2010  

 
[9] M. Ali Duran, A. Ankaralı, “Trajectory Planning of a 
PUMA Type Robot”, AMSE 2006, International Conference 
on Modeling and Simulation, Konya, Turkey, 2006 
 
[10]    L.  X. Wang, “A Course in Fuzzy Systems and 
Control”, Prentice-Hall, Inc, New Jersey, 1997 
 
[11]      Mark W. Spong, M. Vidsayagar, “Robot Dynamics 
and Control”, John Wiley and Sons, 1989  
 
Acknowledgment : The author would like to convey thanks to TUBITAK (The 
scientific and Technological Research Council of Turkey) for providing the 
financial means.  

274 Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  |

http://www.springerlink.com/content/?Author=Oscar+Castillo�
http://www.springerlink.com/content/?Author=Patricia+Melin�
http://www.springerlink.com/content/1860-949x/�
http://www.springerlink.com/content/?Author=Nurkan+Yagiz�
http://www.springerlink.com/content/?Author=Yuksel+Hacioglu�
http://www.springerlink.com/content/?Author=Yunus+Ziya+Arslan�
http://www.springerlink.com/content/?Author=Yunus+Ziya+Arslan�
http://www.springerlink.com/content/1738-494x/�
http://www.springerlink.com/content/1738-494x/24/5/�
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5756602�
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5756602�
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5445099�
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5445099�


Microarray Image Processing for Real Time Scanning 
with Reduced Dimensional Variables 

 
Deok Hee Nam 

Engineering and Computing Science, Wilberforce University, Wilberforce, Ohio, USA 
 
 

Abstract - The image processing of microarrays is like 
analyzing the arrays of gene fragments from the sampled 
images. In addition, microarrays provide the information 
about the detection of differences in genome sequences so 
that they can be used to detect and classify genetic 
characteristics very precisely.  The experiments of 
microarray analyses can produce huge amounts of data 
because thousands of genes require to be processed in a 
single experiment. In order to obtain significant 
information from the various experiments of microarray, it 
is necessary to develop a compact and simpler technique, 
which can handle the large number of data.  This paper 
provides a technique to perform the real time scanning of 
microarray images using embedded variables with 
applying multivariate analysis to reduce the dimension of 
the original images in vertically as well as horizontally.   
 
Keywords:  dimensional reduction, image processing, 
microarray, multivariate analysis, data mining 
 

1 Introduction 
 There are many compounds and drug targets with the 

advent of genomics and advanced combinatorial 
chemistry.  Simultaneously, various methods are 
introduced to detect and quantify gene expression levels, 
including northern blots, differential display, and 
sequencing of cDNA libraries, S1 nuclease protection, and 
serial analysis of gene expression.  Over the last several 
years there has been a huge expansion of microarray 
technology [1] in the fields of biosciences including 
medical sciences, biotechnology, and pharmaceutical 
industry.   

The most important technology which has been a 
focus on is how to provide a platform for determining in a 
single experiment, the gene expression profiles of various 
kinds of genes in tissue, tumors, cell, or biological fluids.  
The quick and comprehensive implementation about the 
bio-scientific technology has been evaluated and predicted 
on the reduction of its complexities with providing large 
amounts of highly relevant data successfully.  

 Among the various biomedical scientific 
technologies, the gene expression about microarrays is the 
most important technology to improve the blockage for 
the discoveries of drugs and disease diagnostics.  Using 
the pattern recognition of microarrays [10], the expression 
of various genes, can be easily identified.  Due to the 

increments of genomic and advanced biomedical scientific 
analyses, the technologies for enhanced data extraction 
and analysis are demanded more and more.  Hence, there 
are now hundreds of papers related to the topics of 
biomedical scientific or genomic science fields and the 
application of microarray technology in biological 
research. 

All microarray images can be recorded by microarray 
scanning technology [8] and represent the visual 
information [9].  In the fields of engineering and science, 
image processing is applied to examine properties of 
objects or processes encoded in images.  Hence, after 
recording the objects or processes for the studies in the 
images, the image analysis [6] is applied to extract and 
quantify the characteristics of the objects and processes 
about the studies by the statistical analyses [4][5][7][12].  
For examples, the pattern recognition [2][3] of characters, 
fingerprints, or various face images performed by 
computer systems are image analysis tasks.  Especially, 
detecting, outlining, and measuring bio-scientific objects, 
like boundaries of blood vessels, structural deformations 
of the heart, degeneration of the retina, in medical 
applications, and extracting spots and detecting their 
boundaries, are very important studies to estimate 
parameters which quantify gene expression levels in 
microarray applications. 

For the microarray image processing, the fundamental 
goal is to measure the intensities of the arrayed spots, and 
based on these intensities to quantify the spots expression 
levels.  In a more sophisticated and complete approach, 
the array image processing will also assess the reliability 
of the quantified spot data and generate warnings to the 
possible problems during the array production and/or 
hybridization phases.  

For the instrument point of view, any scientific 
instrument must perform consistently over time so that 
results can be compared from day to day and week to 
week.  At the same time, the instrument needs to show 
whether its performance is in the real time or not.  But 
sometimes the instrument may need more capabilities to 
perform the required processes due to the limitation of the 
instrument. For example, scanning the microarray images 
using a scanner may not be successfully done whenever it 
needs because of the processing speed of the scanner.  To 
avoid the delayed scanning process, the scanner which can 
perform the process in the real time as the human eye is 
scanning the images of the objects may need to be used.  
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In order to achieve the required performance like a human 
eye, there are some options to approach the real time 
processing such as using the smaller or simpler microarray 
images with the less resolution or the faster instrument 
which can scan the images much faster.  However, when 
the less resolution microarray images are used, the 
microarray image quality [10] is the key point to perform 
the image processing not to lose any meaningful 
information from the sampled microarray images. Hence, 
if there is a method which can satisfy the condition such as 
keeping all the information from the sampled microarray 
images with relatively less dimension of the microarray 
images, then the results of scanning the extracted, reduced, 
or transformed microarray images will be same as the 
results of scanning the original microarray images. To 
reduce or extract only the required the microarray images 
from the sampled microarray images with relatively more 
dimension, the proposed algorithm with multivariate 
analyses [7] will be used.  Scanning the extracted 
microarray images may give more realistic time for 
scanning the microarray images without losing the 
meaningful information from the sampled microarray 
images and the time delay for the scanning procedure.   

In this research, to develop a new algorithm of 
microarray image processing using the multivariate 
analyses for the real time processing.   The new proposed 
method can be implanted to the robust of the microarray 
image scanners whose scanning time is close to the real 
scanning time like human eyes.   

 
2   Principal Component Analysis  

(PCA)  
Principal component analysis (PCA) [4] is a technique 

for dimensionality reduction, by diminishing the number 
of dimension with grouping relatively highly correlated 
variables among original variables after extracting 
principal components.  Among the newly identified 
principal components, the first principal component 
implies the highest variability in the data and each 
succeeding component accounts for as much of the 
remaining variability as possible for the original data.  In 
order to identify the extracted components, the eigenvalue 
or eigenvector approach of the covariance matrices is 
often used with singular value decomposition (SVD) of 
the data matrix. [13]   

Consider a random vector X = [X1, X2, X3, …., Xn, 
XP] from a multivariate distribution, and let X1, X2, X3, 
….., Xn be a random sample of n observations from the 
distribution and XP is the corresponding output for X. 
Assume that it had been centered to zero mean.  Since the 
scales of the different variables will not be proportionate, 

it requires the normalization with a common scale by 
dividing them by their standard deviations. 

The mean value of a variable is defined as the sum of 
the observed values divided by the number of values.  It 
can be shown as following 

 
where X  is a mean of the variable and n is the number of 
observations.  The variance is determined by dividing the 
sum of squared deviations from the mean by n − 1.  It is 
represented as 

 
where vx

2 is the variance of a variable. The standard 
deviation is found from the variance.  The square root of 
variance is called the standard deviation.  Thus  

 
where vx is the standard deviation. When two variables 
problem is considered, the covariance can be defined as 
the sum of the products of the deviations of two variables 
from their respective means divided by the number of the 
observation in a variable.  Assume if there is the same 
number of observation for each variable.  Thus  

 
where X and Y are variables, and X  and Y  are means of 
each variables.  

The correlation is a measure of the degree of 
agreement between two sets of scores from the same 
individuals.  The correlation coefficients between two 
variables can be expressed as the cosine values between 
any two variables.  Therefore, the correlation coefficients 
measure the tendency of the points to cluster along a line. 

Suppose variables can be grouped by their 
correlations.  All variables within a particular group are 
highly correlated among themselves but have relatively 
small correlations with variables in a different group.   It is 
conceivable that each group of variables represents a 
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single underlying construct, or factor, that is responsible 
for the observed correlations. 

Let R be the correlation matrix with q by q, from the 
data matrix with n by p, A, can be expressed as following  
 

 
where   

q = max { n, p-1 }     
and   

 
with unit diagonals.  Note that sij is the covariance of the 
matrix A for any two variables i and j.  

After calculating the correlation, then estimate the 
eigenvectors with eigenvalues.  From the matrix of the 
eigenvectors, rearrange the eigenvectors for each 
eigenvalue represented by descending order of the 
eigenvalues (variances) such as  λ1  ≥  λ2  ≥ λ3  ≥ 
…………≥  λk  solving the system equation  |R − λI| A = 
0  with  ATA = I , where A is the eigenvector matrix.  
After that, extract the vector which covers the majority 
part of the matrix R with eliminating the closely related 
variables from the original data set. (Normally the 
cumulative value of the eigenvalues, or variances, are 
greater or equal to 0.9. [14]) Therefore, the principal 
components of each observation will be scored by 
 

Y1 = A1
T X,  Y2 = A2

T X, ……, Yp = Ap
T X       (7) 

 
 
3 Fuzzy C-Means (FCM) Clustering 

Analysis [2] 
 

Fuzzy C-Means Clustering (FCM) algorithm attempts 
to partition a finite collection of n elements of the given 
data into a collection of c fuzzy clusters with respect to 
some given criterion.  Given a finite set of data, for 2 ≤ c ≤  

n, consider a set of n vectors },.....,,{ 21 nxxxX = to be 
clustered into c groups of data.  Each of the groups, 

S
i Rx ∈ , is a feature vector consisting of s real-valued 

measurements describing the features of the object 
represented by ix .  The features could be length, width, 
color etc. Fuzzy clustering of the objects can be 

represented by a fuzzy membership matrix called as a 
fuzzy partition.  
       The set of all c × n non-degenerate constrained fuzzy 
partition matrices is denoted by Mfcn and is defined as  

fcnnjciij MuU == == ,...,2,1,,...,2,1][  

where uij expresses the degree to which the element xj 
belongs to the ith cluster and is a numerical value in [0,1] 
such that the constraints in  
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For the Fuzzy C-Means algorithms, the objective is to 

find U = [uik] ∈ Mfcn as the fuzzy c-partition matrix and 
V= (v1, …., vc) with vi ∈ Rs as the cluster center such that 
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is minimized, where uik is the value of the ith membership 
function on the kth data point xk, n is the number of 
samples in X, and m ∈ (1, ∞ ) is a weighting constant.  

The distances, dik = 
2

ik vx − , are weighted with the 

membership values uik
m , where

2
ik vx − is any inner 

product induced norm on Rs which is called the square of 
Euclidean distance for ith cluster center and jth data point. 
The Euclidean distance formula will be  

 
where dik will be the distance between ith cluster center and 
kth data point xk. 

The assumption is that the distance between their 
corresponding data vectors measures the similarity 
between objects.  Then the necessary conditions to 
minimize the objective function, Jm(U,V), can be  
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where 1 < i < c, and 1 < k < n. 
Therefore, the Fuzzy C-Means algorithm is an iterated 

procedure through those two necessary conditions to 
minimize the objective function, Jm(U,V). 
The following steps summarize the Fuzzy C-Means 
Clustering algorithm. 
Step 1. Initialize the partition matrix, or membership 

matrix such that U(0) ∈ Mfcn randomly or prior 
knowledge. 

Step 2. Calculate the cluster centers, vi, using the 
equation (11). 

Step 3. Compute the distance, dik. 
Step 4. Update the partition matrix U(new) using the 

equation (10) for uik. 
Step 5. Until || U(new) − U(old) || < ε  where ε is the 

termination tolerance ε > 0.  If this condition is not 
satisfied, then go back to Step 2. 
 

4 Proposed Multivariate Analysis 
 

There are various techniques to reduce or diminish the 
huge data set into an appropriate size of the data without 
losing any significant meaning from the original huge 
data.  Among the frequently used techniques, multivariate 
analysis such as Principal Component Analysis or Factor 
Analysis is refocused by the scientists in these days.  To 
develop the suitable technique for extracting the required 
microarray image, Fuzzy C-Means Clustering Analysis is 
used as a postprocessing procedure after the images are 
processed by Principal Component Analysis.  The 
following algorithm summarizes the proposed algorithm 
using the Principal Component Analysis followed by 
Fuzzy C-Means Clustering Analysis. 

 
Step 1. Read the original data set as a matrix format. 
Step 2. Normalize the original data from Step 1. 
Step 3. Find the correlation matrix of the normalized data 

from Step 2. 
Step 4. Find eigenvalues and eigenvectors of the 

correlation matrix from Step 3 using characteristic 
equation. 

Step 5. Define a matrix that is the eigenvectors from Step 
4 as the coefficients of principal components using 
the criterion for extracting components. 

Step 6. Multiply the standardized matrix from Step 2 and 
the coefficients of principal components from Step 5. 

Step 7. Using the result from Step 6, find the centers of 
clusters for each clustering technique.   

Step 8. To clustering the components from Step 7, 
initialize the partition matrix, or membership matrix 
randomly such that U(0) ∈ Mfcn. 

Step 9. Calculate the cluster centers, vi, using the 
equation 

(11). 
Step 10.  Compute the distance, dik. 
Step 11. Update the partition matrix U(new) using the  

equation (10) for uik.If dik > 0, for 1  ≤  i  ≤  c, and  
1  ≤ k  ≤  n, then get the new uik. 
Otherwise if dik > 0, and uik = [0, 1] with 

1
1

)( =∑
=

c

i

new
iku , then uik

(new) = 0. 

Step 12. Until || U(new) − U(old) || < ε  where ε is the  
termination tolerance ε > 0. If this condition is not  
satisfied, then go back to Step 9. 

 
5 Analysis and Results 
 

To develop the real time scanning for the microarray 
image, the reduced-dimensional images from the original 
image with applying the proposed algorithm are analyzed. 
To reduce the dimension into the less number of pixels, 
the appropriate number of new components needs to be 
determined without losing any significant meaning from 
the original image.  In Fig. 1, the relation between the 
evaluated eigenvalues and the number of newly extracted 
components are plotted to determine the appropriate 
number of newly extracted components from the original 
image.  
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Fig. 1 The number of extracted components vs. the 

corresponding eigenvalues 
 

In Fig.2, the images are shown how the original 
images can be reduced by applying selected proposed 
algorithms.  To analyze the reduced dimensional images 
comparing with the original image to present a method of 
simplifying the analysis of large amounts of microarray 
image data by reducing information without losing 
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validity, the consecutive sampled rows of pixels from each 
extracted image are compared by evaluating its correlation 
coefficients [11].  As shown above, when the image (b) is 
reduced by 11 by 9 using Principal Component Analysis, 
the correlations between the original image and the 
extracted image are    -0.704, -0.594, -0.914, and 0.036, in 
TABLE 1, respectively.  Since the images are shown that 
the lighter parts extracted as the darker part and the darker 
parts are extracted by the lighter parts after applying the 
procedure.  There appears to be some loss of intensity 
information, as represented by the diagrams shown in the 
analysis.    

From Fig. 2, the extracted image with reducing the 
dimension of the height and width using the factor 
analysis with principal components and Fuzzy C-Means 
Clustering Analysis is shown that the microarray spot can 
be recognizable even though the image of the bottom-right 
portion is not clearly recognized as comparing to the 
original image.   From (c) in Fig. 2, the extracted image 
loses the characteristics of the right-middle portion for the 
original image with reducing the dimensions in the vertical 
and horizontal directions.   From (d) and (e) in Fig. 2, the 
images loses the characteristics of the original image as 
comparing with the image (a).  In (f) in Fig. 2, even 
though the image is shown with a less intensity image as 
comparing with the image (a), but the characteristic of the 
original image can be captured. 
 

TABLE 1 Correlations between sampled pixels 
 AP1 AP2 AP3 AP4 

bP1 -0.704 -0.623 -0.84 -0.104 
bP2 -0.853 -0.594 -0.925 -0.035 
bP3 -0.76 -0.64 -0.914 0.007 
bP4 -0.713 -0.603 -0.905 0.036 
cP1 -0.662 -0.707 -0.886 -0.064 
cP2 -0.853 -0.594 -0.925 -0.035 
cP3 -0.713 -0.603 -0.905 0.036 
cP4 -0.704 -0.623 -0.84 -0.104 
dP1 -0.715 -0.605 -0.906 0.034 
dP2 -0.832 -0.468 -0.774 -0.06 
dP3 -0.877 -0.39 -0.713 -0.079 
eP1 -0.726 -0.607 -0.909 0.028 
eP2 -0.884 -0.521 -0.89 0.042 
eP3 -0.721 -0.673 -0.905 -0.029 
fP1 -0.644 0.166 -0.321 -0.129 
fP2 0.121 0.266 0.251 0.298 
fP3 0.026 0.607 0.503 0.275 
fP4 0.278 0.208 0.393 0.06 

 (a) aP1, aP2, aP3, and aP4 are sampled pixels from the original images.  
(b) bP1, bP2, bP3, and bP4 are sampled pixels from the 11 by 9 
extracted image extracted by Principal Component Analysis.  (c) cP1, 
cP2, cP3, and cP4 are sampled pixels from the 10 by 9 extracted images 
processed by Principal Component Analysis followed by Fuzzy C-means 
Clustering Analysis.  (d) dP1, dP2, and dP3 are sampled pixels from the 
8 by 9 extracted images processed by Principal Component Analysis 
followed by Fuzzy C-means Clustering Analysis.  (e) eP1, eP2, and eP3 
are sampled pixels from the original 6 by 9 extracted images processed 

by Principal Component Analysis followed by Fuzzy C-means Clustering 
Analysis.  (f) fP1, fP2, fP3, and fP4 are sampled pixels from the 11 by 9 
extracted image extracted by Factor Analysis.   

 
6 Conclusion 
 

The microarray analysis is an important research topic 
in the biomedical image processing.  Moreover, the 
amount of the processing data is a very important issue 
with the processing time.   To improve the data processing 
and its execution, the proposed algorithm is developed to 
help the real time scanning and reduce the amount of the 
time to process the analysis of the microarray images.  
Through the various extracted images with reducing the 
dimensions in vertical and horizontal directions, the 
characteristics of the original image can be recognized by 
the dimension-reduced images without losing its validities 
if the dimension of the image is kept in the reasonable 
intensity. 
 

         
(a)          (b)        (c)       (d)       (e)      (f) 

Fig. 2 Original image and extracted images 
(a) Original image of a single microarray spot 
(b) 11 × 9 extracted image of a single microarray spot with Principal 
Component Analysis  
(c) 10 × 9 extracted image of a single microarray spot with Principal 
Component Analysis followed by Fuzzy C-Means Clustering Analysis 
(d) 8 × 9 extracted image of a single microarray spot with Principal 
Component Analysis followed by Fuzzy C-Means Clustering Analysis 
(e) 6 × 9 extracted image of a single microarray spot with Principal 
Component Analysis followed by Fuzzy C-Means Clustering Analysis 
 (f) 11 by 9 extracted image of a single microarray spot with only Factor 
Analysis. 
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Abstract - This paper presents a study to solve the problem 

of undamped low frequency power oscillations frequency on 

July 31, 2008, in which the 600 MW hydroelectric 

generation station “El Caracol” oscillates in respect to the 

national network. The event was recorded by phasor 

measurement units making possible the identification of an 

unstable electromechanical mode and the dominant modes 

of the oscillation. 

Keywords: power oscillation of low frequency, small 

signal stability, power system stabilizers 

 

1 Introduction 

The dynamic stability of the Electric Power Systems 

(EPS) is determined by the positive contribution of two 

concurrent forces, a synchronization and a damping. The 

synchronization torque ensures synchronous operation of all 

units of the network, while the damping torque can quickly 

reach a new operating point after a disturbance [1]. 

The stability studies, an essential tool for planning and 

operating the EPS, have traditionally focused on the 

transient behavior of generators in the system. Generally, 

the damping of the system is considered sufficient to 

different operating conditions; however, this damping may 

be adversely affected by changes in the pattern of power 

flows due to the entry of new energy producers in the 

electricity industry. Of the upmost importance in Mexico is 

the effect of the location of each new licensee and the new 

technology used in type combined cycle power plants and 

their associated controls. 

When an EPS has problems of poor damping, this is 

manifested through sustained power oscillations, which can 

grow and cause electrical service interruptions to make 

protection devices operate to disconnect generating units or 

loads for high or low frequencies. 

Damping problems in power systems are generally 

associated with the interaction of the control system of 

generating units, the power demand condition and the 

electrical network topology. In modern interconnected 

power systems, the Power System Stabilizer (PSS) is widely 

utilized to damp low frequency power oscillations [1][2]. 

The most efficient cost-benefit solution to the problem of 

oscillations is the implementation and tuning of PSS in the 

generating units. Some publications also note that the tuning 

of the Automatic Speed Regulators (ASR) has significantly 

improved the damping of unstable oscillations of very low 

frequency [1]. 

The events reproduction and the solution of the 

oscillations problems in power systems is difficult because 

of the high level of modeling required for such studies and 

the detail needed to represent each generator and its control 

systems (automatic voltage regulators (AVR), PSS and 

ASR), which require considerable work in identification, 

mathematical modeling, validation and testing of control 

systems of the generating units [3][4].  

The particular interest in analyzing the behavior of the 

“El Caracol” generating station has contributed to the 

greater participation in the undamped low frequency power 

oscillations, recorded on July 31, 2008, in the Mexican 

National Electric Power System. The focus for the solution 

of the oscillations problem was directed to tuning the PSS 

of these generating units. 

In this paper the methodology for mitigation of power 

oscillations of low frequency generated by the 

Hydroelectric Generating Units (HGU) “El Caracol” of the 

Federal Electricity Commission (CFE) is presented. This is 

a 600 MW generating station which is part of the Mexican 

National Electric Power System. 
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2 Undamped power oscillations which 

occurred on July 31, 2008 

The network associated with the HGU “El Caracol” 

prevailing on July 31, 2008 is shown in Fig. 1. 

 

Fig. 1  Network topology associated to the HC “El Caracol” 

At 14:44 hours, unit 1 increases the generation of 158 

MW to 200 MW, summing up a total plant generation of 

about 600 MW. The change in generation dispatch of 

hydroelectric plant motivates the presence of an undamped 

power oscillation of low frequency. The records showed an 

oscillation frequency of about 1 cycle per second and 

negative damping values; they displayed an angular 

difference of 180 degrees to the other generators of the 

National Interconnected System (NIS). The oscillations 

event lasted approximately 1.5 minutes and was eliminated 

naturally by being insolated generation of "El Caracol" by 

firing the 230 kV transmission line "El Caracol-Mezcala" to 

operate the directional overcurrent scheme causing a NIS 

lowering frequency of 59.74 Hz. The behavior described 

characterizes a typical problem of small signal stability. 

The approach to the solution of the problem is directed 

toward tuning the PSS of the HGU “El Caracol”, as these 

generators are the most active participants in the oscillations 

presented. 

3 Methodology to solve the problem 

of undamped oscillations 

Under the coordination of the Operation Management of 

the National Energy Control Center (CENACE) of CFE-

México, a group of engineers was formed to analyze and to 

solve the undamped oscillations of power recorded on July 

31, 2008. The analysis group included the CFE specialists 

of the sub-management of CENACE, the Specialized 

Engineering Unit, the sub-management of Programming, 

Generation and Transmission, and the Equipment and 

Materials Test Laboratory. 

The procedure for solving the oscillations problem is as 

follows: 

1) To develop and to validate the mathematical models of 

AVR, PSS, ASR [3]. 

2) To reproduce the event in the time domain. 

3) To define PSS operation. 

4) To obtain the oscillation frequencies and damping of 

the event. 

5) To define the new settings AVR and PSS 

6) To simulate in the time domain and frequency domain 

for different operating conditions of the network. 

7) To test in field the performance of PSS tuning. 

8) To evaluate in the time domain and frequency domain 

behavior of the network with tuned PSS. 

Playback of the oscillation mode of interest represents 

from the standpoint of analysis, the primary challenge in the 

study of small signal stability. The difficulty lies in the high 

level of modeling required for these studies because the 

detail necessary to represent each generator and control 

systems, which requires considerable work in identifying 

mathematical modeling, validating and testing of systems 

control of generating units. In most cases field tests are 

necessary, which implies the need for human capital, test 

equipment and the availability of generating units. 

The initial work group's analysis focused on the 

following: testing the behavior of AVR and PSS of the 

HGU "El Caracol"; the field review and confirmation of the 

manufacturer's information on these control systems; 

development and validation of their mathematical models; 

and finally the formation of a database that represents 

properly the dynamic behavior of the NIS [3]. 

4 Phasor measurements 

The event of July 31, 2008 could be recorded by phasor 

measurement units (PMU) that are installed at various 

substations of the NIS. The information provided by these 

measurements is very important because it represents the 

real dynamic behavior of the NIS; from this you can adjust 

the mathematical models that represent the dynamic 

behavior of the system to digitally reproduce the event as 

closely as possible. 

The modal identification analysis of these measurements 

can determine the degree of geographical spread of the 

different modes of dominant low frequency oscillation. 

Figure 2 shows measurements of the SCADA sequence 

of events that occurred on July 31, 2008, and Fig. 3 shows 

the PMU records at the substation Texcoco for the same 

day. 

The records of PMU's installed in different parts of NIS 

show evidence of oscillations over the NIS on July 31. 

Figure 4 shows the PMU measurements of plants "Carbón 

Dos (CBD)" and "Rio Escondido (REC)". 
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Figures 2-4 show that poorly damped oscillations are 

manifested throughout the NIS, and these were stimulated 

by the small perturbation of 40 MW increasing the 

generation of the HGU "El Caracol". 

 

 
Fig. 2. Active power measurements of the July 31 event at 

14:44 hours. 

 

 

 

Fig. 3. Phasor-frequency measurement. PMU Texcoco 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Phasor measurements of real power of "Carbón Dos” 

and “Rio Escondido” 

 

5 Characterization of oscillation 

modes 

The problems of poorly damped power oscillations can 

cause service interruptions of electrical power, prompting 

protection devices to disconnect generating units or loads or 

low frequencies in the system. According to the type of 

oscillation, the dynamic patterns of behavior can be 

classified as oscillation modes of inter-area, between plants 

and between units, each with an oscillation frequency within 

a typical range depending on the number of generating units 

involved. 

A power swing is characterized by a frequency value and 

a damping level. For each oscillation frequency, the 

generating units reveal a specific and particular activity, 

manifested by the magnitude of deviation of the 

oscillation’s speed and phase angle relative to the rest of the 

units. The oscillation frequency will be determined by the 

capacity of each generating unit, its location on the grid and 

operating condition. 

Based on the above indentifying dynamic patterns of 

behavior of all generating units of EPS is possible in every 

operating condition. The damping level of each oscillation 

frequency is a complex function of the interaction of 

controls voltage and speed for each generating unit, also 

controls in the grid. 

5.1 Reproduction and event analysis 

With the development and validation of mathematical 

models of AVR and PSS-generating units of the HGU “El 

Caracol” and the rest of the dynamic database of the NIS, it 

was possible to reproduce with certain accuracy 

electromechanical oscillations recorded. Figure 5 shows 

PMU records of active power flow in transmission line 

TEX-LAP and digital simulation results. 

Figure 6 shows the digital simulation of the effect to 

increase the active power of the unit-1 of HGU "El 

Caracol"(CRL-U1) from 158 to 200 MW. 

From Fig. 5 and Fig. 6 it is noted that the event has an 

oscillation frequency of about 1 Hz and a negative damping 

ratio of -0.2%. The mode shape for the event on July 31, 

2008 features a local oscillation mode, where the units of 

HGU “El Caracol” oscillate with respect to the rest of NIS. 

The mode shape and participation factors that allow the 

units to find the greatest impact on the recorded oscillation 

are obtained by the analysis module in the frequency 

domain DSATools software [5]. 

Table 1 shows the oscillation modes related to CRL-U1 

for the event of increased generation in this unit, and Table 

2 shows the participation factors for the mode of 0.947 Hz. 

 

ACTIVE POWER IN THE HGU "EL CARACOL" 

REAL POWER  

20 SAMPLES PER SECOND 

PHASOR  FREQUENCY OF TEXCOCO SUBSTATION 

 

TIME   (SEC) 

SAMPLE  NUMBER 

TIME   (sec) 
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Fig. 5. Comparison of PMU and digital simulation 

 

 

Fig. 6. Digital simulation of active power increase in CRL-U1 

 
Table 1.  Oscillation modes related to CRL-U1. 

CRL-U1 
[ MW ] 

Frequency 
[ Hz ] 

Damping ratio 
[ % ] 

158 0.947 -0.20 

168 0.946 -0.45 

178 0.945 -0.70 

188 0.943 -0.96 

198 0.942 -1.23 

 

 
Table 2.  Participation factors for the mode of oscillation of 0.9474 Hz. 

Participation Factor 

Mode 0.947 Hz 

Value Unit 

1.00 CRL-U1 

1.00 CRL-U2 

0.99 CRL-U3 

 

From the obtained results of the event reproduction a 

negative value can be observed for the damping coefficient, 

which means that there is a presence of oscillations growing 

in time. As generation increases the CRL-U1 damping 

factor seems to be more negative. To correct this situation 

and improve the damping level of NIS, it was decided to 

make an adjustment to PSS parameters of the HGU "El 

Caracol". The particular aim is to dampen the positive 

oscillation mode of the plant against the rest of the 

interconnected system. 

6 Tuning of PSS  

From the point of view of the analysis, the relevant parts 

of PSS to consider are the phase characteristic and the gain. 

The phase characteristic is determined by the dynamic 

equivalent network seen from the AVR control loop 

generating unit, evaluated in the frequency range of interest, 

which corresponds to the phase of the function GEP(s) [6]. 

On the other hand, for the gain of the PSS there are 

several criteria to determine its final adjustment. One of 

them establishes a maximum value at the point where the 

damping mode interest begins to subside, without 

appreciably affecting the other oscillation modes. Another 

criterion sets its value directly on the field, where the 

maximum value is set to one third of the gain value which 

destabilizes the control of the PSS. Other criteria establish 

the value obeying minimum damping criteria in a selected 

set of modes. In this paper the first criterion was 

preliminarily considered, and the final value is established 

making adjustments in the field. 

The adjustment of phase characteristic to compensate by 

the PSS is determined by the operating condition of the 

network; therefore, the variation of this feature will 

establish a range of settings, which can include inaccuracies 

in modeling the network and controls, ensuring an increase 

in damping in the frequency range of interest, and also 

ensures that the final adjustment follows as well as possible 

the variations of the characteristic GEP(s) [6]. 

After calculating the band of variation of the 

characteristic GEP(s), the best fitting parameters to the 

phase characteristic of the PSS in this band of variation are 

found. 

In Figure 7 for CRL-U1 the band of variation of GEP(s) 

for different operating conditions with the complete 

network and for several contingencies, as well as different 

adjustments of the phase characteristic of the PSS in the 

frequency range 0.1-2.0 Hz are shown. 

Figure 8 shows for CRL-U1 PMU records of the test of 

positive reactive step with the PSS connected and digital 

simulations with different settings for phase and magnitude 

of the PSS. Graphics in Figure 8 show that a good fit of the 

PSS at the GEP(s) phase for a frequency range of around 

1 Hz is obtained when the phase shift of the PSS 

stabilization signal is zero. In addition the gain of this signal 

BEHAVIOR OF ACTIVE POWER FLOW IN LINE TEX-LAP 

                PMU 

                Without PSS 

                 PSS 

SAMPLE  NUMBER 

ACTIVE  POWER GENERATED BY UNITS OF HGU “EL CARACOL” 

CRL-U3 

CRL-U2 

CRL-U1 

Power increase from 158 to 200 MW 

Without Increased Power in “El Caracol” 

Active power increase 

in CRL-U1 at t = 5 sec 

Time  (sec) 
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is 1.2 pu, but the overall design of these include the setting 

of common elements in any PSS, compensating block and 

torsional filter. The focus adjustment of the PSS is centered 

on a frequency of 0.947 Hz. 

In Table 3 the impact of the PSS settings for the CRL-U1 

in the interest oscillation mode is presented. It is observed 

that the proposed adjustments to the PSS provided 

acceptable positive damping (greater than 5%). The 

generation increase in CRL-U1 represents the July 31, 2008 

condition, where there is an acceptable positive damping 

factor. 

 

 

Fig. 7. Impact of the operating conditions in the GEP(s) 

characteristic 

 

 

 

 

 

 

 

Fig. 8. Variation impact of the PSS gain, considering a phase of 

0.5 pu. Test and simulation results. 

 
Table 3.  Oscillation modes related to CRL-U1.. 

CRL-U1 
[ MW ] 

Frequency 
[ Hz ] 

Damping ratio 
[ % ] 

158 0.6870 11.92 

168 0.6857 11.65 

178 0.6844 11.38 

188 0.6831 11.10 

198 0.6817 10.82 

 

The final results of the PSSs tuning is shown in Fig. 9-

Fig. 11, where PMU records of tests at the plant with the 

proposed adjustments of the PSS and the computer 

simulations are shown. Figure 9 shows the active power 

behavior of CRL-U2 before the test of positive reactive step 

with the PSS disabled.  

Figure 10 shows the active power behavior for the CRL-

U2 when the positive reactive step test with the PSS 

connected is applied. 

 

 

Fig. 9. Positive reactive step with PSS disabled. Test and 

simulation results 

 

 

 

Fig. 10. Positive reactive step, with PSS disabled. Test and 

simulation results 

Figure 11 shows the behavior of field voltage for the 

CRL-U2 unit when the test of the reactive step with PSS is 

applied. 

Figure 12 illustrates the dynamic behavior of the HGU 

"El Caracol" with the PSS proposed adjustments to increase 

the generation of CRL-U1, which represents the operation 

condition of the event on July 31, 2008. Figure 12 shows 

the positive damping provided by PSS tuning of the HGU 

"El Caracol". 

 

PSS PHASE ADJUSTMENT OF THE HGU "El Caracol" 

PSS(s)  +  Input Signal 

Frequency  (Hz) 

July 31, 2008 

TEST OF POSITIVE REACTIVE STEP  V = +0.02968 

pu 

Time  (sec) 

TEST OF REACTIVE POSITIVE STEP  V = +0.0298 pu 

Time  (sec) 

Field Test 

Digital Simulation 

TEST OF POSITIVE REACTIVE STEP WITH PSS  V = +0.0381 pu 

Time  (sec) 

Field Test 

Digital Simulation 
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Fig. 11. Field voltage of the CRL-U2 unit for the test of the 

positive reactive step with PSS. Test and simulation results 

 

 

Fig. 12. Event simulation with PSS tuning 

 

7 Conclusions 

The reproduction of event of July 31, 2008 was 

successfully performed. The methodological sequence 

identification, mathematical modeling and the testing of 

AVR and PSS behavior are the basis of such studies. This 

highlights the need for a validated dynamic database. 

Highly qualified human capital is crucial to develop the 

identification, mathematical modeling, performance tests 

and validation of mathematical models to ensure success in 

solving problems of low frequency oscillations. 

In the studied event was identified a mode of oscillation 

with a frequency of 0.947 Hz and a negative damping ratio 

of 0.2%, where the HGU "El Caracol " oscillate against the 

units of the NIS. 

The characterization of the oscillation mode shows that 

units with greater participation in this oscillation mode are 

those of the HGU "El Caracol". 

The results show a positive impact on the damping of 

the oscillation mode of interest, which is because of 

appropriate mathematical modeling of controls on 

generating units, and additionally to the PSS tuning of the 

HGU "El Caracol ". 
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Abstract - This paper presents how to utilize ArcGIS zonal 
statistic tool for identification of hot-regions. For this 
purpose, we used two descriptive statistical indexes Sum and 
Max over normalized raster data. Our effort was to get a 
better understanding of the results generated by the zonal 
statistics tool to identify the traffic accidents hot-spot zones. 
Our approach makes it possible for comparison of statistical 
parameters across different zone areas within the same scale. 
This helps decision makers to pinpoint locations with higher 
crash index and take preventive measures. 

Keywords: Hot-spot, Zonal statistics, traffic accident, raster.  

 

1 INTRODUCTION 
Spatial data like weather data, demographics, land 

management data, and crash data need to be analyzed at 
different levels for analysis of trends and patterns. In the 
analysis of crash data, it is crucial to identify hot-spot regions 
of traffic accidents. For such identification, a comparison of 
different zones of interest is required based upon statistical 
parameters. 

A difficulty in this type of analysis is that aggregate spatial 
data (like sum, maximum) exists at different levels of scale on 
the map, for example, sum or maximum of crime incidents 
across the nation cannot be directly compared to that of a 
county or a city. For such type of comparative analysis, we 
propose to normalize the results obtained from the zonal 
analysis in ArcGIS. We use these normalized values to 
identify the hot-spots of traffic accidents over different levels 
of administrative zones. Furthermore, the use of two different 
statistics parameters ensures that different hot-spot regions 
can be identified according to the nature of analysis.  

Hot-spot Analysis is a key area for research not just for 
traffic accidents but a wide range of other topics such as 
environmental studies, spread of diseases, biological studies, 
migration studies, etc. Different methodologies have been 
proposed in the literature to study the patterns of occurrence 
of spatial data. The methodologies can be cross-domain; 
meaning that methods applied to find out hot-spots in one area 
of research can also be applied to another. [1] has used Kernel 
Density Estimation and K-means clustering to study the 
spatial patterns of injury related road accidents and to create a 
classification of road accident hot-spots. 

There is no universal definition of accidental hot-spots and 
researchers have used different sophisticated methods to 
quantify hot-spots. [2] has provided a review of the following 
three different hot-spot detection techniques: 

• Kernel density estimation 
• Network analysis  
• Census Output Area estimation 

An extension to the Kernel density estimation in which the 
network space is represented with basic linear units of equal 
network length, known as lixe (linear pixel) and related 
network topology is proposed by [3]. They argue that the use 
of lixe facilitates the systematic selection of a set of regularly 
spaced locations along a network for density estimation and 
makes the practical application of the network Kernel density 
estimation feasible by significantly improving the 
computation efficiency. 

[4] has used a process called kernel smoothing for hot-spot 
analysis. This process creates local estimates of the measure 
of the spatial intensity using the count of frequency of points 
within a given distance of each point, relative to symmetric 
distribution. The author has used a Gaussian kernel of 0.5 
kilometer bandwidth for the hot-spot analysis. 

Zonal statistics which we employed in this paper follows a 
raster-based method. Raster-based methods are widely used in 
environmental and geophysical studies [5], geographic 
analysis [6], surface modeling [7], planning and design [8], 
biological studies [9]. 

In this paper, we have used the sum values of different 
zones (of the same scale) to identify hot-spots with a greater 
number of events (crashes) per unit area. The Max values, on 
the other, hand are used to identify hot-spot zones that have 
high number of events at sub-zonal units. We have used two 
statistical parameters instead of just one so that different zones 
can be identified as hot-spots according to the objective of the 
analysis. The usage of zonal statistics and the visualization of 
normalized results obtained from it will help to draw 
meaningful analysis and interpretations. It serves as a visual 
aid in knowing where hot-spots occur and helps in finding out 
the reason behind high number of un-expected crashes in 
specific locations. 

2 METHOD 
We first used the zonal statistics tool in ArcGIS to get the 

sum and max index of each zone for three different zonal 
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levels. The statistical parameters thus obtained were 
normalized and hot-spots were identified based upon these 
values. 

2.1 Raster Based Approach for Computation of Sum 
and Max 

In this approach a grid is drawn such that it encompasses 
the area over which hot-spot analysis is to be performed. An 
area under consideration would contain a finite number of grid 
cells. Sum is computed as the total number of events (crashes 
in our case) contained by all the grid cells enclosed within a 
particular zone. Similarly, Max is computed as the highest 
number of events enclosed by a single grid cell of a zone. In 
Figure 1 four different zones marked by boundaries with color 
red, orange, blue, and green are shown. The Sum and Max 
values for the four zones are (7, 5), (8, 2), (3, 1), and (1, 1) 
respectively. If the hot-spot zones are identified according to 
Sum value then the orange zone would rank at the top, while 
the red zone is identified as the ‘hottest’ zone if Max value is 
chosen as the criteria. Thus, the use of both Sum and Max 
values ensures that all the hot-spot zones are identified 
depending upon the objective of the ranking. High values of 
Sum indicate a high overall total number of events in a zone 
which may or may not be influenced by local high values. 
High values of Max on the other hand indicate the presence of 
a local region within a zone with a high density of events. 

2.2 Normalization 
The results obtained from zonal statistics are not sufficient 

for insightful comparisons. Zones with high values of Sum 
may have those values only because their area is bigger. Also, 
one zone may have only a single small area with high number 
of accidents and show a very high Max value. In order to have 
a better interpretation of crash patterns, we normalize the 
results by first converting the zonal areas which are in square 
decimal degrees to square miles, and then getting the Sum for 
one square mile of area in each of the zones. The total sum per 
unit square mile area is computed for each zone level. The 
same process is followed for Max value of each of the three 
zonal levels. 

Since the normalized results of the sum value shows the 
number of accidents within a one mile square area, 
comparisons can be made among the different zones within 
the same scale, i.e. a direct inference can be drawn about 
whether one parish/census tract/census block group has more 
accidents per square mile than the other. Sum values suggest 
which zones have the highest number of total accidents per 
unit area. Max value gives us an idea about where the peak 
values (sub-zonal unit areas with highest number of crashes) 
are located and about their peak value. When interpreting the 
Max value, it should be remembered that the peak value is 
within one mile area somewhere in the corresponding zone 
unit and comparisons are logical only within the same zonal 
scale level. Figure 4 shows the results obtained by using zonal 
statistics tool and the normalized results based on our 
calculations. 

 
Figure 1: Raster based approach for hot-spot analysis 

2.3 Hot-spot Identification 

Use of only one statistical parameter can be inconclusive for 
the identification of the hot-spot zones. If Sum is used to rank 
the hot-spots then zones with high peak values may be left 

out. Conversely, if Max is used to rank the hot-spot regions 
then zones with a high total number of events per unit area 
could be ignored. This point is illustrated in the Figure 2 and 
explained below. 

Red 
Orange 
Green 
Blue 
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Figure 2: Hot-spot Identification by using Sum and Max 

We can see from Figure 2 that Area 1 is composed of 
consistently high valued sub-zones, and its rank would be 1 if 
the sum value is considered.  Area 2 on the other hand has one 
single sub-zone with a very high Max value. Area 2 would be 
ranked number 1 if Max value is to be considered. In Area 3 
there is a high Max value as well as other sub-zonal area units 
with significant counts. It is therefore necessary not to rely 
upon a single parameter for the identification of the hot-spots.  
Depending on the objectives of the analysis, a list of different 
zones could be identified as hot-spots.  

3 RESULTS   
We have used a zonal statistics tool in ArcGIS to get the 

sum and max values of crash data at three different zonal scale 

levels: 1) Parish level, 2) Census Tract level, and 3) Census 
Block Group level. Sum and Max of the crash data from 
different zonal scale levels cannot be compared directly for 
any insightful interpretations. For each zonal scale level, we 
normalize the Sum and Max values generated by the zonal 
statistics to get the total/highest number of accidents within a 
one mile square area for each zone. The Sum and Max 
indexes are visualized per unit area of the zone. The map 
visualization of the normalized results using Sum and Max 
values are presented in Figure 5 and 6.  
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Figure 3: Three Different Zonal Levels 

 

Figure 4: Zonal Statistics and Normalized Results 
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Figure 5: SUM (Census Block Groups Scale, zoomed at a single parish) 

 

 
Figure 6: MAX (Census Block Groups Scale zoomed at a single parish) 

4 CONCLUSION 
We have presented a way to improvise the results generated 

by the zonal statistics in ArcGIS. The normalization step that 
we propose following the zonal statistics computation is used 
for hot-spot analysis to find out patterns and/or trends of 
crashes. Our effort was to get a better understanding of the 
results generated by the zonal statistics tool to identify the 
traffic accident hot-spot zones. Our approach makes it 
possible for comparison of statistical parameters across 

different zone areas within the same scale. This helps decision 
makers to pinpoint locations with a higher crash index and 
take preventive measures. The road condition can be 
improved, proper signs can be placed and, traffic laws can be 
imposed more strictly in the areas determined as having high 
risk by the analysis. This would not only help to prevent loss 
of  millions of dollars’ worth of property that are damaged due 
to crashes, but more importantly save thousands of innocent 
lives each year. 
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6 Appendix 

6.1 Zonal Statistics  

Zonal analysis is an important analysis tool in ArcGIS 
under its spatial analyst extension.  It is useful for several 
types of GIS-related analysis or studies such as environmental 
monitoring, demographic studies, land management, traffic 
data analysis and so on.  Zonal analysis is the creation of an 
output raster (or statistics table) in which the desired function 
is computed on the cell values from the input value raster that 
intersect or fall within each zone of a specified input zone 
dataset.  The zonal tools in which the zones are defined by a 
single input value raster either calculate statistics or quantify 
the characteristics of the geometry of the input zones.  

Zonal tools are categorized as zone shapes (Zonal Area, 
Zonal Centroid, Zonal Perimeter),  zone attributes (Zonal 
Max, Zonal Min, Zonal Sum), and determine specified zones 
(Zonal Fill). The Zonal Statistics tool records the specified 
statistic of the values of all cells in the value Dataset that 
belong to the same zone as the output cell in each output cell 
[10]. An input zone for the zonal statistics tool can be a vector 
file or an integer raster file. Similarly, an input value raster 
includes any raster file that contains values that can be 
analyzed visually and statistically. The input zone dataset is 
only used to define the size, shape, and location of each zone, 
while the input value raster contains the values to be used in 
the evaluations within the zones.  

Maximum: For this statistic, the zone input must be an 
integer. The data type of the output will be the same as the 
value input. 

 
Figure 7: Maximum Calculation (Zonal Statistics) [11] 
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In our work, Maximum value gives an idea about where the 
peak values are located and what the peak value is. During 
interpretation of the maximum value, it should be remembered 
that the peak value is within a one mile area somewhere in the 
corresponding zone unit.  

Sum: For this statistic, the zone input must be an integer. 
The data type of the output raster is a floating point. This is 

because the value for the Sum tends to be quite large, and may 
not be possible to represent with an integer value. 

For example, if a zone has 2500 rows and columns of cell in 
size, and the value of each cell is 1000, the sum for that zone 
would be 2500*2500*1000 = 6.25 billion [11]. If an integer 
output is required and the range is within + 2.147 billion, then 
the INT function can be applied [11]. 

 
Figure 8: Sum Computation (Zonal Statistics) [11] 

In our work Sum value shows the number of accidents within 
a one mile square area.  
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Abstract - Spreadsheets are frequently used in information 
processing. In those information processing, automatic 
generation and automatic verification of spreadsheets are 
required. However, it is difficult to verify the structure of 
spread sheets with flexible calculation ranges and with 
heterogeneous structures. Accordingly, the modeling of 
spreadsheets is important. We deal with the modeling of 
spreadsheets such as financial statements. In this paper, We 
formalize the structure of financial statements with 
heterogeneous parts using a context sensitive graph grammar. 
We propose 62 rewriting rules that provide the spatial order 
of items of heterogeneous financial statements. Furthermore 
we also show derivation of financial statements with the 
grammar. 

Keywords: modeling of spreadsheets, context sensitive 
graph grammar, financial statements, syntax-directed 
recognition of logical structures 

 

1 Introduction 
  The formalization of business documents as in Figure 1 
has become an important subject with the progress of e-
commerce and e-government (see, e.g. [3]). In order to 
formalize financial statements, we have to specify the spatial 
order of items, and specify calculation methods of 
categorized items. A context sensitive graph grammar was 
proposed in [5] that specify financial statements only with 
homogeneous part. 

 
Figure 1. A form of financial statements with heterogeneous 

parts. 

  In this paper, we formalize the structure of financial 
statements with heterogeneous parts using a context sensitive 
graph grammar (CSGG) (see, e.g. [1]). We first propose 
rewriting rules that provide the spatial order of items in the 
financial statements. Next, we also show a derivation process 
that provides syntax directed recognition process of logical 
structures. 

2 Graph representation of financial 
statements 

 We represent financial statements by octgrids [4]. 
Figures 2 and 3 show a financial statement and its 
corresponding octgrid. Each node in Figure 3 corresponds to 
each cell of the financial statement in Figure 2. 

 
Figure 2. An instance of financial statements in Figure 1. 

 
Figure 3. The octgrid for Figure 2. 

3 Graph grammar for heterogeneous 
parts 

 Financial statements have the two dimensional grid 
structures. Accordingly they could not be formalized by 
context free graph grammars (see, e.g. [2]). Thus, we 
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construct a CSGG that formalize financial statements with 
heterogeneous parts (cf. [4]). 

3.1 Rewriting Rules 
 The CSGG for financial statements is a system GGF = 
(NF, TF, MF, PF, SF), where NF = {S, →, ↓, tr}, TF = {DO, 
OO, St, DO', OO', St'', ye, ch, ch'', Em, Se, To, To'', pe}, MF = 
{nwe, swe, ewe, wwe} and SF = S.                                      □ 

 The terminal label DO stands for “Domestic 
Operations”, OO for “Overseas Operations”, St for “Sub 
total”, ch for “change”, Em for an empty cell, Se for 
“Section” , To for “Total”, and pe for “perimeter”. Fig. 4 
shows a part of the production rules of GGF. Each production 
rule means the rewriting of the left-hand side graph by the 
right-hand side graph, where vertices are accompanied by 
their vertex number. 

 
Figure 4. Production rules in GGF. 

3.2 Derivation 
 Following Fig. 5 shows a derivation in GGF. The 
derivation is consist of following Phases 1~20. 

Phase 1: Generate the frame and determine the number of 
columns. 

Phase 2: Change labels of nodes in the 1st and the last line. 
Phase 3-4: Generate the 2nd line and change labels of nodes 

in the 2nd line. 
Phase 5-6: Generate the 3rd line and change labels of nodes 

in the 2nd line into terminal ones. 
Phase 7-8: Generate the 4th line and change labels of nodes 

in the 3rd line into terminal ones. 

Phase 9-19: Repeat to generate lines and change labels. 
Phase 20: Change labels of nodes in the last line into 

“perimeter” 

 
Figure 5. A derivation process for Figure 2 by GGF. 

4 Conclusion 
 In this paper, we constructed a CSGG, GGF, which 
generates graphs for heterogeneous financial statements. GGF 
has 62 rewriting rules. Furthermore, we showed process. 
However, it is not verified whether all of heterogeneous 
financial statements are generated by those 62 rules or not. As 
future works, we discuss attribute rules that formalize scopes 
of spread sheet calculation defined by GGF. 

 We would like to thank Professors G. Akagi and K. 
Tsuchida for their valuable suggestions. 
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Abstract— This paper investigates the behavior of a 
novel active current sensing circuit based on the circuit 
proposed by Maciej Kokot. The circuit is a modification 
of an op-amp low side current sensor whereby the 
output sinks the current to ground through a resistor. 
Supporting analysis, design equations, as well as 
Multisim simulation results are included. 

Keywords: Current Sensors, Op-Amp Circuits, Design, 
Simulation, 
Multisim 
 
1 Introduction 
 

A current sensor is a device that detects and converts 
current to an easily measured output voltage, which is 
proportional to the current through the measured path. 
There are a wide variety of sensors, and each sensor is 
suitable for a specific current range and environmental 
condition. No one sensor is optimum for all applications.   

Current measurement, current sensing, or the 
monitoring of current flow into and out of electronic 
circuits is a fundamental requirement in a wide range of 
electronic applications. Typical applications that benefit 
from current sensing include battery life indicators and 
chargers, current and voltage regulators, DC/DC 
converters, ground fault detectors, handheld 
communications devices, medical diagnostic equipment, 
motor speed controls and overload protection, battery 
chargers, and battery-operated circuits for which one 
must know the ratio of current flow into and out of a 
rechargeable battery. As more applications become 
portable, the demand increases for dedicated current 
monitors that accomplish their task in a small package 
and with low bias current [1]-[4]. 

A particular current sensing circuit of interest is the 
one proposed by Kokot in [5] whereby by combining the 

advantages of low-side and high-side current sensors, it 
is possible to come up with a simple current sensor with 
a return current and zero input voltage. The circuit uses 
two op-amps configured so that the top op-amp sinks the 
current to the output of the second op-amp, while the 
latter returns an equal current. We point out that [5] does 
not provide any analysis or design method for 
implementing the circuit or to support the claims above. 

In this paper we present a novel a current sensing 
circuit, develop a design method through analysis, as 
well as simulate the circuit. Specifically,   we derive the 
conditions on the resistors to guarantee that the return 
current matches the input current, on the one hand, and, 
on the other hand, that the sensed current at the output is 
also the same as the input current. Further, we examine 
the conditions on the input signal to prevent the op-amps 
from saturating. Also, the non-ideal case of the effect of 
small voltage perturbation at the non-inverting terminal 
of the top op-amp on the sensed current is examined. 

 

2 Basic Current Sensors 
 
There are two types of current sensing circuits: passive 
and active. Current sensing resistor is of the passive type, 
and is the most commonly used. It can be considered a 
current-to-voltage converter, where inserting a resistor 
into the current path, the current is converted to voltage 
in a linear way (Ohm’s law). The main advantages of 
current sensing resistors include low cost, high 
measurement accuracy, measurable current range from 
very low to medium, and the capability to measure DC or 
AC currents. The disadvantages include the introduction 
of an additional resistance into the measured circuit path, 
which may increase source output resistance and result in 
undesirable loading effect, power loss due to dissipation 
[3]. Therefore, current sensing resistors are rarely used 
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beyond the low and medium current sensing 
applications. 

Two techniques for active current sensing 
applications are used: low-side current sensing and high-
side current sensing. Each technique has its own 
advantages and disadvantages, discussed in more detail 
in the following sections. In both methods current is 
converted to a proportional voltage that is readily 
measurable. 

I

Rf

+
Vo=-IRf

-

Vi=0
-

+

 
 

Figure 1: Low-side Current-to-voltage Converter. 

 

2.1 A Simple Low-side Current Sensing 
 

As shown in Figure 1, a simple low-side current 
sensor is the typical operational amplifier current-to-
voltage converter in which the op-amp sinks the 
incoming current through the feedback resistor. In 
general, low-side current sensing connects the sensing or 
probing resistor between the load and (virtual) ground. 
Normally, the sensed voltage signal is so small that it 
needs to be amplified by subsequent op amp circuits 
(e.g., non-inverting amplifier) to get the measurable 
output voltage. Advantages include low input common 
mode voltage, ground referenced input and output, 
simplicity and low cost. Disadvantages include ground 
path disturbance, load is lifted from system ground since 
it adds undesirable resistance to the ground path, and 
high load current caused by accidental short goes 
undetected. Considering the advantages, low-side current 
sensing are used where short circuit detection is not 
required, and ground disturbances can be tolerated [2]. 

 

2.2 A Simple High-side Current Sensing 
 

High-side current sensing is typically selected in 
applications where ground disturbance cannot be 
tolerated, and short circuit detection is required, such as 
motor monitoring and control, overcurrent protection and 
supervising circuits, automotive safety systems, and 

battery current monitoring. Figure 2 shows a high-side 
current sensing whereby the sensing or probing resistor is 
inserted in the current path. The circuit uses a current-to-
voltage differential amplifier to measure the resulting 
voltage drop. Typically, the sensed voltage signal is 
amplified by subsequent op amp circuits to get the 
measurable output voltage. Advantages include 
eliminating ground disturbance, load connects system 
ground directly, detects the high load current caused by 
accidental shorts. The drawback is that it must be able to 
handle very high and dynamic common mode input 
voltages, in addition to complexity and higher costs [3]. 
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Figure 2: High-side Differential Amplifier Current to 
Voltage Converter. 

 

3 A Novel Current Sensing 
Circuit 

 
Comparing the two sensing circuits of Figures 1 and 2, 

we note that in the first circuit the input voltage drop is 
on the order of microvolts to millivolts, depending on the 
quality of the IC, but the measured current flows into the 
sensing node with no return current to the circuit. With 
this method one can only measure currents flowing to 
ground. In the second circuit, however, the same current 
flowing in flows out of the circuit, but a significant 
voltage drop occurs at the input across resistance Rp. A 
circuit that combines the benefits of a return current and 
zero input voltage is shown in Figure 3 [5]. The circuit 
operates in a somewhat similar way as the circuit in 
Figure 1 in the sense that the top op-amp sinks the input 
(measureable) current. However, the bottom op-amp 
output sources back an equal outgoing current. 

In Section 3, we analyze the behavior of this circuit, 
namely derive the conditions on the resistors to guarantee 
that the return current matches the input current, on the 
one hand, and, on the other hand, that the sensed current 
at the output is also the same as the input current. 
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Further, we examine the conditions on the input signal to 
prevent the op-amps from saturating. Except for the third 
case, we assume ideal op-amps, meaning currents into 
the op-amp terminals are zero, and the voltage difference 
between the op-amp terminals is also zero. Note that this 
is not always the case because the circuit uses both 
positive and negative feedback. 
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Figure 3: A Novel Current Sensing Circuit. 
 
3.1 Conditions to force the return and 

the input currents to be the same  
 

By virtue of the ideal characteristics of the op-amps, 
v3 = v2 = v4, ii = i3, io = i4, and i1 = i2. By Ohm’s Law, 
we have 
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Using (3) to solve for v2 and substituting its 

expression in (1) and (2) gives: 
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(4) 

In order for the two currents in (4) to be equal, it is 

required that 1 2
4 3

R R
R R= .  

 

3.2 Conditions to force the sensed and 
the input currents to be the same 

 
Defining 01 01 02v v v= −  and on using (4) and Ohm’s 

Law, we get: 

3 1 2
0 1 2 1

2

( ) ( )i
R R Rv i R R i

R
+

= = + ⋅                   (5) 

From (5), to achieve i1=ii = io , we require 3 1
2

R
R = .  

Combining this condition and the previous result yields 
the general condition that all four resistors must be equal 
in order for the sensed current to be the same as the input 
current which is equal to the return current.   

 

3.3 Conditions to avoid op-amp 
saturation 

 
Since the output of the op-amps cannot exceed the 

rail voltages Vs+ and Vs-, and also for testing purposes a 
voltage source vi with internal resistance R would be 
connected at node v3 while v4 would be grounded, it 
follows that v2 and v3 become virtual grounds, and 

01 02v v= − . Also since 
 

0
1

2 1 2 1 2

.
( 1 ) ( ) ( )

i
i s i s

v v R Ri i V v V
R R R R R R R

− += = = ⇒
+ + +

 

 

(6) 
 

3.4 Effect of perturbation in v3 on the 
input current 

 
We keep the same set up as in section 3.3 above. For 

analysis purposes, we assume the op-amps ideal, except 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 301



for a disturbance which causes  v3 to deviate from v2 
(=v4=0) by an amount δ, so that v3’= v3+ δ.  This in 
turn will cause the input current to deviate by a certain  
amount, which is determined by substituting v3’ in (1). 
The resulting current is then given by: 

 '

3

.i ii i
R
δ

= +                                  (7) 

Note that this perturbation has no effect on the sensed 
and return current which are still given by (3) and (4).  
As seen in (7), in order to minimize the deviation of the 
input current, R3 has to be large, but still in the 
kΩ range. This way the input, return and sensed currents 
are kept the same. 
 
4 Simulation Results 

 
Multisim simulations both in DC (though we do not 

include the results here) and AC (transient analysis in 
Multisim) were conducted on the circuit of Figure 4, with 
the indicated values for the resistances and input signal, 
the choice of which was dictated by the conditions 
derived in section III. The op-amps were a pair of 741’s 
(though other ICs may be used) biased symmetrically 
with 15V± . The graphs of Figure 5 show the plots of the 
input and sensed currents which are equal. Figure 6 
shows the plots of the input and returned currents, which 
are equal but out of phase since they flow in opposite 
directions.  Though not shown here, currents through R, 
R1, R2, and R3 are all equal, thus verifying the analysis 
and design equations.  

 

5 Discussion 
 

Though the simulation results show that the circuit 
performs according to the theory, physical limitations of 
the devices will undoubtedly affect the results, 
especially if the values of the resistances are not chosen 
properly. For instance, values of R1, R2, R3, and R4 in 
the Ohm range lead to the saturation of the op-amps, as 
the differential terminal input voltage deviates from 
zero. Also the frequency response of the devices limits 
the overall frequency response for the circuit.  

Though the effect of the frequency of the input signal 
on the discrepancy between the input, sensed and output 
currents was not analyzed here, a Multisim simulation 
was done, and the results are shown in Figures 7 and 8. 
It is noted that even beyond the cutoff frequency of the 
op-amps, the magnitudes of the input and sensed 
currents remain the same. That is not the case of the 
phase which starts to deviate around 40 kHz, which 
incidentally is also above the cutoff. Similar behavior is 

observed with the return current also, as illustrated in 
Figure 8. 

 
 

 
 

Figure 4: Simulated Circuit with input voltage applied to 
node 3 via the source resistance, and node 4 connected to 
ground. 

 

 

 
 

Figure 5: Plots of the input and sensed currents. 
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Figure 6: Plots of the input and return current which here 
is the same as I(R4). 

 

 

 
 

 
 

Figure 7: Frequency response comparing the magnitude 
and phase of the input current to the sensed current  

 

 

 

 

 
 

Figure 8: Magnitude plot of the input current 
compared to the return current. 
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Abstract - The analogy between the shallow water 
flow with the free surface and two-dimensional gas flow has 
been found to be useful for qualitative as well as quantitative 
study of high speed flows. This technique is valued highly 
because of the fact that many practical problems in 
supersonic flows involving shock and expansion waves, which 
require a sophisticated and expensive wind tunnel and 
instrumentations for their analysis, may be studied in an 
inexpensive manner with simple water channel facility. We 
have considered two values at Mach numbers, 1.5 and 2 and 
shown the results. Hence the theoretical and practical 
phenomenon matches and desirable results achieved. 

Keywords: Visualization, Supersonic Shock, MSV’12, 
Hydraulic Analogy, Shallow Water  

 

1 Introduction 
  The flow visualization plays a dominant role by 

way of paving a path for the development of techniques for 
solving important but complex problems such as separated 
flows, jets, and so on. In fact, in many flow situations the 
information given by the flow visualization cannot be 
obtained by any other technique or instrument. However, 
these visualizations lack authentic mathematical procedure. 
They simply serve as a tool to understand certain complex 
flow fields in a simple manner. To overcome this 
shortcoming of visualization, certain methods were developed 
to study the fluid flow problems without actually going into 
the complexities involved. They are termed analogue 
methods.  

                   In analogue methods, fluid flow 
problems are solved by setting up another physical system, 
such as an electric filed, for which the basic governing 
equations are of the same form with corresponding boundary 
conditions as those of the fluid flow. The solution of the 
original problem may then be obtained experimentally from 
measurement on the analogous system. Some of the well 
known analogy methods for fluid flow problems are the Hele-
Shaw analogy, electrolytic tank, and surface waves in a ripple 
tank [4] 

In this project, we discussed the various aspect of 
visualization of shocks around the body. We experiment on 

wedge and semi-wedge airfoil under two conditions i.e. M = 
2 and M = 1.5  
 

2 Hydraulic Analogy 

The analogy between shallow water flow with a free 
surface and two-dimensional gas flow has been found to be 
useful for qualitative as well as quantitative study of high 
speed flows. In principle, any regulated stream of shallow 
water can be used for this analogy. In laboratories it is 
usually done in a water flow table. This technique is valued 
highly because of the fact that many practical problems in 
supersonic flows involving shocks and expansion waves that 
require a sophisticated and expensive wind tunnel and 
instrumentation for their analysis may be studied in an 
inexpensive manner with a simple water flow channel 
facility. [1] 

 The  analogy  may  be  used  to  understand  many  
challenging problems of practical interest, such as transonic 
unsteady flows past wings, transient phenomena in high-
speed flow and shock wave interaction, and so on. Simulation 
of such flows in a wind tunnel is highly complicated and 
costly and hence primary information explaining the basic 
nature of such flows will be of immense use in solving such 
problems. In such situations, the analogy channel proves it 
handy and helps us by providing preliminary information and 
a qualitative picture of the flow field. 

The essential feature of this analogy is that the 
Froude number of shallow water flow with a free surface is 
equivalent to a gas stream with Mach number equal to that of 
Froude number. 
 

2.1 Theory of the analogy 
The basic governing equations of flow of an incompressible 

fluid with a free surface, in which the depth of flow is small 
compared to its surface wave length, forms the shallow water 
theory. The similarity between the governing equations of 
motion of a two-dimensional isentropic flow of a perfect gas 
and two-dimensional shallow water flow forms the analogy. 
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2.2 Shallow Water Flow 
 

      Consider a continuous flow (without hydraulic jump)  of 
a perfect liquid in the absence of any external forces such as 
electromagnetic forces, viscous forces, surface tension, and so 
on, except gravitational force. For this flow, neglecting the 
variation of pressure (if any) on the free surface and treating 
the flow as a two-dimensional with constant energy, we can 
write the basic governing equation as follows-[7]        
The continuity equation is-    
 

                 2.2(a) 

The momentum equations along the flow (x) and transverse 
(y) directions, respectively, are- 
 

 + u  

                     + u              

2.2(b) 
Where u and v are the velocity components along x- and y- 
directions, respectively, g is the acceleration due to gravity 
and h is the depth of the fluid stream. 
Now, let us define a fictitious pressure pf  and a fictitious 
density f  as  

pf =  

         =  

pf=   
Where e density of water and z is the coordinate in the 
depth direction. Introduction of these expressions for pf and  

f   in to Eq.2.2(a)  yields –  
 

 

 
This simplifies to –  
 

                               2.2(c) 

Because  is a constant. 
Similarly, introducing pf   and f , Eqs. 2.2(b) can be reduced 
to  
 

 + u  

                       +u        

2.2(d) 

2.3 Gas flow      

Consider a two-dimensional isentropic flow of a 
perfect gas in the absence of any external forces such as 

electromagnetic force, gravitational force and so on. The 
basic equations for this flow are the following. 

 
The continuity equation is 

 
                          2.3 (a) 

And the momentum equations are 
 
            + u  

             + u                     2.3 (b) 

 
Where g is the density of gas. 

Comparing the Eqs. 2.3(a) and 2.3(b), it can be seen that 
the shallow water flow equations are similar to the gas flow 
equations. In terms of w and f , the fictitious pressure pf can 
be expressed as[2] 

f = w g h2/2  = g w( f)2/2( w)2 = g( f )2 w/2( w )2 

f/( f)2 = g/ 2 w = constant. 

This expression corresponds to the polytrophic 
process equation for gases with polytrophic index n=2. This 
imposes a further condition to be satisfied for complete 
analogy between these two streams of gas and water. Here we 
should  note  that  the  value  of  index  n  can  never  be  equal  to  
two for isentropic flow of gases. This index becomes , 
namely the isentropic index, which is the ratio of specific 
heats  Cp and Cv.  Also, we know that  varies from 1 to 1.67 
only. Therefore, n=2, required for hydraulic analogy is bound 
to introduce some error in the quantitative results obtained 
with hydraulic analogy. In spite of this shortcoming, the 
hydraulic analogy is found to yield results with reasonable 
accuracy. This aspect as well as the ease with which the 
results for gas flows at high speeds can be obtained with this 
technique makes it attractive, in spite of the above mentioned 
drawback. 
            It can be seen from the definition of fictitious 
pressure and density that the gas pressure is proportional to 
the  square  of  water  stream  depth  h  and  the  gas  density  is  
directly proportional to the water stream depth. That is, we 
can express that  

                                         / 0 = h2/(h0) 2                2.3(c) 
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                                    / 0=h/h0                                      2.3(d) 

By the perfect gas state equation, we have 
 

P = RT. 
Using this Eq.2.3(c), we obtain 
                                               

                                           T/T0=h/h0                     2.3(e) 
Where po,  0,  T0,  h0 are the stagnation pressure, 

stagnation density, stagnation temperature of the gas and the 
stagnation depth of water stream, respectively. 
                  
        In gas flow, the velocity of propagation of a small 
pressure disturbance is the speed of sound ‘a’. The 
corresponding parameter in hydraulic flow is aw, the velocity 
of propagation of a surface disturbance with a large 
wavelength compared to water depth. The wave speeds ‘a’ 
and aw may be expressed as  

                                 a = ( / )1/2 

                                 aw=(2g wh2/2 wh)1/2  = (gh)1/2 

We know from our basic studies on fluid flows that it is 
possible to identify a group of dimensionless parameters 
between any two dynamically similar flows. Therefore, from 
the above discussion on gas and water flows, it is possible to 
identify the Mach number and Froude number as the non-
dimensional similarity parameters, respectively, for gas and 
water streams. That is, for the gas and water streams to be 
dynamically similar, the Mach number of the gas stream and 
the Froude number of the water stream must be equal. The 
Mach number M and the Froude number F may be expressed 
as 
 
                                    M = Vg /a                                2.3(f) 

 
                                Fr = Vw /(gh)1/2                                          2.3(g) 

 

Where Vg and Vw are the velocities of gas and water streams, 
respectively. 
 

 When M<1 the flow is termed subsonic. 
 When M>1 the flow is termed supersonic. 
 When Fr<1 the flow is termed subcritical. 
 When Fr>1 the flow is termed supercritical 

Furthermore, there exists a degree of similarity between the 
flow patterns in the water and gas streams. In supersonic 
flows, g= sin-1(1/M) is the smallest angle at which 
disturbance prevails in the flow with a given Mach number 
M,  where  g is the Mach angle. The analogous quantity in 
shallow water is  w= sin-1(1/Fr), where w is called Wave 
angle.[3] At this stage, it must be noted that in the above 
analysis of similarity between shallow water and gas streams, 
nowhere was the assumption of zero vorticity made. The 
expression for vorticity in a two-dimensional gas flow as well 
as in a water flow can be written as- 
                                

                     CurlV=K(                   2.3(h) 

  
Where V is the resultant velocity, u and v are the velocity 
components along the x- and y- directions, respectively, and 
k is the directional vector in the z- axis direction. Hence, in a 
principle it is possible to compare rotational flow in the two 
media. However, in practice the real fluid effects complicate 
the comparison. From the above discussion it is evident that 
with =2 the governing equations for the gas flow are 
identically the same as those for shallow water stream. The 
analogy holds for flows with Mach number smaller and 
greater than 1. 

 
Table 2.1: Analogy comparsion between the Gas dynamics 

and hydraulic dynamics[5] 
 
 GAS   DYNAMICS                  HYDRAULIC 
DYNAMICS 

 

2.4 Basic Assumptions 
 

 The fluid is frictionless so that the conversion of 
mechanical energy into heat is excluded both in gas 
and in water. 

 The flow is one-dimensional and is in a duct (for 
gas) or channel (for water) of uniform cross section. 
This implies that the transverse components of fluid 
velocity are negligible compared to the axial 
velocity. 

 The viscosity and the surface tension of the water 
are neglected. In the analysis of waves, they are 
considered to be long waves so that the change on 
elevation of water is considered to be small in 
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comparison to ho, the water depth at equilibrium 
position.[5] 

 The vertical acceleration of water is negligible 
compared to the acceleration due to gravity. Under 
this assumption the static pressure at a point in a 
field flow is assumed to depend linearly on the 
vertical distance under the free surface at that 
position. In other words, 

p = g (h – y). 
 

It is further assumed that the velocity is uniform   and 
constant over any cross section perpendicular to the flow 
direction. Justification for this assumption for the case 
one-dimensional unsteady flow 
 In one-dimensional unsteady flow of gas dynamics, 

all parameters (pressure, temperature, velocity) are 
assumed to be uniform and constant across any 
section perpendicular to the direction of flow. 

Table 2.2: Analogy Implication[5] 

 
 
3 Application of Hydraulic Analogy 
 
3.1 Aerodynamic Forces on Airfoils 

Predictions of aerodynamic force coefficients, namely CL 
and CD, of wings in steady two-dimensional flow are of great 
importance in the field of aerodynamics. Extensive exact and 
approximate theories have been developed for this study. The 
purpose of the present experiment is to show the validity of 
the analogy to steady supersonic flow past airfoils. 

The airfoil chosen is half-wedge airfoil. The 
aerodynamic coefficients can be determined accurately, using 
the shock expansion theory. The necessary condition for 
applying this theory is that the sharp edge model kept at an 
angle of attack in a supersonic stream must have the shock 
wave attached to the airfoil at the leading edge. The theory 
employs a step-by-step application of shock relations for 
shock waves and expansion wave 

 
 

3.2 Hydrodynamic Forces on Airfoils 
 

When an airfoil is placed in a high velocity shallow 
water stream of fixed Froude number with free surface, the 

resulting water depth distribution around the model will be 
analogous to pressure distribution around the same model in 
supersonic gas stream Mach number equal to Froude number. 
The conditions under which the analogy will be valid are : 

 
 The hydraulic model should be geometrically similar to 

the airfoil. 
 The Froude number of the water should be equal to the 

Mach number of the gas stream. 
 The chord plane of the model must be perpendicular to 

the water channel bottom floor.                            

From hypercritical water flow, through the measurement 
of depth distribution, the hydrostatic pressure around the 
model can be determined. Hence, the hydrodynamic lift, 
drag, and moment acting on the model can be computed. [4] 
 
3.3 Measurements with a Wedge Airfoil 
 

A wedge airfoil of wedge angle 70 has  been  used  for  the  
study. The experiments were conducted in a water flow 
channel with a test section cross section of 600mm x 
1800mm. 

 
Figure 3.1: Wedge shape Airfoil 
 

               
The wedge airfoil was tested at a Froude number of 2.13 at 
various angles of attack. Using the properties of analogy, it 
can be shown that [6]. 

CL= 2(h4/h1)2 cos  – (h2/h1)2 {cos( - )/cos } – (h3/h 
1)2 {cos( + )/cos } 

CD = 2(h4/h1)2 sin  – (h2/h1)2 {sin( - )/cos } – (h3/h1)2 {sin( + )/cos }     

CM = (h4/h1)2 – (h2/h1)2 (1/4cos2 ) – (h3/h1)2 (3/4cos ) 

Where CL, CD, and CM are the lift drag, and pitching 
moments respectively, and  and , respectively, are the 
angle of attack and the semi wedge angle. The subscripts 1, 
2, 3, and 4 to the water stream depth h refer to the zones of 
the flow field around the airfoil.                   
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By measuring the depths at various locations around 
the wedge the hydrodynamic coefficients can be obtained.  

 
4 Hydraulic Jumps (Shocks) 
 

It is known that in shooting water under certain 
conditions, the velocity may decrease over short distances and 
the water depth suddenly increase. An unsteady motion of 
this type is known as a hydraulic jump. Hydraulic jumps 
occur only in shooting water that is in water streams with 
flow velocity greater than the wave propagation velocity. To 
have a better understanding of hydraulic jump, let us examine 
flow through a large sluice gate. Let us imagine the forward 
water  ahead  of  the  gate  at  rest,  and  that  from  behind  there  
arrives  the  front  of  a  water  wave  which  arose  from  the  
opening of the sluice gate. If the wave were very small, it 
would move forward with the basic velocity (gh1)1/2. Because, 
however it has finite height (h2-h1), it moves to a first 
approximation, with the velocity 
                             U1=[g(h1+h2)/2]1/2 (h2/h1)1/2     4(a)  

Where subscripts 1 and 2 refer to states ahead of and 
behind the water wave. This velocity is much larger than 
(gh1)1/2 or (gh2)1/2.  In  the  present  flow system,  water  may be  
considered as moving with the velocity u1, with respect to the 
wave. That is, apparently the wave is made to remain at rest 
in peace. Now the water ahead of the wave flows with 
velocity u1,  and  it  is  greater  than  (gh1)1/2. From the above 
argument it can be seen that the hydraulic jump will remain 
stationary only in shooting water, such as flow through sluice 
gate. If the wave existed in streaming water, it would, 
because of its propagation velocity (which in this case is 
larger than flow velocity), travel upstream. There would be 
the usual outflow from upper to lower level without shock. 
Hence the term shock will be used interchangeably with 
hydraulic jump, and naturally has nothing to do with the 
compressibility of water. A shock in which the wave front is 
normal to the flow direction is called a right hydraulic jump. 
It naturally has the property that the propagation velocity of 
the  shock  wave  relative  to  the  wave  water  is  equal  and  
opposite to the water velocity ahead of the jump. [3] 

 
                 The second kind of hydraulic jump that is along a 
line oblique to the flow direction is called a slant hydraulic 
jump.  Let  the  water  flow  from  left  to  right  out  of  an  open  
sluice gate. The water depth decreases and the velocity 
increases. The water flows from constant upper water level 
into a basin with constant lower water level. Because the 
difference in head is greater than one third of the upper water 
depth, the water after escaping from the sluice receives a 
larger velocity than the basic wave propagation velocity, so 
that it shoots. It is thus possible for it to accelerate so rapidly 
that water surface of the flow becomes lower than the lower 
water level. There is a portion of the flow for which there is 
considerable pressure rise over a short distance. In this flow, 
however, the jump does not take place normal to the velocity, 

but instead along a line oblique to the flow direction, and we 
have a slant jump. 
 
                 The slant jump, like the right jump, occurs only in 
shooting water. In order to be able to give a simple numerical 
treatment of the slant hydraulic jump, we make the 
assumption that the motion is entirely unsteady; that is, the 
water jumps suddenly along the jump line from the lower 
water level to the level after the jump. The simplest case of 
such a jump is obtained if a parallel flow is deflected by an 
angle. A similar deflection in a gas stream with supersonic 
velocity will result in oblique shock. Flows past such shocks 
are treated exhaustively in standard books on gas dynamics. 
Here, however, for the shock of the shooting water, the 
analogy with a compressible gas flows for =2 no longer 
strictly hold.  
 
                 At this stage, it is essential to realize that most of 
the assumptions made in the establishment of the analogy 
cease to be valid at discontinuous flows such as a hydraulic 
jump. For instance, the assumption that the vertical velocity 
or acceleration is negligibly small is not valid when a jump 
occurs, because the vertical component of velocity is 
considerable at jump. But equations of continuity and 
momentum are still valid on either side of discontinuity.  
 
                 In supercritical shallow water flows, 
discontinuities in the form of a hydraulic jump occur. This 
discontinuity results in a sudden rise in water depth and 
change in velocity. At a jump, surface tension and viscosity 
act as equilibrating forces and they cannot be neglected. 
Energy losses occur at the hydraulic jumps that are dissipated 
through heat losses in turbulence at strong jumps and 
undulations in weak jumps. 
 
                In supersonic gas flows shocks occur. In such a 
case viscosity and heat conduction are no longer negligible. A 
part of them are used to increase the internal energy and the 
rest affect the dynamic properties of the flow. The flow 
process across a shock is no longer isentropic but adiabatic. 
 
                Because the flows with shocks or jumps are not 
isentropic it might be expected that the quantitative 
correspondence breaks down. The entropy change, of course, 
is third order in shock strength so that the weak shocks are 
nearly isentropic. In weak jumps also energy losses are 
negligibly small. These changes are of the third order with 
reference to the difference in depth across the jump. Hence, 
the quantitative similarity should hold good to a good 
approximation. 
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4.1 General Equations for Attached Oblique 
Shocks                                                               

 For an oblique shock with shock angle  and the 
flow turning angle  in a gas flow the Mach number after the 
shock may be expressed as (Rathakrishnan, 1995) 

(M2)2sin2( - )={1+( -1/2)(M1)2sin2 }/ (M1)2sin2  –( -1/2)    

Where the subscripts 1 and 2, respectively, refer to conditions 
upstream and downstream of the shock wave. The density 
ratio across the shock can be expressed as                             

2 / 1= ( +1)(M1)2 sin2 /( -1)(M1)2 sin +2           

                   2 / 1 = tan /tan( - ) 

The pressure ratio across the shock is given by 

         2/ 1 = 1+(2 / +1){(M1)2 sin2 -1}          

In terms of density ratio, the pressure ratio may also be 
expressed as  

  2/ 1 = {( +1/ -1)( 2/ 1)-1}/{( +1/ -1)- 2/ 1}                  

4.2 General Equations for Slant (Oblique) 
Attached Hydraulic Jumps 
        Let subscripts 1 and 2 refer to conditions immediately 
before and after the jump, respectively. The Froude numbers 
Fr1(= V1w /(gh1)1/2)     and Fr2 (= V2w /(gh2)1/2

     and the depth 
ratio h2/h1 can be expressed as[8] 

Fr1 = (1/8sin2 )[{tan (1-2tan2 )-3tan /tan -tan }-1]1/2     

 Fr2 = (h1/h2){1/sin( - )}[1/2(1+h2/h1)]       

 h2/h2 = ½ [{1+8(Fr1)2sin2 w}1/2 -1]  

From the general equations for the oblique shocks in gas 
and jump in liquid, it is obvious that these equations are 
similar. 
 
 
5 EXPERIMENTAL SETUP 

 
Applications are illustrated here by 

 Studying the flow fields around hypercritical airfoils 
in the steady and unsteady transonic regimes of flow 

 Examining the validity of the analogy to steady 
supersonic flows 

 
For investigating the flow field around airfoils 
qualitatively, two profiles, namely a shock less lifting 
airfoil and a quasi-elliptical non-lifting airfoil section have 
been chosen. The experiments have been carried out in a 
water bed facility. 

For demonstrating the quantitative aspects of the analogy, 
experiments have been done with a semi-wedge airfoil. From 
depth measurements the aerodynamic coefficients are 
computed and the flow pattern around the model wave 
recorded photographically. For this a water flow channel 
facility was used. 

 
 

 
6 EXPERIMENTAL STUDY 

The experimental runs were made with a free stream 
Froude number keeping semi-wedge airfoil model at 0 angle 
of  attack.  The  Froude  number  required  was  obtained  by  a  
trial-and-error procedure, as follows. The volume flow in the 
water channel was measured by flow meter for the positions 
of bay-pass valve opening. Knowing the free steam depth and 
channel width, the Froude number was calculated.  

 
 The position of the valve opening was adjusted to 

different flows. The adjustments were continued until an 
opening of the valve resulted in the free steam Froude 
number (1.5 to 2). The corresponding depth of the steam was 
5 mm. This satisfied the condition for the flow to be a 
shallow water stream and thus was an appropriate depth for 
the analogy.  

 
The flow field around the semi-wedge model was 

photographed with a flash camera. Using the measured 
values of the water stream depths, h1,  h2,  h3 and h4 in the 
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different zones of the flows fields around the airfoil. The 
different downstream properties such as pressure, density lift, 
drag and moment coefficients were calculated. 

 
The imaged is processed in the Roborealms for line 

generation around the body. The processed imaged is 
processed in Matlab for generating the angle around the 
body. The calculated value was put in C to calculate the 
properties.  

 
The validity of the analogy can be checked by 

calculating the Cl, Cd,  Cm independently, with shock- 
expansion theory and comparing the results of the two 
methods.  

 
It is seen from these flow patterns that all the features of 

a supersonic gas floe field around a semi-wedge ,such as the 
shock waves and the expansion fan, which can be viewed by 
employing a Schlieren technique in the gas flow, are 
exhibited by the analogous water flow field. There are many 
waves caused by the disturbance. Therefore, the experiment 
has to exercise extreme caution in interpreting the analogous 
gas dynamics around the model. 

 
7 RESULT AND DISCUSSION 
 

The experimental value of wave angle found is in total 
correlative with the value found with help of formula of gas 
dynamics. Hence analogy stands with minor errors.   
 

7a: RoboRealms Results   
 

Figure 7.1: Semi-wedge 7 angle at F=2  
 

a) Real Image 

 
 
 
 
 

 
b) Robo Realms Image 

 
 
7b. Matlab Results  
 
 

Table 7.1: Matlab Results of Semi- Wedge  Angle @ 7 
 

MODEL HALF 
ANGLE  

F = 2 F = 1.5 

Wave Angle 39.2332 34.5647 
 
 
7c. Turbo C Results  

Table 7.2: C Results of Semi- Wedge Angle @ 7 
Coefficients Angle at 7 at F 

= 1.5  
Angle at 7 at F 

= 2 
CL -0.011 -0.024 
CD 0.013 0.017 
CM 0.012 0.021 

 
 
 
 

8 Error Conclusion 
 

 The wave angle formation was disturbed by 
interference effect of transverse wave. 

 The direction of jet is not constant through the water 
bed. 

 The height of water is measured through rough idea 
by means of scale. 

 Due to the voltage fluctuation there is no continues 
flow of water over the bed. 

 Pressure of flow is not uniform over the bed. 
 The leveling of ground is not proper. 
 Intensity of light is not proper over the water bed. 
 The angle of attack is not properly zero in some 

cases. 
 The changes in the vertical motion of water level 

over bed introduce some error in height 
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measurement around the model. Since this analogy 
holds for non-viscous fluids, it was found that there 
was some viscosity due to dust and addition of 
kerosene.  

 
9 Conclusion  

 
The analogy between the shallow water flow with 

the free surface and two-dimensional gas flow has been found 
to be useful for qualitative as well as quantitative study of 
high speed flows. 

The essential feature of this analogy is that the 
Froude Number of shallow water flow with the free surface is 
equivalent to a gas stream with Mach number equal to that 
respective Froude number. This analogy is valid for one-
dimensional and two-dimensional flow only. The water 
analogy is well established for a gas with  = 2. 

It was seen from the results that all the features of 
supersonic gas flow field around the semi-wedge such as 
shock wave and expansion fan can be exhibited by the 
analogous water flow field. 

It is important to realize here that, in addition to 
expansion and compression waves, there are many waves 
caused by the disturbance which affects the formation of 
wave angle around the body. 

Therefore, experimenter has to excises extreme 
caution in interpreting the analogous gas dynamics waves 
around the model.      

The error arises as a consequence of neglecting 
vertical acceleration are proportional to h and (Fr) 2. The 
error  also  depends  on  the  shape  and  size  of  the  model  and  
varies inversely with the size of the model. Hence the 
theoretical and practical phenomenon matches and desirable 
results achieved. 
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Abstract—This paper presents a new approach for 
workflow design in cloud computing.  

Generally the workflow design in cloud computing is 
specified by BPEL/BPMN, which is transformed into the 
existing formal methods for analysis and verification of the 
design. However the main paradigms of the existing methods 
reveal some limitations to the design due to their structural 
characteristics: process algebras mainly focus on in-the-large 
(ITL) views, and, reversely, state machines mainly focus on 
in-the-small (ITS) views. Therefore it is necessary to 
transform ITL views to ITS views, or vice versa, based on 
some equivalence relations. How can we avoid this notion of 
the equivalence and transformations to achieve some 
maximum integration views of the design? 

A new visual formal method, called Onion, is presented 
in this paper to integrate these two different ITL and ITS 
views in a single view. In Onion, processes and their 
transitive actions are graphically represented in one single 
entity, just like those of a real onion. Further the temporal 
properties of actions in the processes are specified in a geo-
temporal space. Once these are done, the requirements for 
the design are graphically specified on the processes and 
actions using a visual logic. Finally, the design is analyzed 
and verified through simulation in order to see whether it 
satisfies the requirements and restriction.  

The comparative study shows that the Onion approach is 
very effective and efficient for BPEL/BPMN and overcome 
some limitations of BPMN/BPMN.  

keywords: Cloud Computing, BPEL, BPMN, Onion, Geo-
temporal Space, Visual Logic, Analysis, Verification. 

I.  INTRODUCTION 
This paper presents a new method for workflow design in 

cloud computing.  
Generally the workflow design in cloud computing is 

specified BPEL[1] and BPMN[2], which is the visual 
representation of BPEL. Once the design is completed, it is 
analyzed and verified by the existing formal 
methods[3][4][5]. 

However the existing methods reveal some limitations to 
the cloud computing due to their structural characteristics, 
that is, of process algebras and state machines[6][7]. 

The cloud computing requires strong visualization in 
process modeling and workflow design, especially, that of 
process mobility, interactions, reconfiguration, requirements, 
verification, etc. in the target geo-temporal space[8]. 

However, the methods in process algebras seem to fail to 
show the detailed views of the designs since they focus 
mainly on in-the-large (ITL) views. Reversely, the methods 
in state machines seem to fail to show the abstract views of 
the designs since they mainly focus on in-the-small (ITS) 
views.  

Due to these reasons, the equivalence between process 
algebra and state machine has been a critical issue to show 
both ITL and ITS views in one design.  

The main objective of the research in this paper is this: 
How to overcome these limitations, satisfying all the 
requirements of the workflow design in cloud computing? 

The method presented in this paper to achieve this 
objective is the integration of these two different 
representations in a new visual language, namely, Onion [9], 
with the basic properties of processes, timed actions 
(communications and movements), as well as hierarchical 
structure, in a geo-temporal space. 

The main distinctive characteristic of Onion is the 
representation of processes, just as in process algebra, and 
their transitive actions, just as in state machine, in one 
singular entity. That is, each process in the design is 
represented as a process node in Onion, and the interactions 
and movements of the process are represented as the layered 
circular leaves of the node, just like those of a real onion, in 
a geographical space.  

This representation shows both ITL and ITS views of the 
design, and satisfies the requirements of the design, that is, 
the visualization of process mobility, interactions, 
reconfiguration, etc.  

Once it is done, the temporal properties of interactions 
and movements of the processes are specified on a geo-
temporal space, which is the expansion of the geographical 
space to the temporal dimension. Each timed action is 
specified in a block with the temporal attributes, such as, 
ready time, timeout, execution time, deadline, etc. 

Once the temporal properties are specified, the 
requirements of the processes and actions are graphically 
specified with a visual logic on geo-temporal blocks of 
processes and their actions. 

Finally the static and dynamic verification of the 
requirements are performed and displayed on the geo-
temporal space.  
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Figure 1.  Cloud Computing / Workflow Design 

The overall approach in the paper is shown in Fig. 1: 
Ÿ Firstly, an initial workflow design for a target service 

from cloud computing is specified in BPEL/BPMN and 
translated into processes and actions in Onion on a 
geographical space. 

Ÿ Secondly, the extended features, i.e., mobility, 
interactions, and control of the processes in the design 
are added to the translated design on the geographical 
space. 

Ÿ Thirdly, the temporal properties of the actions, i.e., 
communications and movements, are specified on a 
geo-temporal space in Onion.  

Ÿ Fourthly, the requirements of the processes and their 
actions are specified visually on the geo-temporal space 
with a visual logic. 

Ÿ Finally, the requirements are visually verified, both 
statically and dynamically, on the geo-temporal space.  

All these processes are performed visually with the 
support of the Onion System [9]. 

The paper is organized as follows. Sections II and III 
present the basic theory of Onion. Section IV presents an 
iCloud example. In Section V, the approach will be 
comparatively analyzed with other approaches. Finally 
conclusions will be made. 

II. ONION LANGUAGE 

A. Onion Textual Language (OTL) 
OTL is a universal process algebra in text for Onion 

Visual Language (OVL). The basic syntax and semantics of 
OTL are collected from CSP[10], CCS[11], p -calculus[12] 
and MA[13]. The extended features are the notions of 
mobility and process control. 

The syntax of OTL is defined as follows: 

::
|
^ ( ) ^ ( )
\{ } /{ }

;
:: ( ) ;
:: ( ) ;
:: 0 ;
::

| | |
| |
| |
|

|

! ? !? ?!

|
| | | | | |

| | |
| | |

|

;
:: ;
:: ;| |

P P
P Q P Q P Q
P n P b
P V P V
P Q

b
P P b P

c x c x c x c x
inQ out Q get Q put Q
exits exita kills Q killaQ

a

a a a

a e s d q t l
s
d
q

¢ ¢=
¢ ¢ ¢ ¢ ¢ ¢+
¢ ¢

¢ = ®
¢ = ®
=
=
=
=

g
g

>  

□ 
Note that b, c and V are a Boolean condition, a channel 

name, and a list of variables to hide, respectively. 
① P : A process in a sequence of actions.  
② a¢ : A conditional action, which is an action a  with b . 

(i)  0 : No action. 
(ii)  e : An empty action. If bØ , then ( )b a e® = . 

(iii)  s : Communication actions. 
(a)  !c x , ?c x : Asynchronous send/receive. 
(b)  !?c x , ?!c x : Synchronous send/receive. 

(iv)  Movement actions (d ):  
(a)  inQ , out Q : Active or autonomous-in/out. 
(b)  get Q , put Q : Passive or heteronomous-in/out. 

(v)  Process termination actions (q ):  
(a)  exits , exita : self-termination.  
(b)  kills Q , killa Q : Synch/asynch kill.  

(vi)  Thread control actions:  
(a)  |P Q¢ ¢ : Parallel. 
(b)  P Q¢ ¢+ : Nondeterministic choice. 
(c)  P Q¢ ¢g : Sequential.  
(d)  ^ ( )P n¢ : Recursion. ^ ( )P n¢ = ( ^ ( 1))P P n¢ ¢ -g , 

1n ³ . ^ (1)P P¢ ¢= , ^ (0) 0P¢ = . 
(vii)  Other actions: 

(a)  P Q> : Exception handling action:. 
(b)  \{ }P V , / { }P V : hide and reveal. 

Note that the timing properties of an action is represented 
by [ , , , , ]r to e d pa , where r, to, e, d and p represent ready time, 
timeout, execution time, deadline, and, optionally, period, of 
the action, respectively. 

B. Onion Visual Language (OVL) 
OVL is a visual representation for OTL.  
In OVL, a process is represented by a node, and its 

actions by a sequence of nested round layers, just like those 
of a real onion. For example, ::P a b g= g g , that is, a process 
( P ) consisting of three sequential actions (a , b , and g ), 
is represented as shown in Fig. 2.   
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Figure 2.  Active Process with Actions 

Note that actions are denoted in two different types of 
circles: straight and dotted. These imply active ( a ) and 
inactive ( b , g ) actions. A process with an outermost active 
action is defined as an active process, and a process with the 
outermost inactive as an inactive. Note that all the 
conditional and nondeterministic actions are inactive.  

For communication, a port is defined and represented by 
a dot on a circular action leaf. A communication between 
two processes is represented by a straight arrow between two 
ports. The synchronicity/asynchronicity of communication is 
distinguished by open/close mark on the dot. Note that only 
the arrow remains dotted unless both actions of two 
processes for a communication are active. Fig. 3 shows 

:: !?x ma = , :: ?!x mb =  and :: ?x mg = . 

 
Figure 3.  Process with Ports. 

An autonomous movement is represented by a curved 
arrow with closed round/arrow marks at the ends, and a 
heteronomous movement by a curved arrow with open 
round/arrow marks. Once a movement occurs, the process 
will be relocated in another place, called future process, as 
the target of the movement. For example, Fig. 4 shows both 
autonomous and heteronomous movement actions. Note that 
the targets of the arrows are future processes. 

 
Figure 4.  Movement Actions with Future Processes. 

A process can be nested in another process by visual 
containment. 

C. Transformation of BPEL Key Statements Onion 
Table 1 shows the relations between BPEL key 

statements to Onion, extended from those to LOTOS in [14]. 
This allows the basic BPEL specification of workflow design 
to be translated to Onion. Once it is done, the further 
specification of mobility and reconfiguration of processes in 
the design is possible in Onion. 

TABLE I.  TRANSLATION BPEL/MPMN TO OTL/OVL VIA LOTOS 

 Sample BPEL Sample LOTOS OTL OVL 
1 < ... act1 ... >  

</act1> 
 <assign ... > 
   <copy>  
      <from expression="5"/>  
      <to var="x"/>  
   <copy>  
</assign>  
< ... act2 ... >  
</act2> 

..act1..; exit(5) �   
accept x:Nat in ..act2..  

  

2 <receive ... variable="m"> 
</receive> 

g?m:Nat;  g?m 
 

 

3 <reply ... variable="m">  
</reply> 

g!m:Nat; 
 

g!m 
 

 

4 <sequence …> 
   <… act1 …> <… act2 …> 
</sequence> 

..act1..; ..act2.. act1� act2 

 
5 <while 

condition=“bpws:getVariableData(x)>=0”> 
  <..act1..> </..act1..> 
</while> 

 P^(x>=0); 
P::=act1; 
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6 <invoke … invar=“mS” 
                  outvar=“mR”> 
</invoke> 
 

gS!mS:Nat; 
gR?mR:Nat; 
 

g!mS� g?mR 
 

 

7 <pick …> 
  <onMessage … variable=“m1”> 
    <… act1 …> 
  </onMessage> 
  <onMessage … variable=“m2”> 
    <… act2 …> 
  </onMessage> 
</pick> 

(g1?m1:Nat; ..act1..) [] 
(g2?m2:Nat; ..act2..) 

g1?m1+g2?m2 
 

 

8 <flow …> 
  <…act1…> 
    <source linkname=“link1” 
condition=“cond1”/> 
  </act1> 
 <…act2…> 
    <target linkname=“link1”/> 
  </act2> 
</flow> 

..act1..; 
([cond1]->link1 !1; [] 
[not(cond1)]  
->link1 !0;) 
|| 
( link1 ?x:Bool; 
([x=1]->..act2.. [] 
[x=0]->i) ) 

P|Q 
P::=(cond1->link1) 
Q::=link1 

 

9 <switch> 
<case 
condition=“bpws:getVariableData(x)>=0”> 
  <..act1..> </..act1..> 
</case> 
<otherwise> 
  <..act2..></..act2..> 
</otherwise> 
</switch> 

 (x>=0->act1) �
(x<0->act2) 

 

III. GEO-TEMPORAL SPACE AND VISUAL LOGIC 

A. Onion Geo-Temporal Space (GTS) 
The Geo-Temporal Space (GTS) for Onion is the 

representation of geographical space over temporal 
expansion in Onion. Geographical space (GS) is the one-
dimensional vertical representation of OVL. Temporal Space 
(TS) is the one-dimensional horizontal representation of 
execution of processes and actions in OVL. Consequently, 
GTS is the two dimensional representation of OVL. 

A process P in GS is represented by a vertical line 
between two virtual geographical points, i.e., t (at the top) 
and b (at the bottom), and is denoted by ( ),P t b . Any nested 
process should reside in the space of its parent process in the 
same pattern. Examples are shown in Fig 5. By default, 
( ),P t b  is represented by P . 

        
Figure 5.  GS for P.                   Figure. 6 TS over GS. 

The TS over GS for a process P is defined as a geo-
temporal block (GTB), namely, process GTS, and 
represented by a horizontal space over the GS. There are two 
types of GTB: discrete and continuous. The discrete space is 

GTB at a discrete time, 1t , i.e., 1[ ]P t . The continuous space 
is GTB at the continuous time between 1t  and 2t , i.e., 

1 2[ , ]P t t , as shown in Fig. 6.  
A timed action of a process P is also represented by a 

GTB namely, action GTS. Its timing requirements are based 
on the definition of the timed action: r, to, e, d and p. The 
example of the actions for :P a b g= g g is shown in Fig. 7. 
The GTBs of the actions are represented with dotted lines 
since they are defined to be inactive. Note that the types of 
actions are denoted by the squared yellow marks in legend. 

 
Figure 7. Action with Timing Requirements. 

A timed interaction between P and Q is represented by a 
direct edge between action GTBs in process GTBs, as shown 
in Fig. 8.                                                                  

 
Figure 8.  Timed Interaction (Synch Communication). 
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B. Visual Logic (VL) on Geo-Temporal Space  
Visual Logic (VL) is a language to specify visually the 

requirements of processes and actions in GTS. VL defines 
the requirements as some inclusion or precedence relations 

between/among process and action GTBs in GTS. The 
syntax and semantics of VL are described in Table II. Note 
that A and B in the table are process GTBs in geographical 
requirements, or action GTBs in temporal requirements. 

TABLE II.  SYNTAX OF VISUAL LOGIC 

 Syntax Semantics Syntax Semantics 
Geo- 

graphical 
Requirements 

 

A can be in B. 
B can be in A. 

 

A cannot be in B. 
B cannot be in A. 

 

A can be in B. 
B cannot be in A. 

 

B should be in A, always. 

 

B can be in A. 
A cannot be in B. 

 

A should be in B, always. 

Temporal 
Requirements 

 

Action A should be performed before B in 
time. 

 

Actions A and B can be performed 
concurrently in the same time period. 

 

Action B should be performed after A. 
 

Actions A and B cannot be performed 
concurrently in the same time period. 

Interval 
 

Open interval 
 

Close interval 

Conditions 

 

Condition for requirements: time, 
frequency, behavior, etc.   

Fig. 9 shows some examples in VL on a GTS. For 
example, R1 to R6 define the following requirements:  

Ÿ R1: Process A must reside in Process B all the time. 
Ÿ R2: Action b1 in Process B must precede Action c1 in 

Process C.  
Ÿ R3: Actions in TS2 of C and actions in TS3 of D can 

execute concurrently. 
Ÿ R4: The total execution time of actions in TS4 of D 

should be less than 100 time units. 
Ÿ R5: C cannot move into A within the TS1  interval of A. 
Ÿ R6: All the actions of D have to be terminated in 600 

time units. 
Note that requirements can be expressed recursively in 

conjunctive and disjunctive forms. 

 
Figure 9.  Example of VL on GTS 

IV. AN EMS EXAMPLE 

A. 911 Service in EMS  
911 service is the main service in Emergency Medical 

Service (EMS), where, in case of an medically urgent 
situation occurred to Patient in House, EMS Center is 
informed and sends a message to 911 to transport the patient 
to Hospital, and, upon the message, an ambulance from the 
911 go to the house and take the patient to the hospital in 
time.  

 
Figure 10.  Workflow model example in BPMN 

This service can be described in BPMN as shown in Fig. 
11, where the movements of ambulances and patients are 
represented in the form of message-passing due to the 
limitation of expressivity for movements in BPMN. 
Consequently there are considerable difficulties in specifying 
the movements of patients, ambulances and doctors in the 
EMS example. Further there is no way to display the overall 
reconfigurations of the example in timely progression.  

B. OTL and OVL 
In the Onion method, a BPMN specification for the EMS 

can be translated into OTL, and the movements and actions 
of the processes in the EMS are specified with related data 
further in OTL and OVL as shown in Fig. 11 and 12. 

 
Figure 11.  OVL for iCould Example 
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2 3[5,29,1,35] 4 3[5,14,1,20]

1 2[5,9,1,15] 2 2[5,9,1,15] [240] [5,9,45,60]

[490]

| | 911| ;
:: ?! !? ' | ;

:: ?! !?

def
HealthcareSystem House Center Hospital
House x msg x msg House Patient
Patient x msg x msg in Ambulance

outAmbulan

=
=

=

g g
g g

g [5,34,60,100] [600] [5,34,60,100]

1 1[5,9,1,15]

3 4[5,54,1,60] 1 5[2,7,1,10] 1 6[5,24,1,30]

1 5[5,134,1,140] 2

' | ;

:: !? ';

:: ?! !? !? ';

911:: ?! !?

ce inOR Patient Sensor
Sensor x msg Sensor
Center x msg y msg k msg Center

y msg y m

=

=

=

g g
g
g g g
g 7[5,24,1,30]

2 7[5,144,1,150] [5,14,10,30] [5,9,35,50]

[5,74,30,110] [5,14,160,180]

1 6[5,164,1,170] 2

911' | ;

:: ?! 911

';

:: ?! !?

sg Ambulance
Ambulance y msg out in House

out House in Hospital Ambulance
Hospital k msg k msg

=

=

g
g g

g g g
g 6[5,24,1,30]

2 6[5,174,1,180] 3 6[5,24,1,30]

3 6[5,184,1,190] [480] [5,14,60,80] [5,14,12,140]

' | | ;

:: ?! !? ' | ;

:: ?! ';

:: ;

Hospital OR Lounge
Lounge k msg k msg Lounge Dr
Dr k msg out Lounge inOR Dr
OR

=

=

=

g
g g

g g g

 

Figure 12.  OTL for EMS Example 

In OVL, the key players of the EMS can be visually 
configured as shown in Fig. 11, and their interactions and 
movements are visually recognizable.  

The pictorial description is as follows: 
Ÿ a1~a6: A critical event is detected from a patient’s 

sensor and sent to the EMS center. The center informs 
both a 911 center and a hospital, where the patient has 
been under treatment, of the patient’s situation. 

Ÿ a7~a8: An ambulance from the 911 goes to the patient’s 
house. 

Ÿ a9: The patient is carried out of the house and gotten on 
the ambulance.  

Ÿ a10~a11: The ambulance goes to the hospital. 
Ÿ a12~a13: The patient is gotten off the ambulance and 

carried into the emergency room of the hospital. 
Ÿ a14~a15: A medical doctor in the hospital is informed of 

the patient with a message.  
Ÿ a16~a17: The doctor goes to the emergency room. 
Note that, in OVL, the movements, communications, and 

reconfiguration of processes can be represented in 
hierarchically organized structure.  

As stated, the most important feature of OVL is the 
integrated representation of ITL and ITS views of the service.  

C. Onion GTS 
Once the EMS is specified in OVL, it is necessary to 

define temporal properties of actions of processes in the 
EMS. Fig. 13 shows GTBs of each processes and actions in 
them, as well as the interactions, from a1 to a17, among them. 
Note that the temporal properties of each action are scaled 
over its temporal dimension. Its temporal scale is presented 
at the top of the figure. 

D. VL 
The requirements for the example are specified visually 

in Fig. 14. These imply the following conditions to be 
satisfied: 

Ÿ R1: The doctor has to arrive at the emergency room 
before the patient is carried into the room.  

Ÿ R2: The patient has to be carried to the hospital in the 
time units of 400 after he is gotten on the ambulance. 

Ÿ R3: The sensor has to be attached to the patient’s body 
all the time. 

 

 
Figure 13.  GTS and GTBs for iCould Example 

 

 
Figure 14.  VG Requirements for iCould Example 

E. Analysis and Verification 
In the Onion method, the above requirements can be 

verified, dynamically. The dynamic verification implies the 
verification based on run-time analysis. The results of the 
verifications can be visually displayed on the verified GTS.  

For example, Fig. 15 shows the results of the dynamic 
verification for the example. The similar results are 
generated. The difference is that it shows the run-time results 
as it is being executed. The figure shows the results of the 
execution at the time units of 700, as shown at the top of the 
figure. All the executed GTBs are represented as the straight 
lines. 
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Figure 15.  Results of Dynamic Verification for iCloud Example 

V. COMPARISON WITH OTHER METHODS 
Generally workflow design in cloud computing with 

BPEL/BPMN consists of the following steps: 1) 
specification, 2) analysis, and 3) verification. Once the 
design is specified in BPMN, the specified design is 
transformed to some formal methods for analysis and 
verification. The properties of the design to be analyzed and 
verified are basically dependent on the capability and 
characteristics of the formal methods. As stated, process 
algebras mainly focus on ITL views, and, reversely, state 
machines mainly focus on in-the-small (ITS) views. Due to 
these characteristics, it is necessary to transform processes 
algebras to state machines, or vice versa, to see both ITL 
and ITS views by means of some equivalence relations. 

Onion attempted to handle this problem by integrating 
both views in one view in Onion. Further Onion tried to 
visualize all the contents of specification, requirements, 
analysis and verification of the design, as well as all the 
temporal properties of the contents, using OVL, GS, GTS, 
GTB, Visual Logic, etc. 

VI. CONCLUSIONS AND FUTURE RESEARCH 
This paper presented the Onion method for workflow 

design in cloud computing. The method has the following 
innovative features: 

Ÿ Integration and visualization of characteristics of 
process algebras and state machines, 

Ÿ Visual specification of processes and their 
actions/interactions on a geographical space, 

Ÿ Notion of GTBs for processes and their actions on GTS, 
as well as interactions among processes, 

Ÿ Notion of visual logic and graphical requirements on 
GTBs in GTS, and 

Ÿ Notion of visual analysis and verification. 
The paper also demonstrated that the method would be 

well suited for the design by translating BPMN into Onion 
and going through analysis and verification. It also showed 
that some limitations of BPEL/BPMN could be overcome by 
using Onion. 

The future research includes the development of the 
complete set of the Onion tools, its application to the real 
industrial examples, etc. 
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Abstract - The current study was performed to evaluate the 

criteria in conducting full digital process of freely designed 

building components. Current construction Industry is not 

capable of coping properly with its design concepts and 

stylish forms of digital era. Conspicuous move from previous 

mold base and highly craft dependent works to a 

comprehensive precise numeric base seems to be the solution. 

First of all a thorough literature reviewing was administered 

to understand the current functional industrial system for the 

purpose. Secondly, elaborated the selection of appropriate 

material which can be fitted into determined Digital 

production system. Thirdly, simulation and modeling were 

employed in order to illustrate the level of workability for the 

suggested process. The study is limited to materials which can 

be sintered or melted, and also solidify quickly. Based on the 

structural behavior prediction of the building components; 

stability of the model was judged. The aim in the current study 

is to facilitate the industrial design and manufacturing by 

using precise computational control. 

Keywords: Digital process, computational design, numeric 

control production, Construction Industry 

 

1 Introduction 

  In current system of mass production and construction 

industry the dominant approach is production as panel format 

[1] by means of casting. Consequently, our design and 

production will be controlled by molds limitations. 

Application of RM in architecture yet to be limited in 

modeling and prototyping [2] but the other industries like 

aerospace and automobile [3,4] borrows this system to 

produce actual and final production which benefits them by 

higher flexibility, ease of procedure, less waste and lapse 

besides structural functionality. [5] 

In 1997 Penga argued about possibility of employing 

automotive system for selectively produce sand and cement 

3D volume. But his works was not continued since Behrokh 

Khoshnevis in 2000 [6] contributed a layer base, structural 

wall production, mostly similar to 3D printing, but named as 

contour crafting. 

The latest application of Rapid Manufacturing in construction 

industry was adopting the system for producing molds of 

complex design. [7] 

But lately Loughborough University embark on applying 

concrete to adapted 3D printing system [8] in order to verify 

the possibility of exercising this machinery in prefab building 

s Selective laser sintering is [9] a process of slicing the 3D 

CAD data of your design into layers then a computer-directed 

heat laser fuses together layers of matrix powder into 3D 

model, solidified layer and again melted another layer on top. 

This will generate layers on top of each other in thickness as 

small as 0.15mm, dependent upon orientation, providing the 

highest level of functionality combined with speed that is yet 

to be obtained. 

SLS offered the perfect solution for complex design and 

geometry without any difference compared with simple one. 

Taken directly from scanned 3D CAD data, elaborated and 

high- tech details can be easily copied and previously 

impossible’ forms created. 

This system, which it seems very optimistic to be applicable 

in actual production phase is the aim in this study. [10] 

 

Figure 1: Proposed concept of production process for 

digital fabrication of building components 

The current effort tries to elaborate the tremendous 

advantages of utilization of full digitally fabrication of Rapid 

Manufacturing over the semi craft based system in-use. This 

fashion will be followed by defining the required criteria to 

convert this idea to a fact. Hence, an example; which is 

miniature model production, is presented for illustrating how 

the process expected to perform. It will show how this new 
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routine can bring ease and acceleration of producing 

curvilinear or Non-Euclidean forms in prefab way. Latterly, 

based on the procurement the workability of process can be 

evaluated. 

The promising process of design and production will be as 

following diagram (figure 1). 

2 FEA Analyzing of the curvilinear  

volume 

2.1  Design process  

In a complete building unit production which is going to be 

produced in a very nonlinear shape via RM system, as a result 

the egg shape one story building was resolved and the design 

details were accomplished subsequently, the 3D format of 

design in 3D AutoCAD was prepared and fragmented in 

appropriate segments(Fig 2). The joints were determined to be 

tongue and groove, as one of the most famous ones for 

prefabricated volumes [11]. Each ring was fragmented into 4 

sections including the roof, walls and floors. 

 

2.2 Simulation 

 Predicting the structural necessities and determining 

material composition; which should be compatible with the 

system and also meet the structural needs, are constitutive of 

this stage. Expected loads and boundary conditions also 

needed to be defined. Latterly, these integrated data will be 

illustrated in a 3D format for the production system while feed 

the system with the selected material and the production phase 

will be commenced.  

Ansys12.1 was utilized for structural behavior simulation. 

Ansys is known as reliable software to predict the behavior of 

very dynamic structures and composite materials while 

applying the expected loads [12]. For performing this phase, 

define the following principals seems crucial: 

 The volume considered to be fixed to the ground 

and the joints are tongue and grooves. 

 Dead load: Dead Load weight of each panel is 

calculating from: 

V*ρ*g = W 

Total Dead Loads of component built by ABS= 46135.8 kg 

while density is: 1010 kg/m3 and gravity of 10 

  Earthquake load was calculated [8] and the 

magnitude was: 7243.32 kg/m2 

 In accordance with ASCE, (2003) wind loads was 

determined. 

Just after the forenamed specifying, it is probable to 

start on structural evaluation and analysis with Ansys. 

The steps which Ansys had in order to dispense the 

results included the following items: 

 

 

 
 

Figure 2: Egg Shaped Building Design selected for This 

Study 

 

2.2.1 Structural behavior simulation phase 

The element type of Shell & Linear layer 99 was selected for 

this simulation [13]. This element consists of eight nodes with 

six degrees of freedom for each. Linear layer 99 benefits from 

fewer time for elements with several layers and also it has the 

capability of attributing specific properties for each different 

layers.  

 

 
 

Figure 3: Stress distribution 
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Figure 4: Total deformation 

 

The data were input to the software and the problem was 

solved and the diagram and related results were plotted. As it 

is shown in the figure 3, the highest stress is implementing 

over the roof where the area left. The minimum generated 

stress was 2.8 Pa and the maximum stress was equal to 1.6 

MPa while the design allowable for composite was calculated 

as 25 MPa therefore the generated stress still is in safe domain 

and considered as tolerable. 

Maximum deformation happens over the roof of the volume 

while the area left unincorporated (figure 4). The predicted 

amount for this deformation predicted to be 0.001 m which is 

not critical. 

 

TABLE 3 

FEA RESULTS OF KCRP. 

 

 

2.3 Modeling Process Phase utilizing Rapid 

Manufacturing Technology  

The modeling was conducted with prototyping material in 

order to verify the design and production process without 

material verification. Therefore, ABS was employed which is 

regularly used in Rapid manufacturing modeling machine.  

  

2.4 Similar Features of RM Systems 

 Generally, the prototypes crafted with the existing and 

growing RP processes greatly resemble each other [14]. The 

researchers need to electronically section the solid or surface 

CAD model into layers of prearranged thickness. Shapes of 

the parts are collectively characterized by means of these 

sections. Later, the information about each section will be 

transmitted electronically to the RP machine layer by layer. 

 

 

Figure 5: (a) the Sliced Model in STL format (b) 

Successful assembly of components based on 

Following steps are essentially employed by the RP process 

for fabricating the prototypes: 

 Creating a CAD model of the design.  

 Converting the CAD model to STL 

(Stereolithography) file format (fig 5a).  

 Slicing the STL file into 2-D cross-sectional layers.  

 Growing the prototype.  

 Post-processing or finishing (fig 5b).  

  

3 Discussion 

 The whole production phase took 21 hours to produce a 

model in scale of 1:20 which means to produce a 1:1 model it 

will take almost 420 hours with the same speed. In this 

procedure (fig 6) which utilize full digital design and 

production system, every intricate detail should be designed 

and predicted prior to production. 

The major move in this process is merging material 

production with finalized product production. In this method 

the digitally design data is translating directly for the 

production system, which will decreases a lot of complex 

stages and material wastage. The main time consuming effort 

happened before embarking on production phase and its 

assembly due, which is in contrary with the general 
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prefabricated production process in which the most effort 

should be made after preparation of design and material 

determination, during assembly phase. As the joints in this 

study are designed during the production process, therefore 

the assembly phase will be easy and fast. It was revealed from 

the modeling and simulation phases that the whole process 

can be conducted easily with the least human effort and 

highest precision if the appropriate material can be adopted 

for the construction and the scaled up system be available for 

robust size construction components.  

 

Figure 6: The selective laser sintering of building 

components 

Figure (7) shows that there is a significant process shortening 

while comparing the full digitally process of this study with 

known prefabrication design and production.  

 

Figure 7: Comparison between general prefabrication 

process (right) and suggested process (left)( adapted: 

Pastor, J. M., et al., (2001) [7] 

It should be notified that the main efficiency of the new 

system is: enabling production of very complex and non-

linear design in the same ease as simple design production, 

which is in contrary with the previous system that imposes a 

lot of complex, time consuming and craft made steps. 

It can be concluded from the modeling phase that although 

there is wide range of benefit from direct digitally fabrication 

of building components to borrow RM system from other 

industry into construction industry, there is a need to apply 

some changes into the system to make it compatible with 

robust size of building components, while increasing the 

speed. 

This study contributed: 

• Adopting new futuristic style for prefab construction is not 

encountering any limit anymore. 

• Complexity in parts production and assembly are not an 

issue any more. 

• Tooling for prefab construction will be eliminated. 

• Integrating material and design as structural member. 

• Predicting the whole design and production detailing prior 

to production brings us the least waste for material, energy 

and time.  

Further relevant study can be conducted about adoptable 

SLS system and size for construction industry, also physical 

and mechanical properties of applicable constructional 

material to the system. 

 

 

4 Conclusions 

 It was demonstrate that by applying appropriate material 

to the right system and merging structural calculation, 

material optimization and the design specification, new direct 

digitally fabrication of complex building components can be 

founded. 

In order to evaluate the production process idea emerged from 

Selective laser sintering production procedure concept of 

parts, in this research project a simulation process was defined 

and conducted to evaluate the variation of the layer by layer 

processing the parts of the intended structure. The simulation 

is confined to the chosen design and appropriate material for 

the research purpose. 
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Abstract - Please Bellows is the flexible element of an 
expansion joint used to absorb dimensional changes, and 
the design of a bellows is complex. In this paper, the 
optimization method was employed in the design of a U-
shaped metal bellows. A 4-variable 14-constraint 
optimization model was built according to related standards 
and practical engineering experience. Weight factors of 
mass and flexibility in the objective function were set 
according to importance of the objectives. Special strategies 
were adopted to solve the multi-objective optimization 
problem with mixed discrete and continuous variables. Case 
study shows that the optimization model presented and 
program developed can meet requirements of design of the 
U-shaped metal bellows with high quality and efficiency. 

Keywords: optimization design; multi-objective; modeling;  
programming;  metal bellows 
 

1 Introduction 
  Bellows is the flexible element of an expansion joint 
used to absorb dimensional changes, such as those caused 
by thermal expansion or contraction of a pipeline, duct or 
vessel. The design of a bellows is complex in that it 
involves the evaluation of pressure capacity, stress due to 
deflection, fatigue, and instability, etc. In many cases, the 
design for a particular application involves a compromise 
of conflicting requirements[1,2]. Optimization techniques 
are widely used to achieve design goals of the complex 
design problems with high quality and efficiency[3]. 

Bellows may be either U-shaped or Ω-shaped (toroidal) 
in cross section. The U-shaped bellows is superior for great 
deflection but has a lower pressure capacity for the same 
material thickness. Conversely, the Ω-shaped bellows is 
limited to small deflection but has a higher pressure 
capacity. The use of external reinforcement of the U-shaped 
can provide a combination of great deflection and high 
internal pressure capacity, and the pressure capacity can 
also be increased by the use of multi-ply construction or by 
increasing the material thickness of the bellows. The U-
shaped bellows is mostly manufactured and used in 

industries, and the Ω-shaped bellows has limited 
application in case of high pressure and small deflection 
requirements[4]. The design and optimization process of an 
unreinforced U-shaped bellows was detailed in this study.  
2 Problem description 

The structure of unreinforced U-shaped bellows is 
shown in Fig. 1. The bellows consists of one or more 
convolutions, and the convolution is the smallest flexible 
unit of a bellows.  bL , cL , and tL  are bellows convoluted 
length, tangent collar length, and tangent length, 
respectively. An acceptable design of a bellows must meet 
requirements of pressure capacity, fatigue life expectancy, 
instability, spring rate per convolution, etc., and it is 
complicated by the numerous variables involved such as 
diameter, pitch, height, number of plies, and material 
thickness. The basic design equations for the unreinforced 
bellows are as follows. 

BELLOWS

COLLAR

DIA
Db

w

q

n t

L t L b Lc

t c

Figure 1  Structure of unreinforced U-shaped bellows. 
Bellows circumferential membrane stress due to 

pressure 2S  is: 

m r
2

c2
PD K q

S
A

=                                     (1) 

where, P is pressure; mD is the mean diameter of bellows 
convolutions, and m b=D D w nt+ + ; n is number of bellows 
material plies of nominal thickness, t ; rK is circumferential 
stress factor; q is convolution pitch; cA is cross sectional 
metal area of one convolution. 

Bellows meridional membrane stress due to pressure 
3S  is: 
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3
p2

PwS
nt

=                                       (2) 

where, w is convolution height; pt is bellows material 
thickness for one ply, corrected for thinning during forming, 
and p b m=t t D D . 

Bellows meridional bending stress due to pressure 4S  
is: 

2

4 p
p2

P wS C
n t
⎛ ⎞

= ⎜ ⎟⎜ ⎟
⎝ ⎠

                                (3) 

where, pC  is factor used to relate U-shaped bellows 
convolution segment behavior to a simple strip beam. 

Bellows meridional membrane stress due to deflection 
5S  is: 

2
b p

5 3
f2

E t e
S

w C
=                                       (4) 

where, bE is modulus of elasticity at design temperature; e is 
total equivalent axial movement per convolution; fC is 
factor used to relate U-shaped bellows convolution segment 
behavior to a simple strip beam. 

Bellows meridional bending stress due to deflection 
6S  is: 

b p
6 2

d

5
3

E t e
S

w C
=                                       (5) 

where, dC is factor used to relate U-shaped bellows 
convolution segment behavior to a simple strip beam. 
Fatigue life cN , number of cycles to failure, is: 

c
t

a
cN

S b
⎛ ⎞

= ⎜ ⎟−⎝ ⎠
                                   (6) 

where, a , b , and c are material and manufacturing 
constants; tS  is pressure, and ( ) ( )t 3 4 5 6=0.7S S S S S+ + + . 

Limiting internal design pressure based on column 
instability for single bellows (both ends rigidly supported) 

scP is: 

iu
sc 2

0.34 C f
P

N q
θπ

=                                  (7) 

where, Cθ is column instability pressure reduction factor 
based on initial angular rotation; iuf is bellows theoretical 
initial axial elastic spring rate per convolution; N is number 
of convolutions in one bellows. 

Limiting design pressure based on inplane instability 
and local plasticity at temperature below the creep 
range siP is: 

c y
si

r m

1.3A S
P

K D q α
=                                  (8) 

where, yS is yield strength at room temperature of the 
actual bellows material after completion of bellows forming 
and any applicable heat treatment; α is inplane instability 
stress interaction factor. 

Bellows theoretical axial elastic spring rate per 
convolution iuf is: 

3
m b p

iu 3
f

1.7
=

D E t n
f

w C
                                 (9) 

3 Optimization model description 
Modeling is of prime importance for optimization of 

bellows design. The mathematical model usually consists 
of variables, constraints, and objectives. 

For a design, all variables form a design domain, 
denoted by a vector T

1 2[ , , , ]nx x x=X . n  is number of 
domain dimensions, and X  can be considered as a point 
in the n-dimensional design domain. Variables are often 
subjected to some constraints, denoted as ( ) 0ig ≤X . i  is 
number of the constraints, and c1, 2, ,i = n . Objectives 
can be expressed by the objective function ( )f X based on 
certain criteria. Then, the optimal design is a group of 
variables having some values that make ( )f X minimum.  

3.1 Variables 
The variables of an optimization model must be the 

independent variables and be determined through 
optimization. Number of variables need to be minimized on 
the premise of good optimization performance for purpose 
of the decrease of model complexity. 

The structure parameters of an unreinforced U-shaped 
bellows are as follows: mean diameter of bellows 
convolutions mD , inside diameter of bellows convolutions 

bD , convolution height w , convolution pitch, mean radius 
of bellows convolutions mr , bellows nominal material 
thickness of one ply t , number of bellows material plies n , 
and number of convolutions in one bellows N , etc. 

Since bellows are compatible with pipeline, duct or 
vessel linked, inside diameter of bellows convolutions bD is 
always defined according to the diameter of pipeline, duct 
or vessel. There is determined relationship between bD and 

mD , and m b=D D w nt+ + . Thus, bD and mD are not 
independent variables. In most cases, convolution pitch 
q and mean radius of bellows convolutions mr are preset by 
manufacturer for simplicity of the molds for bellows 
production. Therefore, the independent variables are 
convolution height w , bellows nominal material thickness 
of one ply t , number of bellows material plies n , and 
number of convolutions in one bellows N , then the variable 
vector is: 
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T T
1 2 3 4[ , , , ] [ , , , ]x x x x w t n N= =X                  (10) 

3.2 Constraints 
The value of optimization objective depends on 

variables, and there are some constraints acting on these 
variables. They can be either boundary constraint or 
behavior constraint. 
3.2.1 Boundary constraint 

The constraint used to define the scope of variable 
values or the relations between or among variables.  

The ratio w q has much influence on the performance 
of a bellows, and it should be confined in the range of 0.6 to 
1.6. Then: 

1 0.6g w q= −                                    (11) 

2 1.6g w q= −                                    (12) 
There are some defined specifications for bellows 

nominal material thickness of one ply t , and they can be 
any value of the following: 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0, 
1.2, 1.5, 2.0, 2.5, and 3.0mm. Then: 

3 0.1g t= −                                       (13) 

4 3g t= −                                         (14) 
Number of bellows material plies n should be confined 

in the range of 1 to 5, and number of convolutions in one 
bellows N should be confined in the range of 1 to 15. Then: 

5 1g n= −                                        (15) 

6 5g n= −                                        (16) 

7 1g N= −                                       (17) 

8 15g N= −                                     (18) 

3.2.2 Behavior constraint 
The constraint derived from requirements of design or 

performance of a bellows and expressed as function of 
variables. 

The stresses should be evaluated for pressure capacity 
as follows: 

9 2 wb abg S C S= −                                 (19) 

10 3 4 m abg S S C S= + −   (below the creep range)      (20) 

11 3 4 ab1.25g S S S= + −   (in the creep range)       (21) 
where, wbC is longitudinal weld joint efficiency factor; 

abS is allowable material stress at design temperature; mC is 
material strength factor at temperature below the creep 
range. 

Fatigue life should be evaluated as: 
12 c ab fg N N n= −                                 (22) 

where, abN  is allowable number of cycles to failure; fn is 
safety factor of fatigue, and f =10n . 

Instabilities should be evaluated as: 
13 scg P P= −                                      (23) 

14 sig P P= −                                      (24) 

where, P  is design pressure. 
3.3 Objective function 

Bellows functions as the flexible element of an 
expansion joint. Total equivalent axial movement per 
convolution e , an index of flexibility evaluation for a 
bellows, can be selected as an objective for the optimization, 
and the bigger flexibility, the better. From Eqs. (4) and (5), 
there is: 

( )
( ) ( )

2
5 6

b p d p f

+
=

5 3 2
S S w

e
E t C t wC⎡ ⎤+⎣ ⎦

                      (25) 

Bellows material is high quality austenitic stainless steel 
with strict requirements. On conditions of performance 
warranty of bellows, decrease of the material use can result 
in good benefit for the bellows production. Then, the total 
mass of a bellows m can be another objective for the 
optimization, and it is expressed as: 

( ) ( )m m m b=2 2 +2m NntD w r r ntL D ntπρ π πρ− + +     (26) 
where, L is bellows tangent length including collar, 

t cL L L= + . 
By means of evaluation function method, objective 

function can be expressed as: 
1

2
min ( ) mf

e

ω

ω=X                                   (27) 

where, 1ω and 2ω are weight factors of mass and flexibility, 
respectively, and set 1 1ω = , 2 1.1ω = according the 
importance of objectives. 
4 Solving strategies 

Three are 4 independent variables and 14 constraints for 
the optimization problem. Variable of convolution height 
w is a continuous variable, and variables of bellows 
nominal material thickness of one ply t , number of bellows 
material plies n , and number of convolutions in one 
bellows N are discrete variables. It is a nonlinear 
optimization problem with mixed discrete and continuous 
variables, and some strategies are employed to solve the 
problem[5,6]. 
4.1 Strategies 

1) Initial discrete complex: For the n-dimensional 
domain, the initial discrete point (0)X has boundary 
conditions as follows: 

(0)
min maxi i ix x x≤ ≤                              (28) 

where, i is the i th component of (0)X , and =1, 2 ,i n，  ; 

minix and maxix are the floor bound and ceiling bound of (0)
i

x , 
respectively.  

Vertices of the initial discrete complex are defined as: 
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totally, there are k vertices defined, and 2 1k n= + . 
2) One dimensional discrete search: Suppose ( )HX  is 

a vertex having the maximum value ( )f X among all the 
initial discrete complex vertices, and ( )CX is the geometric 

center of all vertices except ( )HX , and ( ) ( )

1

1
1

k
C l

i i
l

x X
k =

=
− ∑ , 

1, 2, , ;l k l H= ≠ . The search direction S is from ( )HX  
to ( )CX , and )()( H

i
C

ii xxS −= . 
Then, the new vertex after discrete search ( )RX is: 

( 1, 2, , )

( 1, 2, , ; )

R H
i i i

R R
i i

x x S i n

x x i p p n

α⎧ = + =⎪
⎨

⎡ ⎤= = ≤⎪ ⎣ ⎦⎩

( ) ( )

( ) ( )           (30) 

where, α  is increment factor; R
ix⎡ ⎤⎣ ⎦
( )  is the discrete value 

that is nearest to R
ix( )  ; p is number of discrete variables. 

3) Constraints on vertices and search: As the vertices 
defined above are not subjected to constraints, some may 
locate in the areas out of feasible domain D . Define 
effective objective function ( )F X  as: 

( ),
( ) ( ),i

i l

f D
F M C g D

∈

∈⎧⎪= ⎨ + ∉
⎪⎩

∑
X X

X X X                 (31) 

where, M is a constant much greater than ( )f X ; C is a 

constant; { }( ) 0il i g X= > .  
Starting from a vertex D∉X along search direction S , 

seek the minimum of ( )i
i l

C g X
∈
∑ . If ( ) 0i

i l

C g X
∈

≤∑ , then 

the new vertex is located in domain D , and effective 
objective function of the vertex is ( ) ( )F f=X X . 

4) Stop criterion: Define id  the difference of the 
maximum and minimum discrete values of the i th variable, 
namely: 

i i id a b= −                                       (32) 

where, { }( )max j
i ia x= ; { }( )min j

i ib x= ; 1, 2, , ,i n= , 

1, 2, , ,j k= .  
Let i∆  and iε  be the increments of continuous and 

discrete variables, and preset integer [ 2, ]E n n∈ , and n is 
number of variables. If R  is number of variables that 
satisfy i id ≤ ∆ for discrete variable or i id ε≤ for continuous 
variable, the stop criterion of the iteration process is: 

0R E− ≥                                       (33) 
If stop criterion cannot be met after search of 1k −  

times, move all vertices except ( )LX  to ( )LX  some distance, 
often 1 3 of the distance between each vertex and ( )LX . 

5) Verification: The vertex ( )LX that meets stop criterion 
is an optimal vertex in the domain of neighborhood of ( )LX , 
which cannot guarantee it is the optimal vertex in the whole 
domain. Therefore, let ( )LX be another initial discrete 
point (0)X . Repeat the optimization process mentioned 
above, and get a new vertex (*)X  that meets stop criterion 
until (*) ( )L=X X . Then, the final optimal vertex (*)X can be 
obtained. 
4.2 Program design 

According to strategies presented, a program is 
developed for solving the optimization model. The 
flowchart of the program is shown in figure 2. 

YES

NO
YES

NO

INITIALIZATION

START

INITIAL DISCRETE 
VERTEX DEFINITION

COSTUMER INPUT 

ONE-DIMENSIONAL 
DISCRETE SEARCH

STOP CRITERION

VERIFICATION

STOP

OUTPUT OPTIMAL 
VERTEX & PERFORMANCE

SET X(L) TO X(0) MOVE VERTICES 
TO X(L) SOME

Figure 2  Program flowchart 
5 Case study and discussions 
5.1 Case study 

1) Input: Costumer input and select of preset conditions 
for the optimization are as follows:  

Bellows type: unreinforced U-shaped bellows; 
Support: both ends rigid support; 
Material: austenitic stainless steel 0Cr18Ni10Ti; 
Temperature during operation: 400 ºC; 
Pressure: 1.8 MPa; 
Applied axial movement in compression or extension: 
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20 mm; 
Fatigue life: 1500 cycles; 
Safe factor of fatigue life: 10; 
Inside diameter: 300 mm; 
Convolution pitch: 32 mm. 
2) Output: Optimization results are as follows: 

convolution height 24.1 mm; bellows nominal material 
thickness of one ply 8 mm; number of bellows material 
plies 3; number of convolutions in one bellows 8. 

The performance data of the bellows from optimization 
are as follows: bellows circumferential membrane stress due 
to pressure 61.49 Mpa; bellows meridional membrane stress 
due to pressure 9.43 Mpa; bellows meridional bending 
stress due to pressure 163.57 Mpa; bellows meridional 
membrane stress due to deflection 19.28 Mpa; bellows 
meridional bending stress due to deflection 983.45 Mpa; 
limiting internal design pressure based on column instability 
for single bellows 2.1 Mpa; Limiting design pressure based 
on inplane instability and local plasticity 1.8 Mpa; bellows 
theoretical axial elastic spring rate per convolution 6535.89 
N/mm; total equivalent axial movement per convolution 
5.14 mm. 
5.2 Discussions 

Intensive understanding of design criteria, forming 
methods and process flows is the basis of bellows design 
and optimization. 

While optimization modeling and solving, the 
researcher should have practical engineering experience of 
bellows design and analysis, and know how to deal with 
common problems related to bellows design and use. 

The weight factors of objectives for the objective 
function have much influence on the output of the 
optimization results, and they should be fully evaluated and 
verified. 
6 Conclusions 

Optimization method was employed in the design of an 
unreinforced U-shaped metal bellows. A 4-variable 14-

constraint optimization model was built based on Standards 
of the Expansion Joint Manufactures Association, Inc., 9th 
edition, and General Specification for Metal Bellows 
Expansion Joint, GB/T 12777-2008. Weight factors of mass 
and flexibility in the objective function were set according 
to the importance of objectives. Some special strategies 
were adopted to solve the optimization problem with mixed 
discrete and continuous variables. Case study shows that 
the optimization model presented and program developed 
can meet the requirement of design of the unreinforced U-
shaped metal bellows with good quality and efficiency. 
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Abstract - AC-driven electrothermal flow is used to enhance 
the chaotic mixing through vortex flow in micro-fluidic 
systems by nearly an order of magnitude. Diffusion of heat 
and momentum can be increased because of the electro-
thermal force acting on the fluid through the applied AC 
electric field. Numerical simulation of vortex-assisted mixing 
in circular microchannel flow is investigated by solving a set 
of governing partial differential equations with computational 
fluid dynamics (CFD) software 
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1 Introduction 
  With fast development of biotechnology and 
bioengineering, micro or nanoscales fluidic mixing becomes 
a trend in numerous applications in engineering and 
technology[1]. Microfluidic devices such as micro-pump, 
micro-valve and micro-mixer have recently raised intensive 
research. AC electrokinetics, however, has received relatively 
little attention in micro-fluidical research. In micro scale, the 
flow is laminar because of the low Reynolds number and 
mixing is mainly due to molecular diffusion which is not 
efficient.  

   Numerical simulation of AC electrokinetically induced 
fluid flow can give a result which can be interpreted from 
different point of view. Electrokinetic effects have been 
studied both experimentally and numerically[2][3]. In 
previous study[3], the microchannel consists of a pair of co-
planar electrodes at the bottom of a two-dimensional channel. 
Our effort in this study is to utilize computational fluid 
dynamics software to solve the Navier-Stokes equations in 
conjunction with the electrostatic equation and the energy 
equation in a circular channel 

2 Mathematical formulations  
 The governing Navier-Stokes equations for 
incompressible AC electro-kinetically induced fluid flow can 
be written as[4] 

                                        0=⋅∇ V
r

                                   (1)                                                                                                                                 
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is velocity with 
components u, v and w along the x, y and z-axis, P is pressure, 
r is density, mk is kinematic viscosity and F

r
 is electro-

thermal force acting on the fluid. Noting that electro-thermal 
force in the incompressible fluid is given by[5]  
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where E is electric field, σ is the conductivity, ε = εrε0 equals 
the fluid’s permittivity, ω represents the electric field’s 
angular frequency, and τ = ε/σ is charge relaxation time of the 
fluid medium, and the incremental temperature-dependent 
changes are: 

      T
T
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∂
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εε    and       T
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∂
∂

=∇
σσ                 (4)                        

where T is temperature field. The first term on the right hand 
side of equation (3) is the Coulomb force, and is dominant at 
low frequencies. The second term is the dielectric force, and 
is dominant at high frequencies. 

 Equation (3) can be simplified by combining with (4). 
Gradients in temperature imply gradients in electrical 
permittivity and conductivity in the fluid. For water, the 
dependence of electrical conductivity in temperature is 
(1/σ)(∂σ/∂T) = +2% and the dependence of electrical 
permittivity on temperature is (1/ε)(∂ε/∂T) = -0.4% K-1[6]. It 
is assumed that those values to be true for dilute solutions 
which reduces to  
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  The electro-thermal force depends on the value of 
electric field and temperature field, and thus, we consider the 
electrostatics and thermal equations in the form 

                               0)( 0 =∇⋅∇− Vrεε                       (6)                                                                                                                                 

                          VCQTk p

r
ρ−=∇−⋅∇ )(                  (7)                                                                                                                                   

where k is thermal conductivity, Cp is specific heat at 
constant pressure and Q is heat source and is given as                                                                                                                                           

                                     2)( emsEQ σ=                           (8)                                                                                                                                   

where Eems is the root mean square value of the AC electric 
field. 

3 Numerical modelling 
 Electrokinetic effects are studied numerically by solving 
Equations (1) through (8) in a circular channel with radius 
R=50µm and length L=600µm. Let’s consider a micro-fluidic 
circular channel consisting of a pair of electrodes kept at the 
lower half of the surface as shown in Figure 1. There is a gap 
of 25 µm between those two electrodes.  The electrodes are 
energized at applied voltage of V= 6 Vrms and frequency of f 
= 200 kHz.  

 

 
  
Figure 1.  Coordinate system of electrothermal flow in 
circular channel 
 

A numerical solution of the full Navier-Stokes, electrostatic 
and energy equations is sought to solve this electrothermal 
flow problem. To simulate the fluidic characteristics of the 
electrothermal flow, commercially available Computational 
Fluid Dynamics software called Comsol Multiphysics is 
adapted to perform all simulation. Finite elements have been 
refined continuously to resolve the large velocity and 
temperature gradient near the wall. The boundary condition 
and fluid physical properties in the micro-channel 
electrothermal flow are given as follow: 

 (1) Incompressible Navier-Stokes: No slip and no-flux 
boundary conditions are imposed on all solid surfaces. The 
boundary conditions of tube are defined as 

                                0),,( =RRxV
r

                          (9)                             

To specify the velocity distribution at the inlet is not an easy 
work since experimental data are not available at this time. 
To simplify the analysis, we consider the following 
assumption. In extremely small scale, Reynolds number 
becomes low and which results in laminar flow, so it is 
assumed that the inlet velocity distribution is laminar for the 
numerical simulation and is equal to   

                               )1( 2

2

R
ruu ave −=                        (10)                           

where uave = 67 µm/s is the average inlet velocity inside the 
channel. The fluid is 0.05M KCL aqueous solution and is 
treated as Newtonian fluid with the physical properties 
defined as[7]: dynamic viscosity µ = 6.920215314 x 10-4 Pa*s.  

 (2) Electrostatics: The applied voltages of two 
electrodes are rmsVV 5.0±=  , and the other boundaries are 
zero charge, V= 0. The physical properties of the fluid are 
defined from the references[8][9]: relative permittivity εr = 
77.5, ε0 = 8.854188x10-12 F/m and electric conductivity σ = 
0.66 S/m. 

  (3) Heat Transfer: The selected boundary condition in 
this model is isothermal (i.e., -n•(-k“T) = 0) at the two 
electrodes and the other boundaries are provided a constant 
heat flux q0 = -k*(T-T0)/1[mm]. Then,  

T0 = 310.15 K    and    -n• (-k“T) =-k*(T-T0)/1[mm] 

The physical properties of the fluid are defined from the 
references[10][11]: thermal conductivity k = 0.61 W/ (m*K), 
density ρ = 1003.725 kg/m3. 

 
4 Results and discussion 
 Results obtained from circular microchannel and two-
dimensional model are in good agreement at location far 
away from the electrodes with maximum error less than 1%. 
Large discrepancy occurs for values near the electrodes. This 
is because of the fact that the geometry is simplified to two 
dimensions. When the electrodes begin to supply the voltage, 
vortex appears obviously at the top of the right electrodes as 
shown in Fig. 2. Vortex affects the factors on enhanced 
mixing. Once the flow becomes steady, the distribution of the 
flow field is smooth and the flow roughly along the wall 
geometric appearance. Pressure near electrodes is greater than 
that near the upper surface. This leads flow rolling up and 
forms a trailing vortex. Figure 2 also shows velocity and 
temperature distribution at the XOY plane. The thermal color 
scale was illustrated to the brightest slice at the high 
temperature and to dark areas at the low temperature 
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(Tmin=314.5K). Electrothermal forces distort the parabolic 
flow around the electrode gap to produce a circulating flow. 

 

 

Figure 2.  Velocity and temperature field at the plane z=0 in 
circular microchannel with electric field of Vrms = 6 volt 

 

 

 

Figure 3.  Secondary flow in circular channel at (a) x=0.0002m, 
(b) x=0.00027m, (c) x=0.0003m, (d) x=0.00033m, (e) x=0.0004m 

 

   The secondary flow of the channel in different circular 
cross sections is shown in Figure 3. Two opposed vortices 
appear in the regions which is above the gap of electrodes 
and in the vicinity of the wall boundary where viscous stress 
are dominant. Because of non-uniform electric field which 
induces non-uniform zeta potential, and thus, the vortex is 
located close to the electrode. If vortices are intentionally 
controlled, then it could be used for enhanced mixing.  

 

Figure 4.  Recirculation speed versus voltage at 1 kHz.  

Figure 5.  Maximum temperature versus voltage at 1 kHz. 

 

 Maximum recirculation velocity and temperature 
distribution at various supply voltages at 1kHz for circular 
microchannel are shown in Figures 4 and 5, respectively. The 
electrothermal effect arises through non-uniform Joule 
heating caused by ac electric fields. The fluid properties are a 
function of temperature and hence they vary spatially. When 
applying a non-uniform electric field to a fluid, thermal 
energy will be transferred into the fluid, leading to a non-
uniform temperature field. Once the supply voltage rose, the 
thermal energy transferring into the fluid would also increase. 
Moreover, the electrothermal force is produced by the 
interaction of the electric field and the gradients of the 
conductivity and permittivity, giving rise to fluid motion. As 
a result, an increase of the supply voltage also tends to 
increase the velocity of the fluid motion. 
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5 Conclusions and future work 
 Electric field is generated by electrodes in a micro-
fluidic channel, which creates vortex above the gap of 
electrodes and near the wall. To simulate the model by 
COMSOL Multiphysics, numerical findings show that 
velocity and temperature profiles obtained from circular 
microchannel are under-estimated when compared with those 
obtained from two-dimension model. But they are still in 
good agreement, especially for the region far away from 
electrodes. Geometric effect is required to take into account 
in the region near electrodes through micro-fluidic channel 
because of the secondary flow near the electrodes. Maximum 
velocities of the circular microchannel take place somewhere 
near the surface on the right electrode. Based on these results, 
it is suggested that microstirring enhanced binding 
simulations can be performed in the future. 
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Abstract— This paper presents a data model of a real-
time object-oriented database. In addition to the logical
consistency constraints, a real-time database must support
both temporal aspects of data and timing constraints of
transactions upon the data. The RTO-RTDB data model
support these requirements by specifying objects that con-
tains: time-constrained data; time-constrained methods; and
concurrency control mechanisms.

Keywords: Data Model; Real-Time; Object Model; Database;

1. Introduction
A Real-Time (RT) database is a database in which both

the data and the transactions upon the data may have timing
constraints. The mostly used data model for RT databases is
the relational model [1]. However, due to the nature of many
RT applications that must handle complex real world objects
with short deadlines, many researchers believe that the
object-oriented model is more natural and powerful than the
relational model [2]. A RT database have all requirements
of traditional databases, such as the management of accesses
to structured, shared and permanent data, and they require
management of time-constrained data and time-constrained
transactions [3]. RTO-RTDB (Real-Time Object for Real-
Time DataBases) is a RT object-oriented database model
that incorporates these concepts [4].

The RTO-RTDB model is based upon an earlier model,
called real-time object-oriented data model[5], on which it
incorporates time-constrained data, time-constrained meth-
ods and concurrency control mechanisms. As shown in
Figure 1, each RTO-RTDB object has four components: (i) a
set of RT attributes, (ii) a set of RT methods, (iii) a mailbox,
and (iv) a local controller.

This paper represents an extension of the RTO-RTDB data
model. We have drawn from our experience in the design
of RT databases [6] to identify the basic research issues
involved in the design of RT object-oriented databases.
The next section provides background information on RT
databases. The third section surveys related work, and sum-
marizes the features that are unique to RT databases. The
fourth and the fifth sections introduce the RTO-RTDB object
model. They present the native RTO-RTDB components
introduced in [4] and advanced ones proposed in this pa-
per, respectively. The last section concludes the paper and
describes issues for future investigations.

Fig. 1: Overview of the RTO-RTDB object model.

2. Real-Time Databases
A RT database is a time-constrained database designed to

handle not only transactions with timing constraints, but also
data with timing constraints. The timing constraints on data
are defined as how well the content of the database models
the actual state of the real world while the timing constraints
on transactions are expressed in the form of deadlines
which indicate a certain time in the future by which the
transactions must be completed. In general, there are two
forms of data timing constraints: absolute and relative. The
absolute timing constraint requires that a data item’s age
must be within a certain interval of the current time. The
relative timing constraint represents the required correlation
among data used together [1]. To meet the operational
deadlines from event to system response, a RT database may
apply different timing constraints on transactions such as
absolute timing constraints (e.g. execution time, earliest start
time, latest allowed finish time), periodic timing constraints
(e.g. frequency of transaction initiation), and relative timing
constraints (e.g. precedance constraints, distance constraints,
and freshness constraints). Given the added dimension of
time on data and transactions, two of the interesting areas
of study in RT databases are that of transactions scheduling
and concurrency control policies. Not only the schedule must
meet timing constraints of transactions, it must also maintain
data temporal consistency.

A RT database manipulates RT data and executes RT
transactions [1]. RT data are divided into two types: sensor
data and derived data. Sensor data are periodically collected
from the physical environment through sensors, whereas
derived data, they are computed from sensor data. When
a sensor data item changes, all derived data items that are
based on it need to be recomputed. RT transactions are
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classified into two categories: update transactions which are
used to update values of RT data in order to reflect the state
of the real world and user transactions which represents user
requests [7]. Update transactions are executed periodically to
update sensor data, or sporadically to update derived data.
User transactions arrive aperiodically.

3. Related work
In recent years, several works on RT databases have been

proposed to deal with data modeling issues. Only a few of
these works address RT object-oriented data modeling.

DiPippo and Ma [8] describe the RTSORAC model
which qualifies the basic parameters for modeling a RT
database object-oriented data model. It is composed of
three components: objects, relationships, and transactions.
Objects represent database entities. Relationships represent
associations among the database objects. Transactions are
executable entities that access the objects and relationships
in the database. RTSORAC model is too complex to support
hard RT applications. It support features such as semantic
concurrency control which make bounding execution time
of many application difficult. Nevertheless, its support for
transaction timing constraints and temporal consistency do
make it appropriate for soft RT applications.

In [9], Lee et al. describe a simple RT object-oriented data
model with atomic objects and a class manager. Atomic ob-
jects are basic entities that ensure atomicity of transactions.
Class manager is the major vehicle that lessens the complex-
ity involved in transaction management. In [9], the authors
have introduced new features to support active pursuit of
timely and deterministic processing of transactions that are
why it has better support for RT transactions scheduling
than RTSORAC model [8]. But it has still weaknesses for
modeling RT databases. It can not capture different aspects
that are required for RT databases. It does not account for
data characteristics, Quality of Service (QoS), and quality
of data.

The G-CPN [10] model allows the modeling of syntactical
and semantical features related to the objects in a RT
database. The semantical features can be mapped to Petri
net constructions. G-CPN model has introduced extensions
in an object colored Petri net to model a RT database. But
certain weaknesses exist. First, the model does not to capture
the basic features of RT databases, as well as the expected
activities against the database. Second, it does not describe
schedulability aspect of transactions. Third, it uses Petri net
notations which depend on designer’s knowledge.

The RODAIN [11] model is a RT object-oriented database
architecture for intelligent networks. It supports two kind
of attributes: regular and RT. A RT object has predefined
attributes for isolation level and access type. It is referenced
by RT transactions that have an explicit deadlines. In [11],
Taina and Raatikainen have tailored a data model for the

needs of telecommunications applications which make it not
general enough to describe any RT database applications.

The BeeHive [12] model extends traditional object-
oriented data models by incorporating semantic information
regarding RT, fault-tolerance, and QoS requirements. It has
some similarity in terms of the structure of objects to the
RTSORAC object model [8]. One of the main differences
is that while RTSORAC model holds only RT and approxi-
mation requirements, BeeHive model supports a rich set of
types of requirements and their trade-offs. One limitation of
the BeeHive model is that transaction execution times should
be determined offline for admission control. This approach
is only applicable to a limited set of RT data services in
which transactions and their arrival data access patterns are
known in advances [13].

In [5], Idoudi et al. describe a RT object-oriented data
model where objects contain a set of RT attributes and a set
of RT methods. RT attributes are divided into two types: sen-
sor attribute and derived attribute. RT methods are classified
into three classes: periodic methods, sporadic methods, and
aperiodic methods. In [5], the data model offers solutions
to manage data and transactions characteristics. But, it does
not describe the schedulability aspect.

4. Native RTO-RTDB
Data objects are classified into either non RT or RT data

[7]. A non RT data is a classical data that does not become
outdated due to the passage of time, whereas a RT data has a
validity interval beyond which it become useless. The RTO-
RTDB data model defines two types of attributes: classical
attributes and RT attributes. A classical attribute is used
to store a non RT data, while a RT attribute stores a RT
data. RT data are classified into either sensor or derived
data [7]. Thereby, RTO-RTDB data model defines two kinds
of RT attributes: sensor attribute and derived attribute. A
sensor attribute is used to store a sensor data which is
periodically updated in order to reflect the real world state
of the environment. A derived attribute is used to store a
derived data which is sporadically updated when a sensor
attribute value, used in its computation, changes.

RTO-RTDB model specifies three types of RT methods:
periodic methods, sporadic methods, and aperiodic methods.
Periodic methods update periodically sensor data. They are
write-only methods that obtain the state of the real world
and write the sensed data to the database. Sporadic methods
calculate sporadically derived data. The access mode of the
sporadic method to derived data is always write. Aperiodic
methods do not write any RT data, but they can read/write
non RT data and only read RT data. In RTO-RTDB data
model, each method execution is considered as a RT trans-
action

The RTO-RTDB data model originally published in [4]
and outlined in the previous section, was missing important
features in terms of object orientation and RT database
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properties. On the object-oriented side, native RTO-RTDB
lacks the notion of object identity, encapsulation, nesting,
inheritance which are the main properties of object-oriented
databases. On the RT side, native RTO-RTDB extends the
object model with RT attributes and RT methods, but still
lacks features for expressing RT data features, expressing RT
transactions features, handling RT transactions concurrency
control, scheduling RT transactions, expressing RT data
versions. To address these issues, a solution is proposed
hereafter with an enhanced RTO-RTDB data model.

5. Advanced RTO-RTDB
In this section, we first define our model of a RT object-

oriented database. Then, we describe our enhanced RTO-
RTDB object model and how it extends the object model to
suit RT databases features.

Our RT object-oriented database is a collection of RT
classes and instances of these classes. Both RT classes and
instances are referred to as RT objects. A RT class defines
a set of RT attributes for its instances and RT procedures
through which instances can be handled. The RT procedures
associated with a RT class are referred to as RT methods,
and a RT method may invoke other methods on other objects
in the RT database. In this model, we allow inheritance of
attributes and methods between classes.

The RTO-RTDB data model includes features that support
the requirements of a RT database into an extended object-
oriented data model. It has a main component that models
the properties of a RT object-oriented database which is
RT object. RT objects represent RT database entities. A RT
object consists of six components,< N,A,M,C, LC,B >,
where N is a unique name, A is a set of attributes, M is a set
of methods, C is a set of constraints, LC is a local controller
and B is a set of behaviors. Figure 2 illustrates an example
of an Aircraft RT object for storing information about an air
traffic control system in a database.

5.1 Attributes
The second component of a RT object, A, is a set

attributes, where each attribute is characterized by<
N, T,M, V, V a, [T i], [V d], [Mde], [Uo], [Nv] >.

• N (Name): is the name of the attribute.
• T (Type): is the type of the attribute which can be

integer, real, string, etc.
• M (Multiplicity): indicates how kinds of values or

objects a RT attribute can obtain.
• V (Visibility): represents the visibility of the attribute:

public, protected or private.
• Va (Value): is used to store the real world attribute value

captured by the last update correspondent method. This
field is used by the system to determine the logical
consistency constraints of the attribute value.

• Ti (Timestamp): is used to store the instant at which
the attribute value was last updated. The timestamp

determines the temporal consistency constraint of the
attribute value. For example, in the Aircraft RT object,
there is a property for storing the speed, calledspeed,
to which a sensor periodically provides readings. This
update is expected every 30 seconds, thus thespeed
property is considered temporally inconsistent if the
update does not occur within that time. The timestamp
value of thespeedproperty must be utilized by the RT
database system to determine that the update operation
did not happen as expected. There are many ways to
define timestamps [6]. In our work, we consider that
the timestamp is the time when the value is written.

Fig. 2: Aircraft RT object.

• Vd (Validity duration): it indicates the amount of time
during which the attribute value is considered valid.
This field permits to determine, in association with the
timestamp, the absolute consistency constraint of the
RT attribute. A RT data is considered absolutely fresh
with respect to time as long as the age of the data
value is within a given interval [7]. For instance, the
speedvalue is considered valid if the current time is
earlier than the timestamp ofspeedfollowed by the
length of the absolute validity interval ofspeed, i.e.
{speed.T i+ speed.V d > currentT ime}.

• Mde (Maxiumumdataerror): is used to memorize the
absolute maximum data error tolerated on the attribute
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value [6]. This value is the upper bound of the deviation
between the current attribute value in the RT database
and the reported one. Recently, the demand for RT
services has increased in most RT database based
applications where it is desirable to execute transactions
within their deadlines. They also have to use fresh data
in order to reflect the real world state. However, it seems
to be difficult for the transactions to both meet their
RT constraints and to keep the database consistent. To
support this kind of applications, the data error concept
is introduced in [14] to indicate that data stored in the
RT database may have some deviation from its value
in the physical world.

• Uo (Update operation): is used to update the value
and timestamp fields of a RT attribute. For example,
in the Aircraft RT object, there is a RT method, called
updateSpeed(), which periodically updates thespeedRT
attribute.

• Nv (Number of versions): is used to preserve RT
attribute version history. The multi-version attributes
permits to maintain for every attribute multiple versions
for a data item. This minimizes data access conflicts
between RT transactions and reduces the deadline miss
ratio [15]. In order to respect the RT database size,
the number of versions of each RT attribute is limited.
It does not have to exceed a maximum data versions
number [15].

Note that the fieldsN, T,M, V, and V a characterize clas-
sical attributes as well as RT attributes, whereas the fields
T i, V d,Mde, Uo, and Nv characterize only RT attributes.
Here an example of two attributes in the Aircraft RT object:
the first is a classical attribute and the second is a RT
attribute.
{N = destination, T = string,M = 1, V =

private, V a = Paris}
{N = speed, T = real,M = 1, V = private, V a =

600, T i = 01/05/2012 10 : 05 : 23, V d = 30s,Mde =
10, Uo = updateSpeed(), Nv = 5}

5.2 Methods
The third component of a RT object, M, is a

set of methods. Each method is characterized by<
N, [V ], [Arg], [Exc], Op, [Mc],Mst,Mrd,Mct, [Rt], [Per],
P ri, Cp >.

• N (Name): denotes the name of the RT method.
• V (Visibility): indicates whether a RT method is public,

protected, or private.
• Arg (Arguments): is a set of arguments for the RT

method, where each argument has the same structure
as an attribute, and is used to pass information in the
method.

• Exc (Exceptions): is a set of exceptions that may be
raised by the RT method to signal that the method has
terminated abnormally.

• Op (Operations): is a set of operations which represent
the impementation of the method.

• Mc (Method constraints): is a set of methods con-
straints. A method constraint is of the form<
N,OpSet, Pred, Er > where N is the name of the
method constraint, OpSet represents a subset of the
operations in Op, Pred is a boolean expression which is
specified over OpSet to express execution constraints,
timing constraint and precedence constraints, and Er
is a enforcement rule. The enforcement rules are used
to specify the actions to take if the predicate (i.e.
Pred) evaluates to false. A complete definition of an
enforcement rule is described in the next subsection on
constraints. Here is an example of a method constraint
predicate in the Aircraft RT object:

Pred : getLane().Mct < currentT ime+ 5s

A deadline of currentTime +5s has been specified for
the completion of thegetLane()method. Note the use
of the Mct property which represents the completion
time of the executable method.

• Mst (Methodstart time): indicates the execution start
time of the RT method.

• Mrd (Methodrelativedeadline): specifies the deadline
of a method execution.

• Mct (Method completion time): indicates the time at
which the method finishes its execution.

• Rt (Return type): specifies which kinds of value or
object a RT method can return.

• Per (Period): indicates the frequency of the RT method
initiation.

• Pri (Priority): Priority specifies the priority order of a
RT method.

• Cp (Concurrencypolicy): specifies the concurrency
policy of a RT method. A concurrency policy may
be reader, writer or parallel [4]. A reader RT method
implies that multiple calls from concurrent methods
may occur simultaneously and will be executed simulta-
neously if there is no writer methods using one or more
data that the reader method needs. A writer RT method
implies that multiple calls from concurrent methods
may occur simultaneously and will be treated as soon
as concurrency on data permits its execution. A parallel
RT method is a method whose actions do not use any
data of the database in reading mode nor in writing
mode.

5.3 Constraints
The fourth component of a RT object, C, is a set of

constraints. Constraints permit the specification of a correct
object state. Our constraint specification is based on the
model introduced in [8], where a constraint is characterized
by < N,AttrSet, Pred, Er >.

• N (Name): denotes the name of the constraint.
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• AttrSet (Attribute Set): is a subset of attributes of the
RT object.

• Pred (Predicate): is a boolean expression which is
specified using attributes from the AttrSet field. The
Pred property can be used to state the logical and timing
consistency constraints of the RT data stored in the RT
object by referring to the value (i.e. Va), timestamp (i.e.
Ti), validity duration(i.e. Vd), and maximum data error
(i.e. Mde) fields of the RT attributes in the set.

• Er (Enforcementrule): is executed when the predicate
evaluates to false. The enforcement rules are of the form
< Exc,Op,Mc >. As with RT methods, Exc is a set of
exceptions which the enforcement rule can signal, Op is
a set of operations which represent the implementation
of the enforcement rule, and Mc is a set of method
constraints on the execution of the enforcement rule.

For example, as mentioned earlier, the Aircraft RT object
has aspeedRT attribute which is is updated with the latest
sensor reading every 30s. To maintain the temporal consis-
tency constraint of this attribute, the following constraint is
defined:
N : speed_Avi
AttrSet : speed
Pred : speed.timestamp <= currentT ime− 30s
Er : if Missed <= 3 then speed.timestamp =

currentT ime;
Missed = Missed + 1;
signal speedWarning;

else speedAlert();
The enforcement rule specifies that if only one, two

or three of the readings have been missed, a counter is
incremented stating that a reading was missed and a warning
is signaled using the exceptionspeedWarning. If more than
three readings have been missed, thespeedAlert() RT method
is called which might lead to a message being sent the the
Aircraft operator.

5.4 Local Controller
Because of the dynamic nature of the real world, more

than one operations may send requests to the same RT object.
Concurrent execution of these operations allows several
methods to run concurrently within the same object. To
handle this essential property of RT database systems, we
associate to each RT object a local concurrency control
mechanism, that manages the concurrent execution of its op-
erations. Thus, the RT object receives messages (or requests)
awaking its local controller that checks the timing constraints
attached to messages and selects one message following a
special scheduling algorithm. The local controller verifies the
concurrency constraints with the already running methods of
the RT object. Then, it allocates a new thread to handle the
message when possible. When an operation terminates its
execution, the corresponding thread is released and concur-
rency constraints are relaxed [4].

As illustrated in Figure 2, the local controller is made
of four components: state controller, deadline controller,
freshness controller, and concurrency controller.

• State controller: It is used to avoid RT object overload.
In fact, the RT object has a pool of schedulable re-
sources. When no schedulable resources are available,
the RT object may be overloaded. When receiving a
message, the state controller checks if it can be handled.
Otherwise, the message is rejected.

• Deadline controller: It controls RT operation validity.
If the current time is greater than operation deadline,
operation will be aborted. Otherwise, if the verification
step succeed, then the operation is transferred to the
freshness controller.

• Freshness controller: It checks the freshness of acceded
data just before an operation commits. This way, the
data accessed by committed operations are always fresh
at commit time. If the accessed data is fresh, operation
can be executed. Otherwise, the operation will be
blocked.

• Concurrency controller: The main objective of this
component is to verify the concurrency constraint be-
tween operations. If it detects a conflict, it aborts the
operation having the lowest priority.

5.5 Behavior
A RT database is a collection of RT objects which are used

to manage time critical dynamic systems in the real world.
Each RT object may own one or several behaviors. For each
of these behaviors is defined a message queue for saving
the messages received by the RT object. Figure 2 depicts
a state-machine diagram that provides a simplified view of
the Aircraft behavior. TheAircraft has four states:TakeOff,
Flying, Update, andLanding. Periodically , it enters in the
Updatestate for updating theAircraft sensors values. The
sensors values update has to be done with a period of 3 s
and lasts 2 s. Then it returns to the state which activated the
update transition.

6. Implementation of the RTO-RTDB
data model

Throughout this section, we will use a running example
to illustrate a concrete implementation of our RTO-RTDB
data model. We illustrate our proposal on a freeway traffic
control system which consist of a large collection of data
describing the current traffic state. We focus precisely on
modeling the RT database used in storing the data collected
from sensors.

6.1 Application Modeling
As depicted in Figure 3, the freeway traffic control

system architecture consists of seven entities respectively
dedicated to: acquire data from the environment (Sensor),
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Fig. 3: Freeway Traffic Control System Class Diagram.

indicate the positions of sensors (Location), monitor and
analyze the traffic flow (Controller), indicate the notified
incidents (Incident), represent a transport infrastructure road
that links two conurbations (RoadLink), depict a part of
a route (RoadSegment), represent physical entity (Vehicle).
RoadSegmentand Vehicle represent the description of two
physical elements that are supervised by the controller. In
addition, they are characterized by one or more RT data
which could determine theirs evolution. These RT data are
classified into either sensor data or derived data. In fact,
each vehicle has two sensor data (i.e.speedand length)
which are periodically updated to reflect its state and each
road segment has two derived data (i.e.trafficVolume, and
trafficOccupancy) which are calculated from sensor data.

6.2 Implementation
This section provides code implementation of the freeway

traffic control system case study. This code includes using
new concepts defined in the RTO-RTDB data model and
those imported from the RT Java language as well [16].
Typically the RTO-RTDB object model transformation is
described by the following steps. First we give the Java code
defining the RTAttribute class that factorizes the properties
of a RT data (i.e. Va, Ti, and Vd).

abstract class RTAttribute
{private int Va;
private Timestamp Ti;
private int Vd;
public void setVa(int v){Va = v;}
public int getVa(){return Va;}

public void setTi(Timestamp t){Ti = t;}
public Timestamp getTi(){return Ti;}
public void setVd(int v)
{Vd = v;}
public int getVd()
{return Vd;}
public RTAttribute(int v)
{Vd=v;}}

Second, we define the Sensor and Derived classes which
represent sensor and derived RT data.
class Sensor extends RTAttribute
{private int Mde;
public void setMde(int m)
{Mde = m;}
public int getMde()
{return Mde;}
public void periodicUpdate(int v)
{super.setVa(v); super.setTi(//current time)}
public Sensor(int v,int m)
{super(v);Mde=m;}
}
class Derived extends RTAttribute
{public void sporadicUpdate(int v)
{super.setVa(v); super.setTi(//current time)}
public Derived(int v)
{super(v);}}

Third, we define the classes that compose the local con-
troller component:DeadlineController (DC),StateController
(SC),FreshnessController (FC), andConcurrencyController
(CC).
public class DC implements Runnable{
public void run(){setupDC();}
private void setupDC(){//...}
private boolean checkDeadline(){//...}
//...}
public class SC implements Runnable {
public void run(){setupSC();}
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private void setupSC(){//...}
//...}
public class FC implements Runnable{
public void run(){setupFC();}
private void setupFC(){//...}
//...}
public class CC implements Runnable{
public void run(){setupCC();}
private void setupCC(){//...}
//...}

Fourth, we give the RT Java code defining the
LocalController (LC) component.

public class LC implements Runnable{
private DC dc;private CC cc;
private FC fc;private SC sc;
public void run()
{//Create Runnable controllers
dc = new DC(); cc = new CC();
fc = new FC(); sc= new SC();
// Create and start RT Threads
RealTimeThread dcThread = new
RealTimeThread(null,null,null,null,null,dc);
RealTimeThread ccThread = new
RealTimeThread(null,null,null,null,null,cc);
RealTimeThread fcThread = new
RealTimeThread(null,null,null,null,null,fc);
RealTimeThread scThread = new
RealTimeThread(null,null,null,null,null,sc);
dcThread.start();ccThread.start();
fcThread.start();scThread.start();}}

Fifth, we give RT Java code defining the RealTimeClass
class. An instance of this class will encapsulate an instance
of the LocalController defined above.

class RealTimeClass
{private LC lc;
public RealTimeClass()
{LC lc=new LC();
RealTimeThread lcThread = new
RealTimeThread(null,null,null,null,null,lc);
lcThread.start();}}

Sixthly, we give the Java code defining the Vehicle class
of our freeway traffic control system application as it can be
written by a Java programmer.

public class Vehicle extends RealTimeClass {
private Sensor speed;private Sensor length;//...
public Vehicle(){super();}
public void setSpeed(Sensor s){speed=s;}
public Sensor getSpeed(){return speed;}
//...}

7. Conclusion
The design of a RT database, which is by definition a

database system, has to take into account the management
of many components such as data, transactions, scheduling
policy, and concurrency control protocol. In order to deal
with time-constrained data, time-constrained operations, par-
allelism, and concurrency property inherent to RT databases,
we introduced the RTO-RTDB data model. This model com-
bines features of RT databases and object-oriented databases.
It specifies that instances of a class will encapsulate RT
attributes, RT methods and a local concurrency control
mechanism. RT attributes are divided into two types: sensor
attribute and derived attribute. RT methods are classified
into three classes: periodic methods, sporadic methods, and

aperiodic methods. The local controller manages concurrents
execution of RT methods.

We are currently undertaking a research work to establish
a RT query and transaction specification languages that allow
users to specify time constraints for query (or transaction)
processing, and that are based on our RTO-RTDB data
model.
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Abstract— Domain Specific Modeling Languages (DSMLs)
are increasingly used today as they allow users to express
strategies without being programming experts. This is par-
ticularly true for graphical DSMLs, inspired from UML.
Implementing a DSML means providing specific editors and
an execution machine.

Many experiments showed that implementing specific
graphical editors is much manpower consumming. Our
analysis is that most framework for building such editors
(e.g. EMF/GMF) are generic, i.e. aim at fulfilling the re-
quirements of any field, which leads to increased complexity.
If domain specialization was successful for languages, why
don’t we apply it to frameworks ?

In this paper, we argue for Domain Specific Modeling
Frameworks (DSMFs) for building DSML editors in specific
application fields. We describe our experiment in imple-
menting such a DSMF devoted to component-based DSML.
We then generalize this proposal: we believe that DSMFs
could be metamodeled in the same way as DSMLs are
metamodeled.

Keywords: Meta-modeling, DSML, autonomic management,
components

1. Introduction
In the context of the TUNe project [1], [2], we are

investigating the design and implementation of an autonomic
administration system, relying on a component-based mid-
dleware. In order to help the definition of administration
policies, we explored the design of graphical Domain Spe-
cific Modeling Languages (DSMLs) for describing software
to deploy, configure, monitor and reconfigure. From our ex-
periments, we noticed that there is a need to design different
DSMLs according to the considered administration facets
and application domains. To implement the editors associ-
ated with these DSMLs, we initially relied on well known
frameworks like EMF/GEF/GMF, but we found that they
are overly complex. Therefore, we decided to implement
our own framework. This framework called yTUNe allows
designing a DSML in terms of its metamodel and provides
a fully automatized generation of the associated editor. This
is possible because we are focussed on component-based
DSMLs (in the context of TUNe), thus allowing to wire in
yTUNe how the concepts from the DSML metamodel are
represented in the editor.

From a wider point of view, we consider that:

• yTUNe is a Domain Specific Modeling Framework
(DSMF) devoted to the design of component-based
DSMLs (and generation of their editors)

• it could be possible to implement different DSMFs for
different domains

• DSMFs could be metamodeled in the same way as
DSMLs are metamodeled

• the DSMF implementation could rely on a common
graphical framework.

The rest of the paper is structured as follows. Section 2
presents the motivations which led us to the design of a
DSMF for building component-based DSML editors. Sec-
tion 3 describes the design and implementation of this
framework. Section 4 explains how we plan to generalize
this approach. We conclude in Section 5.

2. Motivations
In this section, we present the motivations which led us

to the design of a DSMF for building DSML editors.

2.1 Application needs
The research described in this paper takes place in the

context of a project which aims at designing and imple-
menting an autonomic administration middleware called
TUNe [1]. An autonomic administration system allows the
deployment, supervision and reconfiguration of software
in a distributed environment. TUNe is a successor of the
Jade [3] system which is an autonomic management system
based on the Fractal component model [4]. Each software
managed by Jade is encapsulated in a Fractal component
which provides a generic interface allowing its management
(essentially starting, stopping and configuring it). However,
with Jade we observed that Fractal interfaces were too low
level and difficult to use. The management behavior had to
be implemented in Java and had to invoke Fractal’s API.
The main motivation in TUNe was to introduce higher
abstraction formalisms (DSML) to hide the details of Fractal.
To enable such an autonomic administration, we had to
introduce several DSMLs:

• for node diagrams. We defined a DSML to describe
hardware environments in which applications are de-
ployed and administrated. This DSML allows a graph-
ical description of the topology of the environment as
a set of interconnected clusters (groups of machines
sharing the same characteristics).
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• for deployment diagram. We defined a DSML to
describe the initial deployment of applications. This
DSML allows a graphical description of a set of inter-
connected software elements, which forms a software
architecture.

• for reconfiguration diagram. We defined a DSML to
describe reconfigurations which are triggered by mon-
itoring probes. Such a reconfiguration is defined as a
state diagram where states are annotated with adminis-
trative actions.

Moreover in the TUNe project, we experienced that it
could be very convenient to specialize the above DSMLs
for particular application contexts:

• intensional diagrams. Grid applications generally re-
quire hundreds of servers and it is not practical to
describe each of them in extension. Therefore we
designed a language which allows describing a software
architecture in an implicit way, we called it description
in intension. The principle is to describe the application
deployment pattern by using cardinalities as in a class
diagram. Therefore, a described component or link can
lead to the deployment of many (component or link)
instances.

• application specific deployment diagrams. It is often
interesting to issue a DSML specific to a given applica-
tion as it captures constraints from this application. For
instance, we designed such a DSML for clustered JEE
applications [5] composed of web (e.g. Apache), appli-
cation (e.g. tomcat or Jboss) and database (e.g. MySQL)
tiers. This DSML only allows defining coherent JEE
architectures (e.g. it is not possible to interconnect an
Apache server with a MySQL server).

In summary, our experience in the TUNe project revealed
the need for administration languages which are specific
to the considered administration facets and specific to the
application domains. If not all, many of these DSML have
a graphical syntax and the implementation of editors as-
sociated with these DSML is the main issue addressed
in this article. An important common denominator of the
above DSML is that they all address the description of
architectures composed of components, connectors, bindings
and attributes.

Notice that in other previous research projects related to
the definition of component models (such as Fractal [4] or
SCA [6]), we also had to implement such graphical editors
for defining component architectures, which emphasizes the
need for tools that help implementing such editors.

2.2 Existing tools
In the MDE context, the abstract syntax of a DSML is

defined by its meta-model and an instance expressed with
this DSML is called a model. Each model must conform to
the corresponding meta-model. A concrete syntax associated
with a DSML provides users with a textual or graphical

formalism to manipulate the DSML’s concepts. The abstract
syntax (meta-model) and the concrete syntax are used to
generate an editor for editing models which conform to the
language definition.

The Eclipse Modeling Project (EMP) stands in this con-
text. It is an open source project which is composed of sev-
eral sub-projects centered on different MDE’s aspects. Some
of these sub-projects such as EMF [7] (Eclipse Modeling
Framework), GEF [8] (Graphical Editing Framework) and
GMF [9] (Graphical Modeling Framework) address DSML
design and implementation.

EMF is a modeling framework for specifying meta-models
and managing models. From the specification of the meta-
model (.ecore), a set of Java classes are produced, where
each element described in the meta-model is represented
as a Java class. These Java classes can later be used as
the foundation for developing tools. One interesting aspect
of EMF is the possibility to generate an editor from the
meta-model in order to manage instances (models). But this
editor uses a Tree-viewer to display these instances, and
typically doesn’t provide an architectural view, thus lacking
expressiveness.

GEF provides support for building graphical editors on
top of the EMF framework. It allows the association of a
graphical view with each element of the meta-model. This
graphical view is implemented in the lower-level Draw2D
framework which is a standard 2D drawing framework based
on SWT from Eclipse. Designing a graphical view using
GEF consist in writing Java code which can be a very
painstaking work and this is why GMF came into existence.

GMF provides the ability to generate graphical repre-
sentations of DSMLs, on top of EMF and based on the
infrastructure provided by GEF. To implement a graphical
editor for a DSML with GMF, developers need to construct
a number of intermediate models which are used to generate
the Eclipse plug-in which implements the editor. The domain
model defines the abstract syntax of the language(.ecore
meta-model). The graph model specifies the shapes that will
be used in the editor. The tooling model specifies which tools
will be available in the editor palette (e.g. a button to create
an element in the language). Finally, the mapping model
specifies how the shapes of the graph model are mapped with
the concepts of the meta-model. GMF also provides a wizard
which can derive first rough versions of the intermediate
models (graphical, tooling and mapping) from the domain
model. Then these generated intermediate models can be
refined.

GMF is presented as the most complete framework for
generating model’s graphical editors. However, similarly to
experiments reported in [10], our experiments revealed that
GMF is quite complex, and not as user friendly as we
had like it to be. Evaluations reported in [11] show that
only 12% of users find GMF easy to use. The wizard
which is responsible for generating the initial versions of
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the intermediate models works well only for very simple
DSMLs, and when the user diverts from the wizard default
solution, he has to hand-code what he really wants (with
GEF).

Our analysis is that most framework for building such
editors (e.g. EMF/GMF) are generic, i.e. aim at fulfilling
the requirements of any field, which leads to increased
complexity. Specializing such a framework according to
the constraints of a domain (in our case component-based
DSML) would allow keeping the definition of a specific
editor simple, while fulfilling the requirements of the con-
sidered domain. Therefore, in the next section, we describe
the design of a Domain Specific Modeling Framework
which allows generation of DSML editors in the area of
component-based languages.

3. A Domain Specific Modeling Frame-
work
3.1 Design principles

We designed and implemented a modeling framework
called yTUNe. This framework provides a meta-modeling
environment for editing meta-models. From the edited meta-
models, users can generate graphical editors for models
edition. The yTUNe meta-modeling language basically uses
MOF concepts and is dedicated to the design of component-
based languages. The aim of yTUNe is then to provide a
user-friendly support allowing fully automatized generation
of graphical editors, for modeling component-based archi-
tectures.

Regarding fully automatized generation of model ed-
itors, our idea consists in designing the yTUNe meta-
model (which allows defining component-based DSML
meta-models) so that a common concrete syntax can be
applied to the targeted languages. It means that the yTUNe
meta-model defines all the component-based concepts which
shall be used in a DSML meta-model, and the common
concrete syntax defines the types of graphical representations
these concepts should have. The definition of the yTUNe
meta-model is based on our knowledge of the type of
concepts which are usually used in our component-based
domain, and we also know the usually used graphical
representations. However, the graphical representations can
be configured/adapted when designing a particular DSML
with yTUNe. Then the editor generation is achieved by
simply interpreting the graphical elements associated with
the concepts included in the DSML meta-model.

3.2 The yTUNe Modeling Framework
3.2.1 Meta-modeling environment

The meta-modeling environment provides specific
component-based constructions which are:

• Component: It is a cohesive unit of attributes and prop-
erties, which represents the structuring unit that we call
component in our domain. The graphical representation
of a component is a shape which can be specialized in
the yTUNe meta-modeling editor.

• Connector: This concept corresponds to a connection
point (also called interface in the component domain).
The graphical representation of a connector is a shape
which can be specialized in yTUNe.

• Binding: In the component domain, components’ con-
nectors can be linked together to constitute a compo-
nent architecture. The Binding concept represents these
links. The graphical representation of a binding is a link
(which can also be graphically specialized).

• Aggregation: an aggregation is a relationship which
allows combining a component to a connector. Graph-
ically it is characterized by the shape of the connector
stuck with the shape of the component. This relation-
ship always has a 1..n cardinality where only the n is
settable. This cardinality is a constraint which enforces
that in the generated editor a component can be stuck
to n connectors but a connector can be stuck to only
one component.

• Association: an association is a relationship with two
ends, where one end is on a connector and the other
end on a binding. A binding can only be associated with
two connectors. If the user wants (in a meta-model) to
associate more than two connectors with a binding, e.g.
he wants in a model to allow a binding of type B which
links connectors of type C1, C2 or C3, he can define
in the metamodel an abstract connector C from which
C1, C2 and C3 inherit and associate B with C.

The graphical representations described above are stati-
cally defined in yTUNe, but they can be specialized There
are two Components properties which are concrete syntax
elements:

• Schematic property: It is one of the graphical elements
added in the meta-model definition. This property al-
lows to assign a graphical representations to a compo-
nent thanks to a drawing editor provided in yTUNe.
The user can draw its desired representation or import
an existing image.

• Abstract property: This graphical property allows to
specify whether a component can be instantiated or not.
According to its value, a creation tool will be available
in the intended editor palette or not.

Besides these specific concepts, the meta-modeling en-
vironment also offers some elementary constructions pro-
vided by most of the existent meta-modeling environments:
attributes, composition and inheritance relations.

We use cardinalities to restrain our languages, but to allow
complete definition of DSL, we are working on integrating
an OCL like constraint definition.
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3.2.2 Editor generation

Once the DSL (meta-model) is specified and saved, gener-
ation of the models editor is achieved in only one click. In
fact at this step the meta-model includes all the necessary
information for generating the editor on the fly. The meta-
model is interpreted and a model editor is generated accord-
ing to the semantic assign to each concept defined in the
meta-model (semantic described above) and their graphical
representation.

The generated editors are enough user-friendly, and the
edited models are conform to their corresponding meta-
model definition. Next we illustrate the yTUNe editor gen-
eration process using two running examples.

3.3 illustrative examples
The two running examples we present here are repre-

sentative enough of our specific requirements (components,
binding, connectors, attributes . . . ).

a) J2EE: : The first example is a configuration language
for a J2EE platform. The J2EE platform defines a model
for developing web applications in a multi-tiered architec-
ture. Such applications are typically composed of a web
server an application server and a database server. This use
case consist in designing a configuration language for a
J2EE platform, and then generating the corresponding J2EE
graphical model editor. This configuration language designed
with yTUNe is depicted in Figure 1. The web server is the
apache component with its mod_jk connector, the application
server is the tomcat component with its ajp13 and datasource
connectors and the Database server is the mysql server with
its WAClients connector.

Fig. 1: J2EE Configuration language modeled with yTUNe

Fig. 2: Fractal ADL modeled with yTUNe

b) Fractal: : The second example is a description language
of the Fractal component model. Components have func-
tional (client and server) and non-functional (control) inter-
faces, they are linked together thanks to Links to constitute a
software architecture. The Fractal component model enables
composite components which are components that contains
other components. A basic meta-model of Fractal’s ADL
(Architecture Description Language) designed with yTUNe
is depicted in Figure 2 and shows all the basic concepts of
Fractal, which are: components, functional interfaces (Client,
Server) and non-functional interfaces (Control).

Figure 3 shows the two editors generated from the above
meta-modeled DSML.

Fig. 3: (a)J2EE editor. (b) Fractal editor.

Notice that in the meta-models described in Figures 1, all
the components which describe servers has been assigned
the corresponding server’s icon as graphical representa-
tion. Then models edited in the J2EE generated editor
(Figure 3(a)) are very expressive. Also the defined J2EE
configuration language enforces that only a consistent j2EE
architecture can be defined (e.g. it is not possible to inter-
connect an Apache component with a MySQL component).

Regarding the Fractal meta-model, Figure 2 shows that the
Interface connector is aggregated with the Component com-
ponent. In the generated Fractal model editor (Figure 3(b)) it
is represented with Interface instances stuck on Component
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instances.
Fully automatized generation of such editors has been

made possible because we have specialized the meta-model
of our modeling framework (for the area of component-
based languages) and associated a graphical concrete syntax
with it (even though this syntax can be specialized for a
given language). We believe that such an approach can be
generalize in order to allow generation of different types of
yTUNe frameworks according to different domain require-
ments. This vision is explained in the next section.

4. Generalization
4.1 Vision

We believe that this approach (implementing a DSMF for
component-based DSMLs) can be generalized to issue dif-
ferent DSMFs associated with different fields. For instance,
we are targeting a DSMF which could be devoted to the
design of DSMLs for describing timing diagrams such as
Gantt1 charts. Therefore, in the same way as DSMLs are
defined in terms of a DSML metamodel (from which an
model editor is generated thanks to a DSMF), a DSMF
can be defined in terms of a DSMF metamodel (from
which an DSML metamodel editor is generated). Figure 4
illustrates this generalized approach. The generation of a

Fig. 4: Our vision

DSML metamodel editor from a DSMF metamodel cannot
be fully automatized. At this step, the designer of a DSMF
must associate with the DSMF metamodel a specification
of the edition behaviour (a concrete syntax). For instance,

1time-space diagrams designed for project management

the component-based DSMF metamodel defines Component,
Connectors, Binding, Association and Aggregation concepts.
The edition behaviour specification must define how these
concepts are managed graphically. We are currently refactor-
ing the yTUNe prototype to support both a component-based
DSMF and a timing-based DSMF, while factorizing libraries
and interfaces as much as possible. This should led us to
the design of a framework for implementing DSMFs, which
would allow combining a DSMF metamodel and reusable
graphical libraries.

4.2 Positioning
This vision can be positioned compared to the Eclipse

Modeling Project as follows.
From the point of view of the generation of the DSMF,

we believe that this generation cannot be fully automatized,
but that a implementation framework can help developing
DSMF and promote software component reuse (libraries of
graphical behaviors). This approach can be compared to GEF
as the level of abstraction is quite similar. However, this
comparison only holds from a narrow part of our proposal,
as GEF does not target DSMF but DSML.

From the point of view of a particular DSMF which
allows fully automatized generation of DSMLs’ editors, this
approach can be compared to GMF which aims at generating
graphical editors with minimal development. However, since
GMF is generic and does not target specific domains, it fails
addressing the needs of these specific domains.

Concerning the related work, we did not found any
similar proposal in the literature. The closest work to our
is that of Nordstrom et al. [12] who propose to describe
DSL meta-models with UML and OCL, and to associate
presentation specification with such a meta-model to obtain a
modeling environment (editor). However, this association of
the graphical syntax with the concrete syntax is not detailed
and will probably require development. This proposal is
similar to our regarding the generation of DSMFs (which
are modeling environments for DSMLs). We believe that
this DSMF generation will require much expertise, which
should be only required to generate DSMF, DSMFs being
dedicated to a specific domain and much simpler to use for
generating a DSML editor.

5. Conclusions
We are conducting research on a key issue in the MDE

community which is the development of editors associated
with DSMLs. Many experients showed that the standard
tools in the domain (i.e. EMF/GEF/GMF) are overly com-
plex and difficult to use. Our believe is that these framworks
are too complex because they aim at being generic. Instead,
we claim that we should apply the principles of DSML
(Domain Specialization) to these frameworks. By doing so,
DSML designers in a given field will be able to easily design
DSMLs and generate the associated editors.
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Regarding this orientation, the goal of this paper was two-
folds:

• to describe our experience in designing and implement-
ing one domain specific modeling framework (DSMF)
devoted to (i) the design of component-based DSMLs
and (ii) the generation of dedicated editors.

• to present a vision of the ideal framework which would
allow generation of DSMF.
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Abstract:  
The purpose of this research is to improve the validation and 

performance of mission safety software within the Mission 

Control room, as well as achieving financial objectives and 

fulfilling governmental regulation while utilizing the best 

software engineering and project management practices. The 

implementation of this project will be represented in an 

analysis paper that utilizes Petri nets to portray the 

enhanced relationships within the Mission Control software 

infrastructure and the underlying issues of the previous 

software infrastructure within Mission Control. The results 

of this research will contribute to our understanding of 

designing a more efficient software infrastructure. With this 

newly acquired knowledge, NASA organization, once the 

organization is given the opportunity to restart manned 

space missions, can push the barriers of space exploration 

and aeronautical science within the current market’s 

reinforced limitations in future NASA space missions. 

1. Introduction 
The NASA space program has undergone a series of 

innovations for more than half of century since Russia 

launched Sputnik, the first satellite to orbit the Earth in 1957. 

Through the years, NASA has made great  

accomplishments in space exploration using advanced 

Mission Control software.  While some mission software 

systems are successful in their objectives, there are other 

systems that need to be improved upon so the risk of failure 

during a NASA mission can decrease. In addition, the world 

economy’s unpredictable state should be considered in 

determining how and where the NASA software team 

obtains or creates Mission Control and vehicle software. 

Mission software is based on bettering all phases of a NASA 

space mission, in which examples of such are ground and 

flight data systems and on-orbit performance management. 

This category of software, which is composed of workflow 

and data-processing applications, is accountable for the 

scientific progress of a mission and the safety of NASA 

astronauts, space shuttle, and other aeronautical equipment. 

Research will revolve around not only NASA’s current state 

as a governmental agency, but also the installation and 

performance of NASA mission software systems and 

applications within the Mission Control Room prototype, 

individually as independent applications, and collectively as 

a functional, vital component of a NASA mission. 

2. Modifications in Software  

Methodologies 
 

Norman Kluksdahl, a Systems Engineer at Johnson Space 

Center, noted that the most monumental change with 

NASA’s Mission  

Control software infrastructure and enhancement is their 

software development methodology, the work-related outline 

executed to plan and implement software applications, in 

creating software for both space vehicles and the Mission 

Control consoles [6].  All areas of the software development 

process, including programming, management, and 

application users, will be affected by this prevalent 

modification as it allows the development team to produce 

validated, well-received software before the deadline and 

with minimal cost. 

 

 

 

 

 

 

 

 

 

In the past, the Mission Control Systems team followed a 

very straightforward process that is known as the Waterfall 

development, a sequential software-engineering process [10].  

According to my research in project management, the 

programming team converses with management and other 

stakeholders to obtain details about the application being  

 

Figure 1.  A pictorial representation of the Waterfall 

Development Methodology that the Mission Control Systems 

team relied on for their software-engineering framework in 

employing Mission Control software (The Smart Method). [12] 
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developed. After the application’s first version is fully 

advanced, an abundance of Quality Assurance and Quality 

Control procedures occur in the application development pre-

mission phase known as the Baseline Release Process [6]. 

Succession with module tests allows the Simulation team to 

proceed with integration testing, which provides a set of 

tools to test subsystems [6]. The “Test Rig” or “Simulation” 

practices occurs when changes suggested by programming 

team are made, which gives the team an opportunity to watch 

the system and observe how it interacts with environment 

[6].  To be truly efficient, it is necessary to conduct lifecycle 

analysis upon all pieces of software to ensure that each piece 

doesn’t have tight interdependency within one another.   The 

team loads the new software into the infrastructure after the 

selected applications pass the validation testing, but the 

implementation process varies depends on how long 

simulation and runtime should take [6] 

The greatest flaw with this waterfall process, according to 

Kluksdahl, is that the progress of the project is compromised 

if a stakeholder wishes for a change to be made in the new 

application [6] [10]. Therefore, all of the completed work, 

whether it was a sliver of a program functionality to an 

entirely new version, frequently has to be scrapped and the 

developers have to start all over again.  There is no limit to 

how many times this could occur, and this major 

disadvantage has misused precious time, money, and solid 

relations within the NASA organization.  Unfortunately, a 

stakeholder’s influence on the project’s final result will 

always remain a constant in any substantial endeavor because 

not everyone will know what they exactly desire, especially 

if it revolves around a concept that was never physically 

created before [10].  NASA, along with other corporations, 

have witnessed what the waterfall development cycle can do 

for an software development-driven project, where 70 

percent of objectives in an average project are not met [11].  

Furthermore, the waterfall development approach has 

demonstrated that it is not the most fiscally-conservative 

methodology as project costs are, on average, much higher 

than the estimated costs approximated during project 

initiation [11].  

In addition, space operations and management officials rarely 

observe concrete, effective software development in their 

project preparation stage or incorporate room for flexibility 

within the finished product for future software-engineering 

trends [6]. Incorporating future trends within obtaining the 

project’s end objectives allows advancing technology and 

strategies to take root.  However, today’s software 

development tends to revolve around the latest programming 

fad, such as object-oriented design, as a cure-all for efficient 

development.  Often, the effect is to reduce productivity 

because engineers are required to learn a new methodology.  

As exemplified in several information technology-related 

projects, industry experience shows that the first use of a new 

methodology is often very inefficient, and thus more costly, 

than the methodology it replaced.  This causes issues with 

maintainability and adaptability.  

 

What the Mission Control System group needs to build a 

better project framework for NASA developers and 

management to follow is one that embraces compliance in 

the sense of team communication, project objectives, and 

resources.  During this time of mission inactivity, Kluksdahl 

expressed that this lack of productivity gives the team an 

opportunity, enough time and resources to “decide on a 

methodology and adapt to its standard practices”[6].  The 

Mission Control System group selected the Agile Software 

Methodology to integrate into their project objectives. 

Created by seventeen prominent software developers within 

a document called the “Agile Manifesto” in 2001, the Agile 

Software Methodology embraces adaption, cooperation, 

swift delivery, and client goal-orientation as the crucial 

elements of successful software development [3]. As stated 

in the Manifesto, programmers that function under an Agile 

programming settings value “individuals and interactions 

over processes and tools, working software over 

comprehensive documentation, customer collaboration over 

contract negotiation [and] responding to change over 

following a plan”, which allows teams to actually provide a 

product on time and within the flexible requirements set by 

the client [3].  

The Agile Methodology thrives on four basic stages of 

software development: Project Requirements, Software 

Design, Development or Implementation, and Testing and 

Debugging, the four stages that are present in the waterfall 

model [2]. One of the most notable discrepancies between 

the agile and waterfall development approaches is that when 

project requirements change, resources are modified, and 

other factors previously analyzed confront a major alteration, 

the entire project doesn’t start over.  Instead, the project 

 

Figure 2.  A pictorial representation of the Agile Software 

Development Cycle that Dr. Kluksdahl and other software system 

engineers are incorporating into their work methodology to 

ensure stress-free software development. [1] 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 347



 
 
leaders and key stakeholders integrate the changes into the 

project plan accordingly as the developers interact with each 

phase of the cycle until the current issue is resolved [2]. How 

various developers and other stakeholders are able 

accomplish distinctive tasks from different stages of the 

software development process is through “iterations”, which 

allows software developers to complete a full software cycle 

for numerous tasks within a short amount of time [2].  A 

fully operative software development team is engaged in the 

planning, development, testing, and execution included in 

every iteration, where a deliverable or a segment of the 

finalized deliverable is produced [2].  Each project member 

must be heavily involved in selected Agile practices, such as 

face-to-face conversations, intricate team meetings involving 

daily reports, and comprehensive documentation [2].  In 

addition, users and developers alike must review and approve 

changes before these project modifications are merged into 

the baseline, developers must review each other’s code and 

programming skill sets, and each piece of code must undergo 

unit tests. Customer representatives are introduced into the 

project team to act upon the stakeholder’s behalf, allowing 

the project team sufficient access to the client’s needs. The 

iteration approach contrasts with the waterfall development 

approach, which focuses on employing distinct phases with 

checkpoints and deliverables at every stage, a nonflexible, 

risky method of project planning [2] [11].  Kluksdahl 

described that through these phases allow developers and 

project leaders to acquire the knowledge necessary to fully 

implement an unfamiliar system, in which the waterfall 

methodology greatly lacks, by completing easier tasks in the 

earlier phases and focusing on the challenging assignments 

later [6] [11].  Also, verification of project requirements 

occurs much earlier in the development process than it would 

with the waterfall development approach, which permits 

stakeholders to adjust requirements while they are still 

relatively painless to modify [11].  

In his discussion concerning the transferring of software 

methodologies, Kluksdahl stressed that the Mission Control 

Systems team is only restructuring the way the team operates 

within a software development environment and recycling 

the indispensable components (software development phases, 

requirements, communication means, etc) to fit the Agile 

structure [6].  Currently, Kluksdahl and other NASA system 

engineers are fundamentally pushing a development system 

into operation that does not employ all of the most modern 

software practices or is without any of the elements of the 

preceding software methodology.  According to Kluksdahl, 

“What we are doing is we are making software development 

better, more sufficient for everyone involved in future 

continuing, and complex projects.  Everything still works, so 

why should we get rid of it” [6].  The factors that needed to 

be improved upon, such as flexibility, team collaboration, 

and project integrity were the only portions that needed to be 

emphasized to build an advanced, enduring development 

methodology [6] [11]. 

 

3. Mathematical Approach of Petri Net 

Models 
A Petri net is exemplified by these mathematical structures 

provided by James Peterson, in his book: Petri Net Theory 

and the Modeling of Systems [9]: 

 

DEFINITION 3.1: A Petri net structure C, is a four-tuple, C 

= {P, T, I, O}, where P = {P1, P2…Pn) is a finite set of 

places, n ≥ 0. T = {t1, t2… tm) is a finite set of transitions, m 

≥ 0. The set of places and the set of transitions are disjoint, P 

∩ T = ø. I: T P
∞
 is the input function, a mapping from 

transitions to bags of places. O: TP
∞
 is the output function, 

a mapping from transitions to bags of places. 

 

The cardinality of the set P is n, and the cardinality of the set 

T is m. We denote an arbitrary element of P by pi, i = 1… n, 

and an arbitrary element of T by tj, j = 1… m. 

I(ti) is a bag of input places for the transition ti. 

 

O(ti) is a bag of output places for the transition ti [9].   

 

 

This research endeavor will specifically concentrate on a 

branch of the Petri net theory that is called Applied Petri net 

Theory, where a Petri net is represented by special graphs 

called Petri net graphs [9]. Petri net graphs are also described 

in mathematical terms below, establishing Petri net graphs as 

bipartite directed multigraphs, where the multigraph allows 

various arcs or functions from one node to another [9]:   

 

DEFINTION 3.2: A Petri net graph G is a bipartite directed 

multigraph, G=(V, A), where V ={v1, v2, …, v5} is a set of 

vertices and A = {a1, a2, …, a,} is a bag of directed arcs, ai = 

(vj, vk), with Vj, Vk is a subset of V. The set V can be 

partitioned into two disjoing sets P and T such that V = P U 

T, P ∩ T = ø, and for each directed arc, a is a subset of A, if 

ai = (vj, vk), then either Vj is a subset of P and vk is a subset 

of T or Vj is a subset of T and vk is a subset of P [9]. 

 

 

Figure 3.  An example of a Petri net graph with four places, two 

enabled transitions, and four markings, such that I(p1) = {t2}, 

O(p1)={t1}, I(p2)={t1}, O(p2)={t2}, I(p3)={t1}, O(p3)={t2}, 

I(p4) = {t2}, and O(p4)={}.[4] 
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A Petri Net is composed of five elements: a set of places 

(represented by the letter ‘P’ in formulas and by circles in 

graphical representations), a set of transitions (represented 

by the letter ‘T’ and by bars in graphical representations), an 

input function (represented by the letter ‘I’ and by incoming 

arrows or arcs in graphical representations), an output 

function (represented by the letter ‘O’ and by outgoing 

arrows or arcs in graphical representations), and markings 

located inside place (are represented by the marking u and by 

dots in graphical representation) [8] [13].  The input and 

output functions creates relations between transitions, which 

controls the arrival and departure of resources, and places, 

which is a component that holds resources [8] [13].  A 

mapping from a specific transition (tj) to a specific place (pi), 

within a collection of input places I(tj) is an input function I 

[9] [13].  If transition (tj) is mapped to a specific place (po), 

within a collection of output places, O(tj), then the result is 

an output function [8] [9].   

Markings are an essential component of a Petri net graph 

because they represent resources used to simulate the overall 

functionality of the replicated system.  Described below is 

the mathematical description of a marking: 

 

DEFINITION 3.3: A marking µ of a Petri net C = {P,T,I,O} 

is a function from the set of places P to the nonnegative 

integers N. µ: P N.   

The marking µ can also be defined as an n-vector, µ = (µ1, 

µ2,… µn), where n = |P| and each µi is a subset N, i =1, . . ., 

n.  The vector µ gives for each place pj in a Petri net the 

number of markings in that place.  The number of markings 

in place pi is µi, i = 1…n. The definitions of a marking as a 

function and as a vector are obviously reflected by µ(pi) = 

µi. The functional notation is somewhat more general and so 

is more commonly used [9] [13]. 

 

In other words, markings are used to define the execution of 

a Petri net, where the number and positions of markings may 

alter during the execution and controls the execution’s 

duration [9] [13].  In order for execution to occur within a 

Petri net graph, a transition must first be enabled for firing, 

which requires each of the transition’s input places to have at 

least as many markings in it as arcs from the places to the 

transition [8] [9].   Next, the transition is fired by removing 

all of its enabling markings from its input places and then 

depositing into each of its input places and then depositing 

into each of its output places one marking for each outgoing 

arc from the transition to the place. Thus, multiple markings 

are produced for multiple output arcs and transition firings 

can continue as long as there is at least one transition 

enabled. Otherwise, the execution is terminated and the 

system is presumed to be idle [8] [9]. 

The most straightforward view of a Petri net representation 

of a particular system focuses on two concepts: events and 

conditions.  Actions that occur within the system are events, 

in which the instigation of an event is influenced by the 

 current state of the system. The varying state of the system 

is derived by a set of 

predetermined conditions, 

“predicate[s] or logical 

description[s]” to the system’s 

status [9] [13]. In order for an 

event to occur, the event’s 

preconditions must be 

completed.  The repercussions 

of an event, or post 

conditions, may cause the 

preconditions of other events 

to end or commence [9] [13]. 

Conditions are modeled by 

places in a Petri net while 

events are represented by 

transitions [9] [13]. The 

inputs of a transition are 

considered preconditions of 

the consequent event, 

where an enabled 

transition indicates that 

the preconditions are 

completed [9] [13]. Thus, 

the outputs of a transition 

are the post conditions of 

an event [9] [13].  

4. Petri Net Graphical  

Comparisons of Software Methodologies 
Four Petri net graphs were created using an open-source 

application that creates Petri net graphs called Pipe 2. The 

resulting Petri net graphs fully resemble how the NASA 

Mission Control Systems team conducted and will conduct 

their software development utilizing the precedent approach: 

Waterfall Development Methodology and the impending 

approach: Agile Software Development. Figure 5 displays 

the progression of an archetypal project where the project 

team must endure the requirements phase, design phase, 

implementation phase, verification phase, and maintenance 

phase (which is an ongoing process until the software is 

eliminated from the system).  So, when the project starts, the 

resources of the first version (which is symbolized by the 

marking) will undergo the requirements phase and when it is 

completed, a transition will be enabled, fired, and the 

marking will proceed to the design phase. This will continue 

until the software is successfully released. 

 

Nevertheless, when project requirements change or a major 

project issue arises within the software development or the 

deliverable is being produced, another marking will be added 

to the “Project Hindrance” place, as exemplified in Figure 4.  

This particular graph is built in a manner in which if there are 

two markers next to each other in separate places (which 

represents the encounter or realization  of a significant issue), 

a specific transition will be enabled (representing the event in 

which the team realizes that there is an issue at hand), firing 

 

Figure 4.  A Petri-net graph that 

demonstrates how the NASA 

Mission Control Systems team 

applied the basic outline of 

Waterfall Methodology in their 

software development process. 
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one of the markings to the beginning of the project process 

and firing the other to one of the “Resources Cache” place.  

The project team must repeat the project process again with 

new resources, a revised project-related blue print, while the 

dilapidated resources and wasted time will be accumulated 

“Resource Cache” places until the deliverable is released into 

the system.  Evidently, this Petri net graph (Figure 5) 

illustrates how the Waterfall development methodology 

exhibits an uncomplicated organization, but this limits the 

amount of resources and adaptability of the project team. The 

following Petri net graph (Figure 5) epitomizes the Mission 

Control System team’s current development process, which 

employs Agile Software Development practices and six 

delivery iterations.  The marking (current state of the specific 

project) begins at Iteration 1 at the beginning of the project 

and the project team undergoes its own software 

development cycle (represented in Figure 7) to manufacture a 

deliverable.  When that iteration’s particular deliverable is 

generated, the precondition of the next event is fulfilled and 

the nearest transition in Figure 6 (T0) will become enabled, 

transporting the ticket from the preceding iteration to the 

subsequent iteration, which is called Iteration 2.  This 

process continues until the marking reaches the maintenance 

place, where the marking will always be repositioned by a 

transition that will permanently be enabled (T7). 

 

 

 

 

Figure 5. The constructed Petri Net that represents how the Waterfall Methodology was used within the NASA software 

development environment and the multiple problems that the methodology possessed. The Project Hindrance place 

represents any kind of condition or problem which may delay the project, such as management disagreement, 

misallocated resources, and drastic change in project requirements.  When a resource (project resource) is found in a 

Resource Cache place, it is considered a misplaced resource (a condition to an imperfect project) that increases the final 

cost of the project.  In addition, if there is more than one marking within the Maintenance place, then the number of 

markings represents the number of versions in which the delivery has been through. 
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Figure 6. A Petri net graph that represents how Kluksdahl’s Mission Control System team is going to integrate the basic 

concept of Agile Development Methodology. Each place represents an iteration or project phase and each marking 

represents allocated project resources. If an iteration possesses a marking after a transition is fired, then it resembles the 

current state of the specific project. If a problem occurs in an iteration, it is taken care of within that iteration right away.  

The Mission Control System team must consider if any 

problematic difficulties will arise during the development of 

an iteration’s deliverable.  Within the world of Petri nets and 

graphical mathematical models, there is no way to logically 

relocate the marking to the first place of the Petri net due to 

the fact that the advancement of the project is almost linear, 

from beginning to end. If an issue occurs that would 

characteristically cause the project team to retrace back to 

Iteration 1, or the establishment of the project, the issue will 

be resolved within that current iteration before the next 

transition enables.  Within the iteration, the project team can 

move to any phase of the software development cycle to 

disentangle the issue (whether it be using more face-to-face 

communication with clients, or revising the requirements of 

the iterations, or conduct more conscientious coding during 

the implementation phase) at hand.  After the issue is 

resolved, the project team can go forth in completing the 

originally-planned objectives within the iteration and the 

team can make an endeavor to prevent a similar issue from 

happening again. 

5. Conclusion 
The Petri net investigations of both software development 

methodologies revealed that the Mission Control System 

team is making significant, beneficial progress in renovating 

the Mission Control Room by establishing Agile Software 

Development characteristics into their own infrastructure. 

Through the project’s deliveries, six delivery phases in span 

of three planned years, the team expects to repeat each 

delivery process (update, design, work from high-level tasks 

to specific tasks) in order to ensure the best results.  The 

deliveries and project’s development is undergoing a 

“loading bar” process, or an incrementing progression 

towards a project’s completion [6]. This allows system 

analysts and other researchers to measure a project’s 

development and their ability to learn how to operate the 

technology using key phases. It permits the project team to 

approach the major issue concerning the Mission Control 

software infrastructure through a divide and conquer 

approach: learn the easy tasks first and put the most difficult 

and/or incompletely-specified tasks on the side to be 

completed later in the project [6]. Although the software 

production, resource verification hardware acquisition, and 

other tasks are still under construction, I believe that the 

verification of how the Agile Methodology attributes will be 

integrated into the infrastructure propelled the Mission 

Control Systems team a great length towards their ambition: 

the project’s final delivery of a resourceful, powerful 

Mission Control Room.  

 

Figure 7. This Petri net graph represents the Agile software 

development cycle that is assigned to each project iteration. 

This closely resembles the flowchart example found in Figure 7 

where the present location of the marking represents the current 

phase in which the project team is undergoing. However, the 

team is able to move to any other phase if need be. 
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As expressed before by Dr. Kluksdahl, along with several 

members of the Mission Control Systems team, experience is 

their main advantage in this project, a statement that I agree 

with whole-heartedly [6]. Gained knowledge gives the 

Mission Control Systems team, along with other 

stakeholders, the best results under an optimal testing 

environment that is facilitated by the combination of multiple 

project and development methodologies [6]. I found this 

component intriguing since knowledge gained from the 

previously-completed phases helps provide operators and 

testers sufficient knowledge to evaluate past error 

recognition and trends.  When a situation is fully corrected 

based on the team’s strict standards, the confidence of the 

team and crew in achieving the flight mission increases 

significantly, which allows the team to work harder towards 

a successful future.  The more each team member grows 

mentally and personally, the more their own motivation will 

develop and they would finally realize the importance of 

their work to the entire organization, and, perhaps, the entire 

human race. Who would compromise the promise of a better 

future and the opportunity of obtaining knowledge in order to 

maintain the archaic environment that has failed NASA 

before. If the team, along with management and all other 

departments, tenaciously continues this endeavor in the 

determined “loading bar” pace and able to create resource-

saving solution, NASA will be triumphant once again. 
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Abstract  In this paper we describe an algorithm to 
automatically generate metro map layout.This automatic 
method use to move from the initial geographic layout of 
the map to a schematic layout. We use trigonometric 
relationship in five steps. The proposed method observes 
metro map criteria to produce a nice metro map. We 
describe the steps of algorithm on real world metro. 
. 
Keywords: public transport schematics, graph drawing, 
metro map layout Automation. 
 
 

I. INTRODUCTION 

 The Metro map is a type of diagram that is used for 
illustrating transportation networks. Metro map 
visualize the public transport and illustrates 
interconnections of rail road networks. Today it is 
familiar to people because it is easy to read and 
understanding and many people are able to use it 
quickly. It is easy for travelers to find their routes from 
start  to destination point, and they know  how to read 
route maps for metros and buses [1]. Schematic map is 
used to represented underground metros or above 
ground tram networks. Designing a schematic map 
today is still a challenge, because it is created 
manually. Traditionally, metro maps are drawn 
manually [2] and there was no automatic way to 
produce this diagram; the cartographer must decide 
where to put the stations and how to draw the lines in 
the diagram. In complex and large networks it is not 
simple and takes many efforts and time consuming.  
Therefore designing a schematic map today is still a 
challenge. The main objective of this paper is provide 
solutions for metro map layout problem. The metro 
map can be presented as a graph; it consists of a set of 
lines which have intersections or overlaps. In all metro 
maps it is common to consider the graph in which, 
metro stations are considered as vertices and their 
interconnections as edges. The lines are straightened 
and restricted to horizontals, verticals and diagonals at 
450. For forming a good metro map layout, a set of 

aesthetic criteria should be defined. We describe a 
method to automatically generate metro maps quickly. 
Our method uses some simple trigonometric 
relationships with a suitable preprocessing step layout 
and observes a set of aesthetic criteria for good metro 
map, The experiment results show that our method 
produces good metro map layouts. 
 

II. RELATED WORK 

  In this direction there are some related work. In this 
section we review these methods and we compare 
them.  Nollenberg and Wolff [3] have investigated an 
algorithm for automatically drawing metro maps. A list 
of soft and hard constraints has specified. They have 
presented a mixed- integer linear program (MIP) which 
finds a drawing that fulfills all hard constraints. This 
program optimizes a weighted sum of costs 
corresponding to the soft constraints. They have shown 
how to include vertices labels in the drawing [3].   Stott 
and Rodger [1] have proposed an automatic method for 
drawing metro maps. They have considered the metro 
map as a graph. The graph is embedded on an integer 
square grid. They have implemented a total of eight 
criteria. Each criterion measures some geometric 
property of the map such as the length of edges or 
edges crossings and is weighted. The nodes and labels 
are repositioned such that the total of the weighted 
criteria is always reduced. F. Bertault [4] has proposed 
an algorithm based on a force-directed approach. They 
considered three kinds of forces: the attraction forces 
between nodes, the repulsion forces between each pair 
of nodes, and the repulsion forces between nodes and 
edges [4]. Their algorithm produces drawings which 
are more aesthetically pleasing that the initial layout 
and the final layout of a given graph has the same 
embedding as the original graph [2].Frick and Ludwig 
[5] have presented an algorithm to compute a layout for 
undirected graphs based on local temperature. They 
have calculated a local temperature for each vertices 
and a global temperature that is the average of the local 
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temperatures. The vertices  positions have updated 
until the global temperature is lower than a minimal 
temperature. This algorithm can handle large and 
complex graphs.Hong and Merrick [2] have 
investigated the new problem of automatic metro map 
layout. They have defined a set of aesthetic criteria and 
presented a method to produce the layout 
automatically. They have combined several different 
graph layout methods. They have designed layout 
methods based on the first four these criteria. They 
have investigated five different methods.In comparison 
Hong and Merrick have reduced the running time, but 
labels overlaps are avoided, and sometimes labels and 
edges intersect. The result of their methods is not very 
similar to the maps that are drawn by graphic 
designers. The edge lengths are not uniform; which 
means the final layout is unbalanced. Their approach is 
severely limited by not taking the topology of the 
metro systems into account. The running time of Stott 
and Rodgers, is higher in comparison to Hong et al. 
The edge lengths are uniform and edges are octilinear. 
But there exist many label overlaps. The Nollenberg 
and Wolff method draws octilinear metro map but it is 
complex to use and the length of edges are not uniform.  
 
 

III. MODELING METRO MAP LAYOUT 
For illustrate the conception of metro map we define 
existing criteria for a good metro map layout and then 
we modeled the metro map as a graph. 
 

A.GRAPHS 
   Graphs are important because they can be used to 
represent essentially any relationship between entities. 
Graphs visualize the information for the users, and 
provide important information about the objects. For 
example, graphs can model a network of roads, with 
cities as vertices and roads between cities as edges. A 
nice layout of graph aids user to find immediately the 
information that he is looking for. 
A graph G=(V,E), consists of a set of vertices V, |V|=n, 
and a set of edges E, |E|=m. An edge is a pair e= (u, v), 
u, v  V. Two adjacent vertices are connected by an 
edge. The degree of a vertices is the number of edges 
that incident to this vertices A path in G is a sequence 
of distinct vertices of G like (v1,v2,...,vt) such that 
vivi+1  E for 1 <  i <t. 
A graph is called planar if it can be drawn in the plan 
without edge crossing. 
 
 
B.Graph layout 
   Graph drawing applies topology and geometry to 
draw two and three dimensional representation of 
graphs. Very different layouts can correspond to the 
same graph. There are different graph layout strategies. 
In straight line drawing each edge is drawn as the 

straight line between the vertices. Orthogonal layout 
the edges are drawn as polygonal chains of horizontal 
and vertical line segments. We will use the octilinear 
layout for metro map drawing. In octilinear layout all 
edges are horizontally, vertically or 450. The advantage 
of using this layout in comparison of orthogonal layout 
is that the maximum possible vertices degree increases 
from 4 to 8. Some drawings are better than the others. 
Aesthetic criteria attempt to characterize readability of 
a layout. Various attempts have been made to specify 
the readability of a layout that comprises:  
 minimize crossings 
 minimize area 
 minimize bends (in orthogonal   drawings) 
 minimize slopes (in polyline drawings) 
 maximize smallest angle 
 maximize display of symmetries. 
In the other hand there are graphical properties for 
readability of a layout. For example the shape and size 
and color of vertices; the shape (curve, line), thickness 
and color of edges. In any algorithmic method of graph 
drawing these properties are left to the decision of user. 
Another property that must be taken into account is the 
graph labeling. The size and place of labels are 
important to minimize overlaps.  
 
C.The metro map problem 
The metro map can be modeled as a graph, formally  . 
 Input: The metro map graph in which stations appear 
as vertices and and relations between two station 
appears as an edge. 
Output: a suitable metro map graph layout in which 
observed following criteria. 
 
D. metro map criteria 
First, we have to know what kind of map is suitable for 
metro map and what is a “nice” metro map? The map 
should be as readable and clear as possible without 
displaying unnecessary details. metro map graph must 
be include following criteria: 
1- Each line drawn as straight as possible. 
2- No edge crossings. 
3-No overlapping of labels. 
4- Lines mostly drawn horizontally or vertically, with 

some at 450. 
5- Each line drawn with unique color. 
We discover a method based on these criteria, in next 
sections we describe our method . 
 

V.TRIGONOMETRIC METHOD 
   We implemented trigonometric relationships to 
acquire metro map layout . Each step is continuance of 
previous step . To illustrate the performance of our 
algorithm, we used it performs on Washington metro 
map , Initial layout of the Washington Metro Map is 
shown in fig.1. Our algorithm consists of five steps: 
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Fig. 1. Initial layout of the Washington Metro Map(G). 

 
 
 

Step 1: Minimizing the graph by eliminate the  
nodes    that their degrees are equal 
two. 

 
Step 2: Planing the graph if it is not planar. 
 
Step 3: Producing octilinear layout using 

trigonometric relationships . 
 
Step4: Inserting the removed nodes. 
 
Step 5:Labeling 

 
Step 1 :Minimizing graph: 
The initial graph G is shown in fig. 1, and for applying 
next steps easily, the vertices of gegree two is 
eliminated . The result G’ is shown in fig. 2.  
 
Step 2: Smoothing The Graph G’ 
We considered that the grapg is plannar. If it is not 
planar, it is plannared using following formulas . New 
coordinations of vertices is calculated by following 
formulas: 

푥(푣) =
1

푑푒푔(푣) 푥(푤)
   

        (1) 

 
 
 

푦(푣) =
1

푑푒푔 (푣)
푦(푤)

   

      (2)  

 
Where v and w are two vertices that are adjacent and 
deg(v) is of degrees of node v. 
 
step 3:octilinear layout 
In this step the angle between each egde and horizontal 
axis is calculated by formula (3).In other word the 
angle between the edge that is between each pair of 
adjacent vertices and horizontal axis. 
 

푎푛푔(푣, 푢) = 푡푎푛
|푦(푣) − 푦(푢)|
|푥(푣) − 푥(푢)|

           (3) 

Where ang(v,u) is angle between each pair of adjacent 
vertices and horizontal axis , x(v) and x(u) are x-
components of two adjacent vertices and y(v) and y(u) 
are y-components too. In this step  the deference 
between the ang(v,u) and three degrees, 00 ,900 and 450  
is calculated .A angle    is selected  which  have 
minimum deference by ang(v,u). The new coordinates 
of  node u is yielded  by (4) and (5).  
 

x(u) = x(v) + r cos(sign(x) × )                (4) 
 

푦(푢) = 푦(푣) + 푟 푠푖푛(푠푖푔푛(푦) × )             (5) 
 
Where r  is the distance between v and u vertices , 
sign(x) is the sign of (x(u)-x(v))   and sign(y) is the sign 
of (y(u)-y(v)). Our method in this step is traversed all 
vertices of the graph as BFS (Breadth First Search) and 
is coordinated each node.  

 
Fig. 2. graph layout G’ the result of minimizing grapg G 

 

 
 

Fig. 3. G”, octilinear layout of graph G’ 
 
 
Step 4 : Inserting removed nodes 
In this step the nodes that was removed in inserted to 
graph. For each edge (u,v) if n is number of nodes that 
were deleted and  the angle between this edge and 
horizontal axis : 
1-if =0 
 

푥(푘) = 푥(푣) +
푘 × 푟

푛
푐표푠       ,        푦(푘) = 푦(푢)          (6) 

  
2- if =90 

푥(푘) = 푥(푣)       ,        푦(푘) = 푦(푢) +
푘 × 푟

푛
푠푖푛              (7)        

 
3-if =45  
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푥(푘) = 푥(푣) +
푘 × 푟

푛
푐표푠   , 푦(푘) = 푦(푣) +

푘 × 푟
푛

푠푖푛  (8) 

 

 
Fig. 4. Inserting removed nodes. 

 
Fig. 5. The final result of Stott and Rodger method [1]. 

 
The metro map layout of Stott and Rodger [1] is shown 
in fig. 5.  
5- labelling 
In last step the lables is inserted. For each node 8 
position is considered for labling as is shown in fig 8. 

 
Fig. 6. The position of lables. 

 
 

The position of lables is considered acoording to the 
angle beetwin inserted nodes and edge (u,v), which u 
and v are beginning and end of edge. For 0 and 180 
degree the position 2 and for the other, the position 3 is 
recomended. 
 
 

VI. CONCLUSION AND FUTUR WORKS 
In this paper we presented an algorithm using 
trigonometric relationship  to automatically generate 
good layouts of metro maps. The results show that  
final layouts of the metro maps have significant 
improvement on the original geographic layout  and 
they are similar to official maps.  We believe that our 
method for labeling can be extended relatively easily  
in order improve further on the quality of the 
map labling. 
 

 

 
Fig. 7. The final layout with labelling 
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 Abstract:  
 Today’s companies are faced with the need to exploit 
technology changing computer environments, in order to 
improve customer satisfaction and reduce costs. A 
successful approach to electronic portals is an effective 
demonstration of new ways of relating to the client. Thus, 
we conducted this work, first trying to emphasize the need 
to develop appropriate software for e-business, creating a 
portal for electronic commerce and finally to introduce it, 
and that to highlight the main features that arose logically 
from the objectives set. We completed work showing some 
of the advantages of implementing Electronic Commerce 
Portal applications. 
 
Keywords: e-commerce, e-business, e-Portal 
 
1 Introduction 
 
 From a business perspective, e-business offers 
companies a way, to grow their businesses in an 
environment where technology meets user demand 
collaboration applications developed for the Internet. Thus, 
by using e-Business (the effective use of new information 
technologies in business, by developing an alternative sales 
channel with relatively low costs) is made an individualized 
approach to client relationships and manages IT 
using establishing relationships with incomparably greater 
number of clients, from traditional approaches. 
 
2 Need to develop e-business software 
 
 The climate information society, in terms of the 
technological infrastructure is continually improving, the 
ability to specialize and to reconfigure the functionality is 
distributed over a field and heterogeneous computing 
resources is one of the basic problems is solved with the 
ability to package the functionality so that it can be used by 
other applications. Additional business will benefit from 
consistency rules, the more speed the implementation of a 
rapid response marketing and change management. 
 These needs - specialization and reuse of software 
functionality - have led to new models of software 
structure. An application is a set of services required to 
solve an economic problem. Whenever two applications 
need the same service, they will use a common service, that 
same piece of software that implements the designated 

service. Logical analysis and design process involves the 
discovery service (and use of its character) needed to solve 
a specific business problems. The physical aspect of the 
process is to decide which services will be developed based 
on new components (ideally less) and that service will be 
handled by existing components in use (ideally more). 
 Component-based software development refers to 
techniques and tools that allow software from prefabricated 
components. These applications are, in a sense, the next 
generation of client-server applications and the tendency to 
reduce end-user involvement in the control flow processing, 
computing power is distributed between client and server. 
 These types of technologies have a number of 
features, of which the most important can be summarized as 
follows: 

 are directed toward the goal - enable the company to 
focus on a target, based on their skills - which makes 
them successful and to be unique; 

 provide prompt responses - have the ability to 
provide prompt responses to customers or market 
opportunities or other elements in the external 
environment; 

 have the advantage of flexibility - at the operational 
and business processes; 

 robust - offering the ability to respond to any 
changes at the level of decision making in business 
and the technological environment. 
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Fig.1. The key components of e-business application 

  
 Companies can achieve and needs using new 
technologies developed on the experience taken from 
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existing architectures, and those who develop e-business 
technologies must be based on good architecture, meaning a 
good definition of it. Attributes of these technologies that 
offer flexibility, rapid response and efficiency in demand by 
organizations that implement them are: integration, 
virtualization, automation and standardization open 
(permissive) [1].                                                                                         
  
3. Presentation application ePortal 
  
3.1. Application objectives 
  
 Need for ePortal application in terms of business 
development is required by the following economic aspects: 

 reduce costs for both the entity and its business 
partners; 
 reduce the time of sale and thus improve planning; 
 standardization processes and expand enterprise-
wide scalability; 
 to obtain competitive advantage in the market. 

 In developing e-commerce portal ePortal we 
considered the following objectives[2] (Figure 2): 

 structured communication, effective collaboration; 
 complete and closed circuit of orders and deliveries; 
 planning and inventory optimization; 
 effective management of customers and suppliers. 
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Production
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Delivery
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Storage

Requests on various channels

Complet business flow

Integrated logistics

Customer
Suppliers

 
Fig.2. Business optimization 

 
Business optimization is achieved by: 

 real time processing; 
 monitoring the contractual and payment; 
 friendly interface, which one requires specialized 

training; 
 automatic identification of exceptions; 
 increase data accuracy; 
 proactive and effective communication with 

business partners; 
 increase efficiency orders / deliveries; 
 lower accounting costs; 
 eliminate the storage of products and reduce 

telephone costs; 
 collaborative planning; 
 automatically update inventory and automatic 

volume control needed to buy; 

 make electronic payments, electronic bidding prices. 
 Due to more complicated problems that managers 
have to solve in the current period, in an environment, 
internal and external, more complex, it is necessary that 
management have to be made available in a coordinated 
system extended to all levels of companies. In order to act 
effectively in pursuit of the main functions of management 
planning, organization, coordination and control, current 
manager needs information, which - to be useful - must be 
of good quality and available in time (sometimes instantly). 
 In this context we have considered implementing a 
solution with open architecture-oriented applications 
available on-line services (Figure 3) that will extend 
business process automation to the entire internal value 
chain of business partners: suppliers, producers and 
customers.  
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Fig.3. Implementing a solution that enables online 
trading 

 
 Thus, full integration of processes and value chain 
visibility will attract the quality of service differentiation 
(Figure 4). 
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Fig.4. Extending process automation to the entire value 

chain 
 
3.2 Optimization of planning by using the 
portal 
  
 Planning, one of the most important benefits of such 
a solution approach to integrate business processes aims to 
decrease inventory costs and commitments to the client, 
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referring particularly to: forecast accuracy, inventory levels, 
planning cycles the accuracy commitments, value chain 
visibility. 
 Planning reflects the major issues of planning and 
budgeting processes, made mainly as training activities of a 
financial year. The example application created, we 
considered the following planning cycle: it generally starts 
with sales planning, based on their defining the production 
plan, resource plan, and plan and then supply the income 
and expenses. Plans may be updated during the year to 
highlight the modifications to the strategy or tactical 
approach to organization and changes dictated by market 
developments. 
 To obtain information flow is necessary to obtain 
historical information from sales, supply, capacity, 
production, and external information - kind of market 
trends, raw material etc. Making plans and budgets is 
through successive refinements, simulations, scenarios 
"what happens if" etc. In terms of system for this type of 
applications suitable type systems Data Warehouse and 
Decision Support - the multidimensional technology. 
 Objectives of planning activity within the application 
ePortal reflected the following benefits: 

 lead to a correct forecast demand through 
collaborative planning; 

 reduces inventory by optimizing inventory deliveries 
increasing accuracy; 

 reduce planning cycles with full optimization and 
planning; 

 increased accuracy commitments to customers by 
including information from production, transport 
and capabilities of suppliers; 

 identify and resolve exceptions occurred at all levels 
through integrated management company. 

 Systemic approach to the solution components and 
advanced planning are identified in Figure 5, may be 
observed that this solution will: 
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t=ore
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Fig.5. Advanced planning solution between business 

partners 
 

 simultaneous material and capacity planning; 
 commitment to Partners (available / able); 
 advanced simulation capabilities; 
 materials and capacity planning in real time; 
 allocation of purchase orders based on historical 

data, the delivery plans of providers, provider-

specific command modifiers cycle times and 
providing specific article. 

 Planning sales next period, the application ePortal is 
based on sales in previous years, current contracts, market 
developments, new products, new markets, new 
technologies etc. Sales can be broken down by product, 
geography, distribution channels, sales channels, sales 
agents, etc. Objective achieved by planning sales, aimed to 
implement a multidimensional technology planning 
subsystem, with scenario simulation capability. Such a  
system can be extended with a foresight (forecasting) and 
control account (online sales), which in turn can be 
integrated with the order (order entry).  
 We considered also the possibility of providing 
direct information to a marketing system that uses 
information to optimize sales training sales campaigns. 
 Materials supply planning and materials allow the 
following functionality: 

 scoreboard scheduler use to determine resources 
overused and tracking that can create any production 
interruptions; 

 re-planning orders, change quantities or to remove 
places narrow limits; 

 re-planning components and load resources in real 
time. 

 The system must receive data from the production 
system (for other raw materials) of planning production, 
existing stocks - by split materials in systems maintenance 
and repair management (for materials, spare parts), the 
planning of repairs and statistics unplanned repairs and 
investment system (investment material) of investment 
planning, investment budgets etc. The system will 
automatically generate purchase requests (requisitions) 
when it comes to a planned period (Figure 6).  
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Fig.6. Automate business processes of the beneficiary 
  
Of particular importance we attached to the supply cycle 
where contracting, delivery, transportation, receipt, 
unloading and storage takes place long intervals, there are 
risks of exceeding the standard limits set. 
 Strategic products (raw materials) are defined 
framework agreements between business partners, 
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including delivery terms, terms, quality, etc., negotiated 
terms being found in the purchase orders. This process 
includes the marketing supply (requests for proposals, bids, 
offers analysis, supplier analysis, preferred suppliers, 
catalogs, prices, etc.). 
 Objective achieved for planning to manage the 
supply and suppliers, was to implement a contract 
management subsystem (frame, dates, amounts, payment 
methods, etc.). Given the particular enterprise customer, 
such a system aims to optimize the short-term planning 
work related to production planning and supply of sales will 
ultimately lead to improved regularity of production, 
minimize inventory of raw materials / finished products and 
thus optimize financial exposure. 
 In this context, supply optimization aims to: 

 reduce overall cost of procurement; 
 suppliers sorting strategy; 
 full automation; 
 collaboration with suppliers; 
 performance indicators (level of expenditure/ 
supplier). 

 As can be seen from Figure 7, in terms of customer 
ePortal application involves: 

 identifying the best deals through unified Internet 
search tools, support for complex negotiations; 
 automation of the entire flow of purchases by 
processing all the necessary flows - payment; 
 increase efficiency by working with suppliers 
through the portal access real-time messages in 
XML format; 
 identify opportunities to reduce costs through 
integrated analysis of costs and performance of 
suppliers. 
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Fig.7. Simplify logistics by eliminating the storage 
 
 Furthermore the correlation of supply processes of 
dissolution will lead to substantial improvements in 
performance and profitability of enterprises, as seen in the 
examples shown below the business value chain is 
improved due to automated data management. 
 Optimizing sales and delivery activities aims to 
improve services, delivery speed, and lower costs through 
the following facilities: 

 demand multi-channel; 
 configurable products; 
 collaboration; 
 dynamic business practices; 
 integrated logistics processes. 

 Management solution chosen sales and deliveries in 
the application has the following features: 

 Supports flow control completely from the 
collection by multi-channel operation, configuration, 
configurable price, extended delivery promises; 

 Encourage collaboration through automated 
processing, various delivery options, self-service; 

 Use dynamic business processes - workflow-based 
architecture, friendly user interface, control at the 
command line; 

 Processes have provided integrated logistics 
warehouse management and transport. Activities in 
this area relates to sales, marketing and logistics. It 
is important that in the end all sales channels (sales 
contract with strategic customers, direct sales based 
on ad hoc orders, retail sales in your network) and 
customer to converge into a unified system of 
reporting . It is possible to track existing and 
potential customers, to make predictions (forecast-s) 
to be compared with budget plans and sales 
channels, agents, etc. products. Marketing plans are 
organized according to the company's strategy for 
expanding its product range, market. Are reports of 
all types - sales, products, geographies, channels, 
agents, and client - to compare the achieved / 
planned. 

 Objective we have considered on sales activity was 
the implementation of a subsystem customer groups, sales 
channels, agents, products to short-term sales forecast and 
sales plan update. Forecast had related to the plan and 
achievements and thus tracks the effectiveness of sales 
channels, agents, and update plans for sales, production, 
supply, resources and budgets. Also, in this situation and 
recommend implementing a marketing professional, who 
can do, besides launching a campaign, and campaign results 
management, resource management, customer campaigns 
etc. to be addressed. Is excluded and implementation in a 
given time horizon, a customer relations center on different 
channels (call / interaction center). 
 As can be seen from Figure 8 in terms of stock 
management, application ePortal provides the following 
features: 

 complete integration; 
 multiple implementations, warehouses, addresses; 
 flexible structure code article; 
 groups of products as user-defined criteria; 
 follow-up version, batch, serial number; 
 cost methods: standard weighted average periods 

weighted average, FIFO, LIFO; 
 regular inventory and annual inventory; 
 forecasts; 
 planning and flexible supply of stock. 

Int'l Conf. Modeling, Sim. and Vis. Methods |  MSV'12  | 361



Returns, 
Acquisitions
Transfers

Returns, 
Orders
Transfers

Reception Inspection

Support RF

Storage

Delivery Packaging Training
delivery

Global visibility

CHANGING CHANGING 
RULES RULES 

ANDAND
WORKFLOWSWORKFLOWS

Labelling

Replenishment

Movement
of stocks

Inventory

Transfer

Output 
current
production

Cost

Assembly

Fully
integrated
solution

PlanningPlanning AcquisitionsAcquisitions ProductionProduction DeliveryDelivery

 
Fig.8. Inventory management solution fully integrated 

 
4 Functional structure of the 
application ePortal 
 
 Electronic Commerce Portal is a collaborative 
application that allows client companies and partners, to 
communicate via the Internet. This allows them to have real 
time information such as orders placed in the system and 
delivery schedule, to meet the client company providing 
order confirmations, shipping notifications, requests for 
amendments or planning details. On the other hand, the 
application allows the company to make acquisitions, to 
seek information about orders, shipments, receipts, invoices 
and other payment information on all suppliers and sub-
units of its business and to respond to requests for 
modification issued. 
 The interface is intuitive portal to facilitate 
communication with business partners, the principal 
objective is selling the markets both domestic and foreign 
markets and create an alternative channel to sell on the 
Internet, from traditional sales channels. Thus, it contains 
visual elements in English to facilitate communication with 
foreign partners, but in addition the application has the 
option for English, which can be selected to register as 
external users of the portal. 
 Thus, business partners can remove geographical 
barriers between the places of their work by using this 
flexible, fully integrated, significantly reduced cost 
compared to traditional operation to improve their own 
business and services, and default to increase market 
competitiveness by using the-art work (Figure 9). 
 EPortal application supports transactional documents 
and documents open read only (read-only): 

 the transaction documents can be sent confirmation 
or request for change order or you can initiate 
transactions that advance notification of delivery, 
delivery notification or pre-payment of bills; 

 read the documents you can view information about 
delivery schedules and forecasts of payment 
forecasts; Thus, a provider can access information 
about inventory, invoices and payments; it can send 

confirmation of complex projects and change 
requests notice of the order. 
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Fig.9. E-Commerce Portal - efficient operational 

solution 
 For this, everyone must register first as a business 
partner, then as the user application to access the 
Internet. The procedure for authorizing access site begins 
with an invitation to visit the site, sent to the e-mail 
provided by pressing the button "Call" and the type of 
business relationship with your partner had, access is 
granted or not specific features of the application. Thus, 
domestic buyers and the company and the system 
administrator will have specific access rights to the 
application menu.  
 After receiving the address of visiting the site, which 
is the address link to the next step of the consent procedure, 
the user will access the recording, which will be entered 
particulars of the company for which he works. Access to 
Electronic Commerce Portal will be thus secured the ID and 
password in the login screen, then through the home page 
of the application where features are displayed according to 
the authorizations that the user has the system (eg access to 
the administration menu is further restricted). Index 
Browser is actually the main portal and search tool and 
information retrieval transactions. 
 At the top of the screen are tabs to access menus as 
follows: residence, Orders, Shipments, Planning, Finance, 
Product, Decision Support and Administration. On the right 
side of the screen is displaying a high level diagram of data 
flow within the portal, which can be accessed for quick 
reference to the desired page, link to it containing addresses 
key application functionality. 
 In the center of the home page of the application are 
displayed most recent five notices containing system 
messages pending to be revised, the latest five orders in the 
system can view details of which will address about the 
number of command and supply most recent five full list of 
which can access all of this page by clicking on the "list". 
  Some notifications are only for viewing, others 
require user intervention, but to see the details necessary to 
access your connection to the subject. 

 Orders 
 Real-time data provided by Electronic Commerce 
Portal allows exchange of information on the sale of the 
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provider and the client company during flow tracking 
purchase orders: view sales orders and contractual 
arrangements; order confirmations; submitter change 
requests; tracking stocks to third parties; can share supplies 
in convenient quantities; cancel delivery orders; can view 
the revision history of the procurement documents and 
agreements established with the supplier; information and 
retrieve commands can be followed throughout the 
procurement process-payment; planning collaborator type. 

 Deliveries 
 Electronic Commerce Portal lets you view deliveries 
on this basis can be created or canceled the notifications in 
advance of shipping the products. Furthermore you can 
view programming schedules deliveries can be sent 
receptions / payment receipts or notices on bills that have 
not been fully paid. Access Menu Deliveries will be made 
on the home page of the application by going to the 
Shipping tab of the main menu, submenu appeared we can: 
wanted delivery; hierarchical registration supplies (no 
transport, no. Lot, no. Recording); optimized charging by 
volume; check returns; view inspections; internal logistics. 
 If the purchasing company has implemented a 
quality assurance system and has established a plan for 
testing products from suppliers, test results will be included 
in e-Commerce Portal. They will be evaluated before the 
goods are delivered, so may be canceled deliveries of those 
products which do not prepare quality standards set. 

 Planning 
 EPortal allows forecasting application development, 
using existing information in the database. This is based on 
consistent data that are maintained throughout the product 
development cycle, such as product number, or the 
registration of orders, etc. modifiers. In terms of inventory, 
the inventory management environment allows the seller 
collaborationist and maintaining custody of spare parts 
distributors or data products for sale: retrieve information 
on registered products; update command modifiers; 
updating capacity constraints; item tracking in custody; 
listing details of items to be contracted; listing of delivery 
forecasts; the vendor inventory management;  reports 
tracking transactions; graphical statistical evaluation of 
certain values. Communication through e-Commerce Portal 
allows not only a modern and competitive way to manage a 
partnership relationship between the company and its 
business partners, on the operation (issuing documents, 
inventory on-line), negotiation and electronic payments, 
but and better plan activities based on existing resources, 
which are known as partners. 

 Billing and payments 
 Invoices and payment information can be viewed by 
accessing the Financial tab, in the corresponding menu is 
available all necessary information about the status of your 
invoices and view real-time debt or payment (partial or full) 
done: online billing; management accounts; monitoring 
payment schedules; reconciliation of accounts. 

 Management partners 
 Management profiles partners involved in online 
transactions enables the key attributes of business relations, 
enabling them to provide the company with accurate and 

timely purchasing. These include their address, major 
contacts, bank details, type of business and the work it 
carries information about the products they sell and the 
services they provide. Access the menu administration is 
through Admin's tab (Administration) only authorized and 
personalized update information is quickly realizing, be 
detailed: attract business partners; self check suppliers and 
users; setting security levels in the system; set of contact 
information: address, phone number, e-mail; setting 
category bullets d.p.d.v. business activity; identify services 
and products provided; definition of bank details. 

 Tracking performance can: tracking performance 
indicators: price, quality, delivery services; 
comparing the results; forecasts. 

 Links between the main features of the application 
are illustrated in Figure 10 which shows that e-Commerce 
Portal nucleus consists of order management; data flow is 
explained in detail below. 

Fig.10. General diagram of the application ePortal 
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 EPortal application implies that the sale / purchase 
are made from a command that can be launched under a 
contract system or directly, depending on conventions 
established a priori between buyer and seller. Order 
establishes specific conditions of purchase (quantities, 
prices firm, delivery, payment terms, quality, etc.), and 
follows a stream of approval.  
 The next step is acceptance of quantity, quality, and 
storage. 
 Starting from the supplier, once received, materials 
and inventory management enters the recipient. 
 Adopting this solution replaces a process often 
conducted manually, which starts at the reception and not 
the order is dictated by legislative requirements of the 
accounting.  
 After the information gathered in studies we 
observed that generally is originally paper reception (NIR) 
and then is introduced into the system and supply 
management process (request for proposals, quotations, 
etc.) is conducted manually without the support an 
integrated management at customers and suppliers. 
 We recommend extending the system by managing 
the supply requests (requisitions) and provider orders 
(purchase orders). Orders should reflect exactly the 
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conditions of the contract - quantity, firm prices, delivery 
dates, terms and payment terms etc. mandatory and must be 
controlled through an approval cycle. You can also make 
and supply budget control, in order to control purchases by 
budgets. 
 The reception should be made directly to the system 
- by linking them with approved order - under which 
purchase was made. Also, for certain products are 
necessary and a reception quality. Storage needs to be done 
directly from reception, to avoid operating errors, also the 
price of storage to be correlated with price control and 
invoice (if it exists at the time of storage). In addition, the 
integration of a system of marketing orders (requests for 
proposals, quotations, etc.). 
 The invoice must reflect the amounts received and 
prices and conditions defined in the contract. Therefore, an 
essential operation is the pairing bills and orders receptions. 
Further, payment of invoices is treated in the Financial 
module. The aim was to correlate the financial system 
(billing and payment) to the trading system (command - 
reception). Each invoice must be correlated with: (amounts, 
dates, prices, etc.) and reception (quantity, time). Also be 
addressed possible differences in price between the invoice 
and order. It is necessary, in addition, implementation of 
the hierarchy for approval. 
 
5 Benefits of implementing e-Commerce 
Portal application 
  
 Benefits of implementing a software solution as the 
portal for e-Commerce are given some specific advantages: 

 exchange of information - the massive increase in 
the amount of information and need to exchange 
information quickly between different points in 
geographically distant locations are necessary to 
connect between autonomous computers; 
 share resources - the cost of increasing the capacity 
of a distributed system is much smaller than for 
resources connected to a single-server computer at a 
time will be exceeded, and in terms of investment, 
many organizations prefer to buy more computers 
around reasonable cost and power than to buy one, 
much stronger, but more expensive; 
 increased safety in operation - if a computer system 
consists of a single computer malfunction made it 
impossible to use the whole system, whereas in a 
distributed system the failure of a node does not 
disrupt operation of the other, but in most cases they 
take tasks of the unavailable; 
 increased safety in operation - if a computer system 
consists of a single computer malfunction made it 
impossible to use the whole system, whereas in a 
distributed system the failure of a node does not 
disrupt operation of the other, but in most cases they 
take tasks of the unavailable; 
 performance improvements - the presence of 
multiple processors in a distributed system makes it 
possible to reduce computing time to achieve a 

massive, this is possible by dividing tasks among 
different processors, subsequent collection of partial 
results and determine the final outcome, this process 
is known as name of parallelization of the 
calculation; 
 specialization nodes - designing an autonomous 
computer system with more functionality can be 
very difficult for practical reasons, so this design 
was simplified by dividing the system into modules, 
each module implements some functionality and 
communicates with other modules, revealing two 
aspects: the first covers the hardware and computing 
machines that are seen as many autonomous entities 
and the second part concerns the software and means 
that users need to collect all programs as a single 
system. 

 
6 Conclusions 
 
 The study which resulted in achieving portal may 
conclude that the use of leading commercial portals first 
solve the premises requirements of information society, the 
changing: 

 complex representation of reality (company, 
customers, products, services, etc..); 
 information managed in a system tends to increase 
in complexity and manipulation must be in a readily 
perceived by the end user; 
 informatics systems must be flexible in relation to 
changing data structures and must evolve naturally 
over time, thus following the evolution of the 
organism it serves; 
 IT systems evolve to broad areas of application 
approaches to meet the growing needs of users. 

 Proposed Electronic Commerce Portal allows the 
introduction of a high level of management and control of 
online sales, providing cost savings, production planning 
and most importantly, smooth operation of the circuit 
information. The computer system is so fully integrated 
resulting distributed and flexible to support the company's 
main trading activities. 
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Abstract - Heterogeneous rectangular dissections are 

frequently used in information processing such as multiple 

paged books in spread sheet languages and multiple layered 

image data. In previous studies, a hexadecimal grid graph 

model was proposed for multiple layered rectangular 

dissections and certain algorithms were provided. 

  In this paper, we propose a 32-ary list structure to 

implement their algorithms for the hexadecimal grid graph 

model. The list structure has limited number of fields in a 

record, so the computation time is low. 

  Furthermore, it has one record for each node in the given 

hexadecimal grid, and 48 fields for each record. We also show 

a data format of the whole structure of the list. 

Keywords: modeling of spreadsheets, hexadecimal grids, list 

structures, multiple layered rectangular dissections  

 

1 Introduction 

  Heterogeneous rectangular dissections are frequently 

used in visualization of information such as multiple paged 

books in spread sheet languages and multiple layered image 

data. In previous studies, a hexadecimal grid graph model was 

proposed for multiple layered rectangular dissections and 

certain algorithms were provided [2, 3]. The formalization of 

business documents as in Figure 1 has become an important 

subject with the progress of e-commerce and e-government 

(see, e.g. [1]). In order to formalize financial statements, we 

have to specify the spatial order of items, and specify 

calculation methods of categorized items. A context sensitive 

graph grammar is proposed in [6] that specify financial 

statements.  

 In section III, we propose a 32-ary list structure to 

implement their algorithms for the hexadecimal grid graph 

model. The list structure has limited number of fields in a 

record, so the computation time is low.  Furthermore, it has 

one record for each node in the given hexadecimal grid, and 

48 fields for each record. We also show a data format of 

whole structure of the list in section IV.  

2 Multilayer rectangular dissections 

and hexadecimal grids 

 Figure 1 illustrates a k-layered multilayer rectangular 

dissection D (left) and its corresponding hexadeci-grid GD 

(right). 

     

Figure 1. A k-layered multilayer rectangular dissection D 

(left), its corresponding hexadeci-grid GD (right). 

 In a hexadeci-grid, two nodes are horizontally linked if 

they correspond nearest cells with the ruled line in common, 

and two nodes are vertically linked if they correspond nearest 

cells with their corner in common. Figure 2 shows the links 

around an inner node in a hexadeci-grid, and corresponding 

cells in a k-layered multiply layered rectangular dissections. 

 

Figure 2. Links in a hexadeci-grid. 

3 32-ary list structures for hexadecimal 

grids 

 In this section, we represent the hexadeci-grids by list 

structures. We assign one record in the list structure for one 

node in the hexadeci-grid. The structure of each record is 

illustrated as Figure 3. 
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Figure 3. A record in H4CODE list. 

 Whole structure of the list is illustrated as Figure 4. Each 

link in the hexadeci-grid is represented by bidirectional links 

in the H4CODE list. 

 

Figure 4. An H4CODE list corresponding to Figure 1. 

 We note that the degrees of the record in a H4CODE list 

are bounded by 32.  

4 Data formats 

 The data format of H4CODE consists of the following 

header block and repetition of list blocks [5]. 

1. Header Block 

 The header block indicates the specification of an 

H4CODE list. 

Table 1. The header block in H4CODE format. 

Field Number Name Content 

1 Version the version of H4CODE 

2 Row Size 

the size of the multilayer 

rectangular dissections 
3 Column Size 

4 Layer Size 

5 – 8 Not Used  

 

2. List Block 

 Each record in H4CODE list in represented by the 

following 48 field data. The H4CODE list is represented by a 

repetition of those 48 field data. 

Table 2. A data for each record in an H4CODE list. 

Field Number Name Content 

01 node id id for each node 

02 cell type perimeter / inner 

03 new_right the link to the nearest 

cell with the ruled line in 

common 04 new_left 

… … … 

42 - 48 Not Used  

 

5 Concluding remarks 

 In this paper, we designed a list structure called an 

H4CODE list for hexadecimal grids, and also designed a data 

format called H4CODE. An H4CODE list consists of records 

as illustrated in Figure 3. And, the H4CODE format consists 

of a header block with 8 fields and a list block with 48 fields. 

We are implementing several processing systems such as 

tabular form editing systems, and terrain map systems using 

H4CODE (cf. [3, 4]). We would like to thank Profs. Goro 

Akagi, Kensei Tsuchida, and Mr. Kenshi Nomaki for their 

valuable suggestions. 
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Abstract - An investigation of the Giant Magneto 

Impedance (GMI) effect on planar thin films of soft 

ferromagnetic material with different compositional 

ratios has been reported.  The report contains the 

background theory leading to the explanation of the 

underlying Landau-Lifshitz equation for evaluating the 

magneto-impedance behavior of the material, in relation 

to the relevant measurement parameters, i.e. the 

damping parameter and the resistivity.   The findings of 

this study have been useful for calculating complex 

magnetic permeability, and the ferromagnetic resonance 

frequency of soft ferromagnetic materials.   The results 

of the investigation are in good agreement with the 

previously published data on the magnetic permeability 

of the soft ferromagnetic materials, demonstrating the 

validity of the model within the frequency range that has 

been under investigation. 

 

Keywords:  GMI effect, Soft Ferromagnetic materials, 

Complex permeability constant, Magnetic sensors, 

Nano-magnetic devices 
 

 

1 Introduction 

  The Giant Magneto-Impedance (GMI) effect [1] in 

soft ferromagnetic materials has attracted significant 

interest for multimedia applications, such as high 

sensitivity nano/micro magnetic sensors, filtering 

devices, and microwave communication circuits [2].   

The effect can be attributed to a change in the 

impedance of the material under the influence of an 

external magnetic field.   It is caused due to the 

penetration of the field through the skin of the soft-

ferromagnetic material.   The depth of penetration (δ) 

depends on the angular frequency (ω=2πf) of the ac 

current flowing through the material, being governed by 

the expression:  

                            

  
ωµ

ρ
δ

2
=                        (1)    

where ρ is the resistivity of the material and µ is the 

complex magnetic permeability of the material which is 

expressed in the form µ=µ’+jµ’’.                                         

A variation of the frequency dependent δ in soft-

ferromagnetic wires and thin films causes the eddy 

current losses [3], which in turn decrease the GMI 

effect in the material. These losses occur due to the 

existence of magnetic domain structures, which are 

dependent on the method of growth and related 

processing techniques [4]. The µ is the most convenient 

parameter to describe the GMI effect which in theory, 

at high frequencies (up to few GHz), can be attributed 

to the changes mainly caused by the motion of the 

magnetic moments [5,6].  

Theoretically, the GMI effect can be extracted, through 

obtaining µ by simultaneously solving the already 

established Maxwell’s equations in the form of wave 

equations, and the linearized form of dynamic equation 

of motion or Landau-Lifshitz equations [1]: 
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where H is the magnetic field, 0µ is permeability in 

vacuum, γ is the gyromagnetic ratio, α - the Gilbert 

damping parameter,  M - the magnetization vector and  

Heff  is the dc component of the effective field [7, 8]. 

The analytical solution of these equations is far from 

straight forward and has only been obtained previously 

by several authors under simplifying assumptions [7, 8] 

such as: 

i.  an in-plane uni-axial anisotropy 
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ii. the initial magnetisation is uniform 

iii. the film thickness is very small and 

iv. the only existence of dynamic demagnetization 

field. 

Tanaka et al [9] has, for example, shown the solution to 

be of the form: 
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where Hk and Ms are the anisotropic field and the 

saturation magnetization, respectively.   They used this 

equation to find the real and imaginary parts of the 

magnetic permeability.   We have used the same 

equation in our calculation with an extended frequency 

range of up to 10 GHz and in combination with studying 

the effects of the variation of the damping parameter 

and the resistivity.   This enabled us to simulate the 

waveforms of the magnetic permeability for various 

sample dimensions and composition, with a view to 

exploring device structures for a range of applications 

The evaluation of the GMI effect is involved with the 

measurement of the µ  value in the element, which is 

primarily dependent upon its size, geometry and the 

composition for both homogeneous and inhomogeneous 

types.  The measurement is also influenced by the 

fabrication method and the associated annealing 

process, which can affect the internal alignment of the 

easy axes of the magnetic material.  There are other 

numerous factors depending on the type of materials 

that have to be considered in evaluating the GMI effect.  

When an ac current (I = Io e
-jωt

 ) flows through the 

planar thin film, it brings about changes in its magnetic 

domain structure, causing a variation in the anisotropic 

field within it.  This will directly affect the permeability 

value.  which will also be influenced by the strength of 

the external magnetic field and the frequency of the 

current [10]. 

 

2 Numerical simulation and discussion 

 Figure 1 shows the frequency dependent variation of 

the complex permeability values due to Tanaka et al 

[9].   Their calculations took into account the thickness  

 

of the sample and a fixed value of 0.015 for the Gilbert 

damping constant α, as can be seen in the diagram.    

 

 Fig. 1 (as Fig. 2 in Ref. [9]) – Complex      

 permeability spectra 

 

Fig.2(a) The complex permeability spectra for the 

given values of ferromagnetic thin film (α = 0.015) 
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Fig. 2(b):  The complex permeability spectra for the 

given values of ferromagnetic thin film (α = 0.01) 

  In obtaining these results, the programming code was 

written in Matlab, using the appropriate parameter 

values, taken from Tanaka et al [9] and converted for SI 

system compatibility.  As expected, the figures show 

good similarity with the plot of figure 1 upto a 

frequency of  about 7 GHz.   The test for an alternative 

damping constant α (0.01), was also carried out in this 

study in compliance with the published experimental 

data.   The initial value of the real part of the magnetic 

permeability corresponding to the lower end of the 

frequency [8, 9], is also strikingly similar to that in 

figure 1 with a value of the order of 100.    As can be 

seen in the diagrams of figure 2, the damping factor α 

inversely affects the magnitudes of both the real and 

imaginary parts of the magnetic permeability.  The 

effect on the bandwidths around the Ferro-magnetic 

resonance (FMR) frequency is also similar, although 

appearing to be relatively more pronounced for the 

imaginary part. 

 

3 Conclusions 

 Numerical calculations have been done using Matlab, 

to evaluate the complex permeability of Ferromagnetic 

thin films using published data and theoretical work. 

 

 

The values of the real and imaginary parts of the 

complex magnetic permeability have been predicted 

through assuming damping parameter (α) values of 0.01 

and 0.015 with a frequency range of upto  10 GHz.  The 

results show good agreement with previously published 

results, both in terms of the shape of the plots and the 

ranges of values obtained for the FMR.    The effect of 

the variation of resistivity was also studied.    The 

results provides a useful basis for predicting the GMI 

effect of thin films for various applications. 
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Abstract - Rectangular and rectangular piped dissections are 

commonly used as structures in information processing. 

Among them are tabular forms in document processing, tables 

in spread sheet processing, land forms in GIS and raster data 

in CG. We note that such transformation often include ruled 

line preserving transformations. 

  This paper deals with graph modeling of rectangular and 

rectangular piped dissections with respect to ruled line 

oriented transformation. We survey octal, hexadecimal and 

tetraicosa grid graph representation of rectangular and 

rectangular piped dissections. Moreover, each cell unification 

of these grid graph representations runs in O(1) time, since 

the number of links around a node is bounded by 8, 16, 24, 

respectively. 

Keywords: modeling of spreadsheets, rectangular dissections, 

rectangular piped dissections, ruled line oriented 

transformations 

 

1 Introduction 

 This paper deals with graph modeling of rectangular and 

rectangular piped dissections with respect to ruled line 

oriented transformation such as the tabular form editing in 

document processing and LOD problems (see e.g. [6]). While, 

rapid rendering requires rapid transformation among multi 

resolution graphics. 

 Quadtrees and octrees are well known graph models for 

rectangular and rectangular piped dissections, respectively. 

Those data structures are originally introduced for information 

retrieval in CG. So, those require rather large computation 

time and rather complicated program structures for ruled line 

oriented transformation. In this paper, we survey octal, 

hexadecimal and teraicosa grid graph representation of 

rectangular and rectangular piped dissections. 

2 Octgrids for the rectangular 

dissections 

 We introduced octal degree heterogeneous grid graphs, 

called octgrids (see e.g. [2, 5, 6]), that represent 

heterogeneous rectangular dissections, and provide efficient 

algorithms for ruled line preserving transformation of CG 

objects. 

 The octgrid for a rectangular dissection D is defined 

informally as follows: Each node in octgrid corresponds to 

one rectangle (cell) in D. Two nearest nodes are linked if the 

corresponding two cells in D are nearest and have a ruled line 

in common as in Figure 1. Figure 2 shows a rectangular 

dissection and the corresponding octgrid. 

 

Figure 1. Links around a node in an octgrid. 

    

Figure 2. A rectangular dissection (left) and its corresponding 

octgrid (right). 

 Accordingly, we obtain a cell unification algorithm that 

runs in O(1) time. From these properties, we obtain efficient 

resolution reduction algorithms that provide 3D maps with the 

appropriate resolution [6]. 

3 Hexadeci-grid for the multi-layer 

rectangular dissections 

 We generalized octgrids in order to represent multi-layer 

rectangular dissections and introduced hexadecimal grid 

graphs called hexadeci-grids (see, e.g. [4]), that are appliued 

to multi-page books in spread sheet languages (see, e.g. [1]) 

and stratum maps in GIS for example. Two nodes in a 

hexadecigrid are linked horizontally as in an octgrid, and 

linked vertically if corresponding two cells are nearest and 

have a corner in common. Figure 3 shows links around a node 

in hexadeci-grid. Figure 4 shows a multi-layer rectangular 

dissection and its corresponding hexadeci-grid [4]. Figure 5 

shows a concept of the multi-layer rectangular dissection and 

a multi-page book. 
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Figure 3. Links around a node in a hexadeci-grid. 

    

Figure 4. A multi-layer rectangular dissection (left) and its 

corresponding hexadeci-grid (right). 

 

Figure 5. A concept of multi-layer rectangular dissection of 

multi-page book. 

4 Tetraicosa-grids for the rectangular 

piped dissections 

 Furthermore, we generalized hexadeci-grids and 

introduced 24-ary grid graphs called tetraicosa-grids (see, e.g. 

[3]) which represent the rectangular piped dissections for 

voxel representation. Two nodes in a tetraicosa-grid are 

linked if the corresponding two voxels are nearest and have a 

beam in common. Figure 6 shows links around a node in a 

tetraicosa grid. We show a rectangular piped dissection and 

the corresponding tetraicosa-grid in Figure 7. 

 

Figure 6. Links around a node in a tetraicosa-grid. 

    

Figure 7. A rectangular piped dissection (left) and its 

corresponding tetraicosa-grid (right). 

5 Properties 

 Each cell unification of octgrids, hexadeci-grids and 

tetraicosa-grids runs in O(1) time, since the number of links 

around a node is bounded by 8, 16, 24, respectively. From 

these properties, we can show that 8k-ary grid graph model 

provide rapid ruled line preserving algorithms (e.g. [3, 4, 6]). 

6 Conclusion 

 We surveyed 8k-ary (k=1, 2, 3) grid graph models for 

the rectangular and rectangular piped dissections.  The 

authors would like to thank Professors Kimio Sugita of Tokai 

University, Goro Akagi of Kobe University and Kensei 

Tsuchida of Toyo University for their valuable suggestions. 

They also thank Mr. Kenshi Nomaki, Mr. Yuki Shindo, and 

Ms. Chiaki Arai of Nihon University. 
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