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Abstract— Computational Fluid Dynamics (CFD) simula-
tions provide a variety of data mining challenges and present
an opportunity for novel solutions. A core challenge is that
CFD computations can require weeks of computation on
expensive high performance clusters, delaying investigation
of results until a fully converged solution is obtained. 21st
Century Systems, Inc. and Brigham Young University have
been collaborating on a concurrent agent-enabled feature
extraction project designed to mine feature data while a
CFD simulation is executing. This paper summarizes the
work and presents the combined results from a unified
Industry/Application perspective. Empirical results show the
concept validity and capability of obtaining CFD feature
information much earlier than waiting for complete sim-
ulation convergence, which may ultimately save extensive
computational resources and provide much quicker turn-
around in development requiring CFD modeling.
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1. Introduction
Computational Fluid Dynamics (CFD) simulations numer-

ically solve the governing equations of fluid motion to model
and simulate a variety of systems and machines including
ocean currents, atmospheric turbulence, combustion, aircraft,
rotorcraft, and ship hydrodynamics. With increasing com-
putational capabilities and the use of parallel codes, CFD
simulations have increased in grid resolution and numerical
accuracy to a point of correctly simulating highly complex
fluid flow problems. Without appropriate data mining efforts
in place, these large, time-accurate, three-dimensional com-
putational models risk concealing rather than revealing the
physics of interest.

Undertaking CFD efforts requires a few core steps:
creation of a computer model, generation of a computa-
tional grid, computing a numerical solution, and data post-
processing. Initial model creation and entry, along with
construction of the computational grid, are pre-processing
steps which are not typically suited for any data mining
capabilities. A core challenge in CFD-related research is
the computational resources required to obtain solutions,
which can take days to months to reach full convergence.
List [1] and Yao [2] have run unsteady Reynolds-averaged

Navier-Stokes (URANS) simulations of gas turbine engine
transonic fan stages with 166 million grid points and entire
fans with over 300 million grid points respectively. The
complementary challenge in CFD work is the amount of
resulting data and associated time for analyses.

The obvious data mining application is with processing
the terabytes of raw data following computation of the
numerical solution. Many disciplines incorporating CFD
research utilize software such as Evita, Intelligent Light’s
FieldView, and Kitware’s ParaView to assist with post-
processing and data mining of physical features within the
CFD solution space. These types of programs are designed to
post-process and visualize massive data sets and commonly
include techniques such as feature extraction, construction
of iso-surfaces, and automated visualization.

A more illusive opportunity for data mining was hypothe-
sized to exist within the computational period of determining
a CFD’s numerical solution. The numerical solution achieved
in the penultimate iteration is virtually identical to the
final solution, so detection of flow features would be just
as possible as detecting them within the final solution.
Conceptually, detecting flow features in prior iterations of
the solution would be attainable, but with increasing error.
The risk is that before traditional convergence, features
may not exist or conform to their accepted mathematical
definitions. However, the tradeoff is that if certain features
could be detected with appropriate levels of confidence, the
CFD researcher might be able to obtain enough information
to forego the continuation of the solution, saving CPU-
hours. Figure 1 shows a conceptual view of the Concurrent
Agent-Enabled Feature Extraction (CAFÉ) concept, trading
off additional expense of concurrent feature detection with
potential benefit of not requiring the CFD simulation to
completely converge before items of interest are identified.

Fig. 1: CAFÉ concept showing concurrent feature mining
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The CAFÉ concept was originally proposed as a part-
nership between 21st Century Systems, Inc. (21CSi) and
Brigham Young University (BYU) and subsequently funded
through Phase I and Phase II Small Business Technology
Transfer (STTR) contracts. Following an initial investigation
of feasibility, the concept was prototyped and expanded
to include a variety of CFD features and data. The major
findings of this work are summarized in this paper with an
eye toward applications to external work.

2. CAFÉ Overview
The ultimate vision of CAFÉ spans CFD pre-processing,

concurrent feature extraction and analysis, through to so-
lution post-processing. The approach gains innovation as
the solution was framed around an agent-based structure
designed for decision support software applications. This
structure allows all aspects of the CFD solution process to
be included within the scope of CAFÉ, with the following
high-level goals:

1) Provide concurrent feature extraction
2) Provide intelligent reasoning about extracted features

a) Incorporate multiple extraction algorithms
b) Determine the believability of features

3) Utilize detected features and results

a) Hone search space to reduce resource waste
b) Incorporate machine learning to generalize solu-

tions and provide intelligent initial conditions

Goal 3 focuses primarily on CFD pre- and post-processing
aspects and is beyond the realm of this discussion. Goal 1
focuses on one of the two main elements of the prototyp-
ing, concurrent feature extraction. Typical CFD simulations
largely ignore the iterative solution data occurring before the
required convergence. Concurrent aspects of CAFÉ utilize
some of this intermediate data for analysis which is investi-
gated while the CFD simulation continues toward a solution.
Unlike final post-processing and analysis, CAFÉ must be
able to make decisions on the feature extractions without
the assistance of user input. This aspect is addressed in
Goal 2 which utilizes results from multiple feature extraction
algorithms, along with knowledge of the solution space, to
provide intelligence about the detected features.

The two key CAFÉ architectural components for this
presentation are the feature extraction and feature aggrega-
tion. Feature extraction takes the form of traditional CFD
feature detection with additional analyses of uncertainty
due to the feature space. Feature aggregation incorporates
multiple extractions of the same identified feature to provide
a single analysis of the feature space. In this manner,
multiple algorithms can be incorporated with each being
favored per its given strengths. CAFÉ performs extraction
and aggregation using mathematically rigorous methods to
determine when a feature is true or simply an artifact of an
unconverged simulation.

2.1 Feature Extraction
Feature extraction algorithms form the core of the data

mining approach by examining the raw data. In order to
provide reasoning and decision support to the CFD users,
CAFÉ uses an opinion space which captures characteristics
of the system and allows for mathematical manipulation
about multiple feature opinions. The tool employed to quan-
tify the believability of a feature is encapsulated within
subjective logic, developed by Jøsang [3]. This ternary logic
captures belief (b), disbelief (d), and uncertainty (u) as
an opinion, and intrinsically handles these in an algebraic
space. These three elements are defined in [3] along with
relative atomicity a to form an opinion or belief tuple ω (see
Eq. 1). Operators within subjective logic allow consensus
and discounting of opinions in such a way that combinations
of opinions relating to features can be aggregated.

ωx = (b(x), d(x), u(x), a(x)) | b + d + u = 1 (1)

To form an opinion, each component of the belief tu-
ple is given a numerical value, allowing the opinion to
have an exact representation. To maintain uniformity and
provide for mathematical constructs, the summation of an
opinion’s belief, disbelief, and uncertainty components is
always equal to one with belief, disbelief, and uncertainty
only taking on values between zero and one. Subjective
logic is extremely attractive for incorporating the inherent
uncertainty present during CFD execution as opinions are
not forced to identify belief or disbelief. An agent can find,
based on given information, how probable an outcome is
rather than simply reducing the outcome to a binary TRUE
or FALSE. In addition to the initial opinion formulation
for feature detection, missing or incomplete data can also
be incorporated within subjective logic by adjusting belief,
disbelief, and uncertainty accordingly.

Each individual feature extraction algorithm in CAFÉ
is tuned to generate an opinion based on the algorithm’s
strengths, weaknesses, and the relationship of the potential
feature to the solution space. Specific details on each algo-
rithm’s opinions can be found in subsequent discussions and
related work.

2.2 Feature Aggregation
As mentioned previously, the results of each feature

extraction algorithm will be related to the solution space of a
given situation. The focus of feature aggregation is to allow
the strengths of individual feature detection, encapsulated
through opinions, to provide intelligent feedback to the CFD
user. Two subjective logic operators are fundamental in this
aspect: the discounting operator and the consensus operator.

The discounting operator, defined by Jøsang [3], uses
the symbol ⊗ written as ωAB

x = ωA
B ⊗ ωB

x where the
superscripts represent the agent holding the opinion and
the subscripts represent an agent, or piece of information,
on which the opinion is based. In the above equation, a
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discounted opinion of x is formed for A by A’s opinion
of B and B’s opinion of x. Conceptually, the discounting
of opinions allows individual, independent beliefs to be
transferred along a chain of agents.

The counterpart to the discounting operator is the consen-
sus operator. The consensus operator is used when multiple
opinions are held about the same agent, or piece of informa-
tion, and a single opinion is desired. The consensus operator,
defined by Jøsang [4], uses the symbol ⊕ written as ωAB

x =
ωA

x ⊕ ωB
x following the same syntax of the discounting

operator. With supporting opinions, the consensus operator
has the effect of reducing uncertainty.

CAFÉ’s feature aggregation provides analysis through
trust networks, built from opinions. A graphical representa-
tion of a trust network with two feature detection algorithms
is shown in Fig. 2. The algorithm agent AA contains feature
extraction algorithms with subscripts 1 and 2 denoting sepa-
rate algorithms. The master agent MA combines information
from multiple AAs to form its opinion on feature R.

Fig. 2: Graphical representation of a two algorithm trust
network.

Each AA forms its own opinion on R denoted by ωAA1
R

and ωAA2
R . The MA forms an opinion on each AA in use

given by ωMA
AA1

and ωMA
AA2

. Once the initial opinions are
formed, they can be combined into a final opinion, ωMA

R ,
on the existence of a feature in R as

ωMA
R =

(
ωMA

AA1
⊗ ωAA1

R

)
⊕
(
ωMA

AA2
⊗ ωAA2

R

)
. (2)

2.3 Decision Support Feedback
With an overarching goal of providing decision support

to the CFD user, CAFÉ utilizes multiple feature extraction
algorithms along with feature aggregation capabilities utiliz-
ing subjective logic opinions and the trust network frame-
work. These key components allow for extracting features
concurrent with CFD simulations and providing intelligent
analysis of the feature space prior to convergence. While
early feature extraction may contain large variations in the
solution space, multiple sets of the solution space, taken
many iterations apart, can also be incorporated within the
trust network approach. Additional background on the CAFÉ
architecture can be found in [5], [6] and a more thorough
presentation of subjective logic is available in [4].

3. Vortex Core Extraction
Vortices are common occurrences in many types of en-

gineering flows. They arise where there are large amounts
of vorticity, or flow rotation. A vortex contains two in-
terdependent parts: the vortex core line and the swirling
fluid motion around the core. Many feature extraction al-
gorithms have been developed to locate vortex core lines.
Unfortunately, when extracting vortex core lines, there is
not one markedly superior algorithm that correctly extracts
all features within the spatiotemporal flow domain. Rather,
there are multiple algorithms per feature that have been
optimized for specific flow conditions. Roth [7] states, “none
of the [vortex extraction] methods is clearly superior in
all the tested data sets.” This leaves a researcher with the
significant problem of having to run a data set through
multiple extraction algorithms and parse through the data
output to find relevant features—which is exactly where
CAFÉ’s feature aggregation is paramount.

The initial CAFÉ work implemented two vortex core
extraction algorithms. The first vortex extraction algorithm
selected was the Sujudi-Haimes (SH) algorithm [8]. The SH
algorithm was designed as a robust vortex core line detection
algorithm for use in large 3D transient problems. It is
commonly used in CFD post-processing software packages
such as EnSight and pV3. The second vortex core extraction
algorithm is the Roth-Peikert (RP) algorithm [7], [9]. The
RP algorithm is specifically designed to extract fluid vortices
in turbomachine simulations. What makes the RP algorithm
unique and well suited for complex flow fields is the fact that
it is designed to locate curved rather than straight vortex core
lines. Thus, each algorithm is strongly suited to a different
domain.

Table 1 gives the strengths, weaknesses and feature char-
acteristics used for opinion generation using the SH vortex
core extraction algorithm. The SH algorithm is specifically
designed to extract straight vortex cores which is why a
straight core factors into belief. Strength refers to the amount
of flow rotation about the core and quality is a vortex
characteristic defined by Roth in [7] (in this research, the
angle between a vortex core line and its velocity vector).

Table 1: SH vortex core opinion generation components

Opinion Component Contributing Factors
b straight core, high strength, low quality
d curved core, low strength, high quality
u distance from possible trip point

The strengths, weaknesses and feature characteristics used
for opinion generation using the RP vortex core extraction
algorithm are given in Table 2. Setting a straight core as a
weakness characteristic might be misleading because the RP
algorithm does not extraneously extract straight vortex core
lines. A straight core is incorporated as a weakness because
when it comes to straight core lines there is more belief that
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the SH algorithm will extract them correctly than the RP
algorithm. Using the SH and the RP algorithms together in
this fashion helps us to match each algorithms strengths with
the flow situations for which they were designed.

Table 2: RP vortex core opinion generation components

Opinion Component Contributing Factors
b curved core, low strength, low quality
d straight core, near zero strength, high quality
u distance from possible trip point

The feature characteristic used for the RP algorithm un-
certainty is the same as the feature characteristic used for the
SH algorithm which is distance from a possible vortex trip
point. When using multiple feature extraction algorithms, the
same feature characteristics are used for all algorithms since
feature characteristics are not algorithm dependent.

A blunt fin geometry [10] was selected as one illustra-
tive test case with clear, known vortex cores. Concurrent
feature extraction was replicated by exporting and saving
the entire flow field data set every 45 iterations from start
to convergence at 900 iterations. Each of these saved data
sets was input into the vortex core extraction method where
vortex core lines were extracted using the RP and the SH
algorithms—resulting in two feature extraction sets per saved
data set. Agents then produced final opinions on all vortex
features and a final aggregated feature set was produced.

One crucial piece of information needs to be clear for
proper interpretation of results. When agents form opinions
on extracted cores, they have information from the current
iteration of the simulation and previous iterations only. They
do not use information from the fully converged simula-
tion, or any iterations beyond the current iteration, to form
opinions on extracted cores. Belief, disbelief, uncertainty,
and expected probability of vortex cores can be determined
without requiring a final converged solution giving informa-
tion about a final simulation’s expected vortex cores before
a simulation is 100% converged. However, Fig. 3 uses the
final converged solution data to show the difference between
concurrent extractions and the final solution.

Figure 3 compares concurrent vortex core extraction re-
sults obtained from the RP algorithm where the percent
convergence is based on the number of iterations. The two
blunt fin core lines are referred to as the “horseshoe” line,
wrapping around the blunt fin, and the much shorter “fin”
line. At 30% converged (Fig. 3(a)) the horseshoe line begins
to take shape upstream. At 40% converged (Fig. 3(b)) the
horseshoe line and the fin line are almost correctly resolved.
At 50% converged (Fig. 3(c)) the end point of the fin line
moves downstream. Already at 60% converged (Fig. 3(d))
the horseshoe line is spatially correct (but the fin line is not).

Figure 4 shows a graph of the feature displacement for the
endpoints of the horseshoe core line and the fin core line
extracted by the RP algorithm. The two vortex core lines
exhibit similar behavior when they are extracted by the SH

(a) 30% converged (b) 40% converged

(c) 50% converged (d) 60% converged

Fig. 3: Comparison of RP extracted vortex core lines from
the converged data set (black) and converging data sets (red)

algorithm. The start point is defined as the farthest upstream
point and the end point is defined as the farthest downstream
point. At 60% converged, all but the end point of the fin line
has a non-negligible feature displacement. This shows that
at 60% converged the entirety of the horseshoe vortex core
line is very close to the same position it will be in at full
solution convergence.

Fig. 4: Percent feature displacement for the endpoints of the
horseshoe line and the fin line extracted by the RP algorithm.

As mentioned, behavior for SH core extraction was similar
to RP results and resulting feature aggregation worked as
expected. Additional investigation with vortex cores was per-
formed including examination of more complex flow fields
exhibited on a delta wing. This simulation was designed
to match the experimental results of Kjelgaard [11] and
the numerical results of Ekaterinaris [12]. The delta wing
data revealed some distinct differences and advantage of
extracting cores with multiple algorithms. Additional results
and discussion of vortex core extraction are available in [6],
[13].
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4. Separation/Attachment Extraction
Separation and attachment lines are lines on the surface

of physical bodies where the fluid flow abruptly moves
away from, or returns to, the surface of a body. Two
algorithms developed by Kenwright were included within
CAFÉ prototyping: the Phase Plane (PP) algorithm [14] and
the Parallel Vector (PV) algorithm [15]. The PP algorithm
works by first finding the eigenvectors of the Jacobian
matrix, then calculating and projecting critical points onto
the phase plane. Depending on whether the local phase plane
flow field is a saddle, repelling node, or an attracting node, a
zero-crossing is determined and that point is marked as either
a separation or an attachment line. The PV method compares
the eigenvectors of the local velocity gradient tensor with the
local velocity vector. Separation or attachment lines exist in
this method when the local streamline curvature is zero.

The PP algorithm is better suited for unstructured grids,
and it extracts disjointed line segments. The PV algorithm
works well with curvilinear grids and extracts continu-
ous line segments. Both algorithms are designed to detect
straight lines and fail in detecting curved lines. Additionally,
both methods work well when the extracted points reside in
an area of high separation or attachment strength, commonly
referred to as the pressure difference across the separation
or attachment line. They also work best when the extracted
points display a low velocity magnitude.

The selected algorithms appear to extract true separa-
tion and attachment lines accurately, but both suffer (to
varying degrees) from extracting false lines. The original
authors mention that this problem occurs “when flow sep-
aration/attachment is relatively weak and becomes diffused
over several cells. This causes the phase plane algorithm
to either detect multiple ghost lines or leave gaps.” One
cannot typically take these results alone as being completely
accurate because of all the false extractions. However, with
the incorporation of opinions to the feature extraction and
aggregation, CAFÉ is able to provide feedback as to which
lines are most likely to be correct.

One mathematical feature of working with subjective logic
opinions is the ability to convert opinions into probability
expectations. Being able to operate within the opinion space
and convert results to a probabilistic space provides the
opportunity for CFD users to quickly visualize the results
with one common picture (as opposed to individually rea-
soning about the opinion components of belief, disbelief,
and uncertainty). Figure 5 shows the probability expectation
applied to both algorithms (showing the attachment lines
only in this case) applied to a simulation of the swept
ONERA M6 wing [16]. Both algorithms’ probability expec-
tation increases through the solution convergence with some
of the more questionable areas (not true attachment lines)
showing up with very low probability expectation. This
method of analysis provides the researcher critical feedback
on how the feature space is developing. The probability

Fig. 5: Probability expectation of attachment lines from PV
(left) and PP (right) algorithms at iterations 100, 1000, and
4000

expectation, along with experience, can be used within
CAFÉ to determine the likelihood of features concurrent
with the simulation. Additional information on separation
and attachment line extraction is available in [17].

5. Shock Wave Extraction
Shock waves occur in fluid flow when the velocity of

the fluid exceeds the speed of sound. Shock waves are
characterized by sudden discontinuities in pressure, density,
and velocity. Detection of a shock wave in CFD data is
comparable to edge detection in image processing applica-
tions. Two shock wave extraction algorithms have been im-
plemented in CAFÉ: the Lovely-Haimes algorithm [18] and
the Ma-Rosendale-Vermeer (MRV) algorithm [19]. These
two shock algorithms have outputs that are slightly different.
The output of the Lovely-Haimes algorithm is a volume
that encompasses a shock, while the output of the MRV
algorithm is a surface designed to locate the shock exactly.
Both of these algorithms are enhanced in CAFÉ through
the use of multiple scalar values to compute derivatives, i.e.
using both density and pressure instead of one or the other.

In addition to concurrent feature reasoning, CAFÉ shows
additional strength in that the subjective-logic-based feature
aggregation can be used on existing, processed data sets.
This is illustrated by looking at an example converged
CFD simulation of an ONERA M6 wing [16]. When the
MRV algorithm is applied, false shock waves are detected
as shown in Fig. 6. However, applying CAFÉ’s intelligent
feature extraction and applying opinions to the extraction
based on algorithmic strengths and the simulation conditions
allows the calculation of probability expectation. As with
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the separation and attachment lines, probability expectation
is correctly able to identify these false extractions as seen
in Fig. 7. Once identified, thresholding could be applied to
declutter the visualization, providing dynamic feedback to
the researcher. This approach can leverage CAFÉ’s capabil-
ities onto previously executed simulations, providing better
insight of detected features when traditional analyses might
be misleading. Additional information on detecting shock
waves is available in [17].

Fig. 6: Shock waves detected on a converted solution using
MRV

Fig. 7: Probability expectation of shock waves using MRV

6. Unsteady Vortex Core Extraction
Previous discussion of feature extraction has been entirely

steady flows. In other words, calculation of the fluid flow was
performed at a given snapshot in time. However, unsteady
or transient flows—modeling the fluid flow over time—
provides a much more accurate analysis of complicated
systems such as turbomachinery.

Researchers have made modifications to the steady-state
extraction algorithms in order to account for transient flow
situations. Fuchs et. al. suggested the addition of time
derivatives when extracting vortex core lines [20]. Lovely
and Haimes derived a transient correction factor from the
governing equations for their shock extraction algorithm
which correctly extracts moving shock waves [21]. Weinkauf
et. al. approached the extraction of moving vortices by using

swirling particles and pathlines, which follow a particle in
time instead of streamlines, in order to extract vortices in
time-dependent simulations [22]. Each of these modifica-
tions has been shown to correctly extract features in unsteady
data sets while the steady-state algorithms failed to reliably
work in time-dependent simulations.

CAFÉ work included investigation of extending the meth-
ods to unsteady flows and implementation of unsteady vortex
core extraction using the method presented in [20]. Unsteady
vortex core extraction was implemented with RP and SH
algorithms previously discussed. An additional aspect of
feature tracking was required for analysis of features through
time. The feature tracking method implemented during pro-
totyping was the attribute-based method created by Reinders
et. al. [23].

The strengths and weaknesses of Roth-Peikert and Sujudi-
Haimes algorithms were clearly displayed in the cylinder
data set. Extracted cores and probability expectation for both
algorithms is shown for a single representative time slice in
Fig. 8, showing the cores originating at the cylinder and
moving downstream over time. Roth-Peikert performs well
when extracting weaker cores, and as the vortex strength
in most of the cores was quite low, it performed better,
especially nearer to the cylinder. Some of the cores further
downstream were also closer in agreement to the particles
traced through time. However, both RP and SH failed to
correctly extract cores as the cores broke up. An area
where both algorithms fail is when the acceleration along
a vortex core is not constant. As the cores were convected
downstream, they were increasingly stretched, which caused
a non-constant acceleration, so both RP and SH were shifted
away from the vortex cell centers. Both algorithms also
extracted cores that were less than half the height of the
cylinder, a phenomenon which was observed by Zhang
et. al. [24]. Additional information on extraction within
unsteady flows is available in [25].

7. Conclusion
We have presented an overview of the CAFÉ concept

along with validation of feature extraction capabilities both
within steady state and unsteady CFD flows simulated in
Fluent and OVERFLOW. Various aspects of CAFÉ were
illustrated throughout the discussion. Within this work, BYU
generated many datasets used to explore CAFÉ’s capabilities
for detection of steady and unsteady vortex cores, shock
waves, and separation and attachment lines. Data sets gen-
erated for vortex core extraction included the blunt fin, delta
wing, cylinder in cross flow, lid driven cavity, and NREL
Phase VI wind turbine. Data sets generated for shock wave
extraction were a supersonic ramp and swept ONERA M6
wing. Data sets generated for separation and attachment line
extraction were cylinder in a cross flow and a delta wing.

We illustrated where CAFÉ could assist both with con-
verged solutions as well as the original intent of concurrent
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(a) Roth Peikert

(b) Sujudi Haimes

Fig. 8: Probability expectation of unsteady vortex core
extractions

feature detection. Using CAFÉ to monitor the developing
feature space during a lengthy simulation can alert the
research to impending problem, saving time and resources.
Applying multiple extraction algorithms with the capability
of individual or aggregated visualization aids in understand-
ing the detected feature space which can be applied to de-
veloping as well as converged solution sets. Our hope is that
researchers incorporating CFD feature detection may be able
to utilize concurrent feature detection and intelligent feature
extraction and aggregation to operate more effectively.
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Abstract— A self-evolving neural network is developed 

using a combination of PSO and JPSO algorithms to 

predict the pull-out capacity of suction caissons in clay. 

The algorithm is proposed with the aim of reducing the 

network complexity without compromising accuracy. A 

database consisting of experiments performed on suction 

caissons is used to construct and validate the network 

model. The performance comparisons indicate that the 

proposed self-evolving neural network predicts more the 

capacity of suction caissons accurately than neural 

networks developed using conventional methods. 

I. INTRODUCTION 

UCTION Suction caissons serve as cost effective 

alternatives to conventional offshore foundations such as 

driven piles. They are favorably used in deep ocean oil 

and gas developments due to construction difficulty 

associated with the installation of foundation in such 

environment. By virtue of their larger diameter, suction 

caissons give a better capacity to withstand lateral loads than 

piles. The construction of caissons involves allowing the 

caisson to sink into the sea bed under its own weight, and 

then subsequently undergo an assisted penetration through 

pumping out of water from inside the caisson. Suction 

caissons usually function as anchors to hold the offshore 

installations, subject to severe environmental conditions, in 

place. Thus, there is a tendency for pullout movement to 

occur due to tensile forces exerted by the chain attached to 

the caisson (see Figure 1). Accurate evaluation of the pull-

out capacity of suction caissons is therefore necessary for a 

reliable geotechnical design of this kind of foundation. 

Various attempts to improve the understanding of the 

behaviour of suction anchors through physical and numerical 

modelling have been reported in the literature [1]-[2]-[2]-[4]-

[5]. However, due to the limited information about the 

complex nature of failure mechanism involved the reliability 

of conventional methods of analysis in accurately predicting 

the capacity of suction anchors is challenged. In an attempt 

to improve the accuracy of pull out capacity estimation, 

Rahman et al. [6] developed an empirical model using BPN 

networks. Based on their finding, neural network models 

gave reasonably accurate results in comparison with 
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observed capacities and FEM based predictions. The 

downside of developing models using such a conventional 

neural network design procedure is that there is tendency to 

end up with a sub-optimal network with undesirably large 

network size, which could undermine its ability to 

generalize.  

In this the present work, an approach to 

simultaneous optimization of network topology and 

parameters is proposed. The aim is to minimize the size of 

the network while still maintaining accuracy and 

generalization capability. The proposed algorithm is used to 

develop an empirical model to predict the pull-out capacity 

of suction anchors. The model depends on parameters such 

as the caisson geometry (depth and width), un-drained shear 

strength of soil around the caisson tip, the depth of the load 

application point, direction of the pull-out force and loading 

rate. 

P

θ

D

L

 

Figure 1: Suction caisson  

.  

II. NEURAL NETWORK MODELLING 

Design of neural networks is a complex multi-dimensional 

optimization problem, involving not only choosing the 

optimum synaptic weights but also choosing a suitable 

processing function as well as an optimum network topology. 

The discrete, complex and multi-modal nature of the 

topology space, it is extremely challenging to optimize 

network architecture and the network parameters at the same 

time [7]. The classical topology optimization techniques 

include Network pruning [8][9], a top to bottom approach to 

network development, where the learning process begins 

with a large network, then subsequently trimmed to a smaller 

size by deleting redundant nodes and connections. 

Incremental learning algorithm [10][11] is a more convenient 

method in which the network size is increased by a gradual 

addition of nodes as training goes on. Near zero values are 

initially assigned to the synaptic weights associated with the 

newly added node to minimize the loss of knowledge. The 

Prediction of Pull-out capacity of Suction Caissons Using Self-Evolving 

Neural Networks 

Abdussamad Ismail and Dong-Sheng Jeng 
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drawback of both pruning and incremental learning 

algorithms is their tendency to get the network entrapped in 

the topology space local minima [12].   

Later developments in topology optimization 

methodology are mainly associated with evolutionary 

concepts of combinatorial optimization. These include the 

genetic algorithm (GA) based topology optimization 

algorithms such as EPNet [13] and NEAT [14]. In EPNet, 

the population of networks is initialized by randomly 

generating the topology and synaptic weights of the 

networks. The networks are then subjected to a series of 

parametric and structural mutation steps. Parametric 

mutations take the form of partial training using back-

propagation and simulated annealing, while the structural 

mutations involve addition of node or connection (growing) 

or removal of node of connection (pruning). The mutations 

cycles are repeated until a satisfactory network is obtained. 

While in ESPNet, inefficient cross over operation is avoided, 

the manner in which the topology population is developed 

makes it inferior, in terms of computational efficiency, to 

NEAT, which start with a population of smallest possible 

networks, then gradually increasing the complexity as 

training progresses. The weak point of NEAT lies in the 

intricate cross-over procedure involved while updating the 

network topology. The use of a combined PSO and DPSO 

algorithms in evolving neural networks have also been 

reported in the literature [15][16]. Although PSO based 

algorithms are simpler to use and computationally more 

efficient than GA based methods, the inefficient procedure of 

topology generation undermines the capability of the 

algorithms to arrive at the optimum solution.  

In this research, a population based self evolving network 

is proposed, where the initial topology begins with a single 

hidden node, then gradually evolving in size as the training 

progresses. The self evolution process begins by generating a 

population of neural nets with each having a random set of 

connection and synaptic parameters. The connection 

parameters are binary, assuming a value of 1 if there is a 

connection between two nodes and 0 if otherwise (Figure 2). 

They are updated using a jumping particle swarm 

optimization (JPSO) procedure in the cause of optimization 

process.  JPSO algorithm, developed by Martınez-Garcıa and 

Moreno-Pe´rez [17] is discrete optimization technique that 

turned out to be more efficient than the discrete version of 

particle swarm optimization algorithm (DPSO) proposed by 

kennedy and Eberhart [18]. In Jumping PSO (JPSO) 

algorithm, the particle jumps from its current position to a 

new position under the influence of particle’s experience, 

global best position or explorative tendency which make a 

particle to make a random explorative search (see Figure. 3).  

Whether a particle jumping is influenced by previous 

experience or by explorative tendency depends on chance. 

The particle’s position is updated as follows: 
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Figure 2: topology of self-evolving network 
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where tx and 1t +x  are the vectors of current and future 

particle positions in the discrete search space. The 

parameters c1, c2 and c3 are probabilities of jumping 

randomly, towards the best particle position and to the best 

swarm position respectively. B and g are, respectively, the 

particle best and global best positions. Equation (1) is 

implemented as follows: 
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Figure 3: Graphical representation of jumping particle in 

topology space 

 

ρ represents a random value. The * operator is implemented 

by a stochastic modification of the features of the current 

particle with some features of its attractor. The updated 

position determined using equation (2) could be worse than 

the current one, therefore a random local search is carried 

out to find a better solution. In this research due to the mixed 

nature of optimization problem involving both continuous 

and discrete variables, the local search is carried out using 

few steps of back-propagation algorithm. Also, due to 

random resetting of the position of a fraction of swarm 

population at intervals during the training, the c1 is reduced 

to zero, and the values of c2 and c3 sum up to 1. The 
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proposed JPSO algorithm is represented by the flowchart in 

Figure 4.  

Randomly  generate N particles

Evaluate particles’ fitness f and determine 

b and g

random 

value r[0,1]
1r c≤1 2 1c c r+ < ≤
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Figure 4: Flowchart describing JPSO alorithm 

 

The synaptic weights of individual networks in the 

population are updated using a combination of PSO and BP 

algorithm. For the PSO part, the network parameters are 

updated using the following equations as proposed by Clerc 

and Kennedy [19]: 

, 1 , 1 1 , 2 2 ,
[ ( ) ( )]

i t i t i i t i t
c r c r gχ

+
= + − + −v v b x x .     (3) 

, 1 , , 1i t i t i t+ +
=x x + v

                
(4) 

χ is defined as:   

2

2

2 4

χ
ϕ ϕ ϕ

=
− − −

              
(5) 

where  
1 2

4c cϕ = + > . The advantage of putting together 

the two techniques is to take the advantage of global search 

capability of the former and the ability of the later to perform 

local search. The proposed hybrid optimization algorithm is 

based on PSO technique and BP algorithm, whereby, both 

algorithms are used successively as training progresses. The 

idea is to get the best out of the two powerful algorithms by 

developing such algorithm which integrates more efficiently 

the PSO and BP techniques. The algorithm involves initially 

training the network parameters using PSO for a certain 

number of iterations, then training some selected (best 

performing) particles among the swarm population using BP 

algorithm for few number of iterations. The results of the 

local search by BP algorithm are then used to update the 

positions of relevant particles and the PSO takes over again. 

The cycle is repeated until a sufficiently accurate is obtained. 

In PSO, there is a possibility of particles to cluster around 

one co-ordinate, thereby, causing a stagnation in the search 

progress. To avoid this problem, duplicate particles have 

their positions reset randomly at the end of each cycle of 

PSO iterations. The positions of least performing fraction of 

the swarm population are also randomly reset in order to 

improve the topology search, having removed the random 

jumping aspect of JPSO.   

When no further improvement is observed, the 

complexity of the network is increased by adding more 

nodes, one node at a time. To prevent the destruction of the 

so far acquired knowledge, the previous best particle 

positions (both topology and synaptic weights) are retained 

while adding one more node to the members of the swarm 

population. In this way, having to deal with unnecessary 

large network size is avoided as the case is with the models 

proposed by Kiranyaz et al. [15] and Xian-Lun et al. [16], 

while at the same time avoiding the danger of getting stuck 

in the local minima of topology space as in the case of 

classical pruning and incremental learning techniques. The 

algorithm of self-evolving network is summarised in the 

following steps: 

 

1. Initialize a population of N neural networks with a single 

hidden node and randomly generated set of synaptic 

weights and connection parameters. Regard the 

population as particle swarm of N size with each 

network as a particle.  

2. Select the best particles and update their positions for few 

iterations using BP algorithm. 

3. Evaluate the fitness of each particle and update the best 

particle and global positions.. 

4. Use PSO to update the weight vector  of each particle  

5. Use JPSO to update the binary connection parameters of 

each particle. 

6. Update the particle best position and the best swarm 

position  

7. Use PSO/JPSO to update particle co-ordinates for certain 

number of iterations in the following sub-steps:  

a. Use PSO to update the weight vector  of each particle  

b. Use JPSO to update the binary connection 

parameters of each particle.  

c. Update the particle best position and the best swarm 

position  

8. If convergence is sufficient then stop. Else continue 

9. Reset randomly the binary and continuous parameters of 

duplicate particles. Also, reset in the same manner, the 

binary parameters of certain fraction of the swarm with 

poor fitness.  

10. Select best particles and update their continuous 

parameters using some steps of BP. If the training is 

satisfactory go to step 11. Else continue. 

11. If number of iterations < maximum then go back to 

step3. Else continue 
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12. Generate N particles with one additional node over the 

current number of nodes.  Replace all current particles 

with newly generated particles while retaining the 

current particle best positions (topology and synaptic 

weight). Then go back to step 3.  

13. Terminate algorithm and return result.  

 

Furthermore, a parallel swarm population with of fully 

connected networks but with the same number of nodes is 

optimized alongside the swarm with partial connections. The 

purpose of the fully connected swarm is to assist the partially 

connected swarm in the search for best network. The 

partially connected swarm can therefore learn from the fully 

connected swarm whenever the best swarm position in later 

is more accurate than the former.  

 

Activation function 

The choice of suitable activation function is pivotal to a 

successful development of neural networks. Sigmoid 

function has been the most widely used model for ANN 

development due to its stability. However, despite its 

popularity, it is not the optimum for all circumstances 

[19][20]. In this research, a combination of linear and 

product unit functions are used as processing functions. the 

idea behind selecting the two functions is to come up with a 

relatively simple and tractable for the relationship between 

input and output parameters at the end of the network 

training the processing function used is expressed in the 

following equation as: 

( ) ( ) 2

1 1 1 2 2

1

i
n

wT

i
f k c k c x= + ∏x w x           (6) 

where n is the number of inputs; ic is an adaptive coefficient, 

while ik is a binary coefficient; x is the vector of inputs to 

the node; w represents the vector of synaptic weights of input 

signals. The binary coefficient assumes the value of 0 when 

function is switched off and a value of 1 when the function is 

turned on. In the training process the binary coefficient is 

updated together with connection parameters, while the 

adaptive parameter is updated alongside the synaptic weights 

using PSO-BP hybrid algorithm. In this manner, the 

topology, the synaptic weights and the activation functions 

are simultaneously optimized.  

III. NETWORK DEVELOPMENT 

A.  Suction caisson data  

The data used to in this research consist of 62 pull out test 

data sets compiled by Rahman et al. [6] from various sources 

in the literature. The data consists of caissons of various 

dimensions embedded into clayey soils, subject to pull-out 

forces in vertical, horizontal and inclined directions. Table 1 

contains the database summary. 

 

 
TABLE 1 

STATISTICAL PROPERTIES OF SUCTION CAISSON DATABASE 

Parameter   Training Testing  

L/d 

 Average 

value 1.56 1.642 

 Standard 

deviation 0.7818 0.7675 

Range 
0.23 - 4 0.23 – 4 

su 

 Average 

value 12.1 11.22 

 Standard 

deviation 10.3187 9.697 

Range 
1.8 - 38 1.8 – 38 

Tk 

 Average 

value 0.0024 0.0018 

 Standard 

deviation 0.0092 0.008 

Range 
1E-05 -0.04 1E-05 -0.04 

Θ 

 Average 

value 67.7 79.64 

 Standard 

deviation 37.594 28.692 

Range 
0 – 90 0 - 90 

D/L 

 Average 

value 0.0781 0.0292 

 Standard 

deviation 0.1883 0.136 

Range 
0 - 0.69 0 - 0.68 

qu 

 Average 

value 87.67 93.608 

 Standard 

deviation 79.9813 85.6374 

  

Range 12.9 - 

387.2 12.9 - 370.4 

 

B. Input parameters  

The pull-out capacity of suction caisson in embedded in 

clay deposit depends on various parameters such as un-

drained shear strength in the case of clays (su), depth of 

embedment (L), caisson diameter (d), the direction of pull-

out force (θ), depth of load application from the top of the 

caisson (D) and the non dimensional loading rate parameter 

(Tk), which is a function of soil permeability and the velocity 

of pull-out. The aforementioned parameters are organised 

into a set of five parameters which control the ultimate 

capacity of suction anchor (qu) as represented by equation 

(7). 

( ), , , ,
u k u

L D
q f T s

d L
θ=

                    (7) 

The parameters on the right hand side of equation 5 serve as 

inputs to the network, while the ultimate resistance to pull-

out is the output of the network.  

 

C. Networks Training and validation  

The database was partitioned into training and testing sets. 

A total of 37 data sets were used for training, while the 

remaining 25 sets were reserved for testing. To enhance the 

ability of the network to generalize, the data is split in such a 

way that both the training  and testing data, in a statistical 
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sense, belong to the same population.  For the purpose of 

comparison, several network the conventional BPN network 

was also trained, alongside the proposed self-evolving 

network.. The training was brought to a termination when the 

quality of prediction cease to improve with further training 

effort with the view to avoiding over-fitting. The parameters 

used in assessing the prediction quality in the case of both 

training and testing are the root mean square error (RMSE) 

and the coefficient of determination (R
2
). 

The optimized network can be represented more simply by 

the following empirical relationship:  

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( )

0.1018 0.3048

0.33571.04791 0.0294

1.0874 0.357

5

21.2801 1

3.6474 1 150.517

31.891 428.2415 142.7912 1 sin 316.42

1

1

u u k

u k

L D
q kPa s T sin

d L

L D L
sin

d L d

s T

θ

θ

θ

−

−
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                  − +

                  − + + + −

+

+

            

+

          (5)

 

                     (8)  

Figures 5(a)-(b) display the prediction results of the 

optimized network plotted against the training and testing 

data respectively. It can be clearly seen from the figures that 

the network gives a good correlation with both training and 

testing data. Most data points seem to fall within 15% 

envelope.  The performance of the optimized network is 

compared with sigmoid network (BPN), product-unit 

network (PUNN) and a fully connected network with a 

combination of linear and product unit processing functions 

in Table 2. The proposed model seems to outperform all the 

networks considered with the highest value of R
2
 (0.9810) 

with respect to testing data despite being the smallest 

network. This shows the proposed algorithm is capable of 

knocking out redundant nodes and synaptic links that could 

undermine generalization. It is also noteworthy that BPN had 

to use almost twice the number of parameters used the self-

evolving network but still does not achieve accuracy of the 

later.  

 
TABLE 2(a) 

CONFIGURATIONS OF VARIOUS NETWORKS CONSIDERED 

 Type of 

network 

 No of 

nodes  

Number of 

network 

parameters 

Self-evolving 

Net   2 15 

BPN 4 28 

PUNN 3 18 

Lin+PUNN 
2 18 
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Figure 5(a): Comparison of measured pullout capacity (training data) and 

self-evolving model predictions. The ultimate capacity is in kPa  
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Figure 5(b): Comparison of measured pullout capacity (testing data) 

and self-evolving model predictions. The ultimate capacity is in kPa 

 

 
TABLE 2(b): 

SUMMARY OF TRAINING AND TESTING RESULTS FOR VARIOUS 

TYPES OF NETWORK 

 Type of 

network 
  

Training Testing 

Self-evolving 

Net   
N-RMSE  0.025704 0.04189 

   R2  0.9851 0.981 

BPN N-RMSE  0.01644 0.06838 

   R2  0.9939 0.9778 

PUNN N-RMSE  0.031641 0.047287 

   R2  0.9774 0.9731 

PUNN+Lin N-RMSE  0.029101 0.05835 

   R2  0.981 0.9634 
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To further assess the quality of predictions, the ratio of 

predicted capacity to measured capacity 

( )
u Predicted u Measured

q qλ
  

=  

 

is used. The mean ( )
λ

µ  and 

standard deviation ( )
λ

σ   of ratio λ  give a great deal of 

insight about the reliability of model prediction. The mean 

value of λ ratio indicates whether a model, on average, 

underestimates or overestimates the value in question. The 

standard deviation gives a measure of scatter in the 

prediction. A perfect model with 100% accuracy will have a 

mean value of 1.0 and a standard deviation of zero. From the 

bar chart in Figure 6, It can be seen that the optimized model 

gives the best estimate of ultimate capacity on average. The 

model has a slightly higher value of scatter than PUNN 

model. However, on the overall the optimized model yields 

the best result as the PUNN over estimates the capacity by 

over 25% (against the optimized model with only 5% 

overestimation).  
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Figure 6: Comparison of the models based on the mean and standard 

deviation of λ  ratio 

 

To examine the influence of various parameters involved in 

the modeling of ultimate capacity, a sensitivity analysis is 

carried out by removing a parameter from the input set and 

evaluating the model performance without the parameter. 

The procedure is repeated until all input parameters 

considered are covered. The results are shown in Figure 7. It 

can be seen from the figure that the soil shear strength su is 

the most significant parameter affecting the pull-out 

capacity. The least significant variable is the loading factor 

Tk..  
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Figure7:Model  sensitivity  to various input parameters 

 

IV. CONCLUTIONS 

The simultaneous optimization of topology and synaptic 

weights of neural networks is a desirable but highly 

challenging task. While the traditional methods are 

inefficient, the bio-inspired population based algorithms are 

lacking in computational efficiency due to the random 

generated topology population with possibly many redundant 

connections and nodes.  In this paper, a self-evolving 

network capable of growing from small to more complex 

network is developed. The key features of the algorithm are 

the ability to grow from a very small network to a complex 

without a loss of information while maintaining the 

capability of exploring the search space.  

The proposed algorithm is implemented to predict 

the ultimate pull-out capacity of suction caisson penetrating 

into clay.  The soil shear strength, the caisson’s geometry, 

the loading conditions are used as inputs to the model.  

Based on the performance comparisons, the proposed model, 

with smaller network size, gives a more reliable estimate of 

ultimate capacity of suction anchors than BPN, PUNN and 

the combination of PUNN and linear models. 
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Abstract - The transition to the new generation power grid, 

or “smart grid”, requires novel ways of using and analyzing 

data collected from the grid infrastructure. Fundamental 

functionalities like demand response (DR), that the smart 

grid needs, rely heavily on the ability of the energy providers 

and distributors to forecast the load behavior of appliances 

under different DR strategies. This paper presents a new 

model of aggregated water heater load, based on dynamic 

Bayesian networks (DBNs). The model has been validated 

against simulated data from an open source distribution 

simulation software (GridLAB-D). The results presented in 

this paper demonstrate that the DBN model accurately 

tracks the load profile curves of aggregated water heaters 

under different testing scenarios. 

Keywords: Dynamic Bayesian network, water heater, 

demand response, smart grid  

 

1 Introduction 

 New advances in power and energy technologies have 

recently accentuated the need for revision of the current 

power grid operation to ensure reliability and performance. 

The next generation power grid, known as the “smart grid”, 

provides a new framework that includes the new technology 

deployments and addresses the issues of system state 

uncertainty and deregulation [1]. Demand response (DR), 

distributed generation (DG) and distributed energy storage 

(DES) are basic strategies applied during the smart grid 

operation. They formulate a new power grid paradigm that 

incorporates distributed architecture instead of the 

traditional centralized one, as well as dynamic response to 

real time changes of the power grid state. The organizations 

and corporations involved in the power generation, 

transmission and distribution will be required to have the 

necessary analysis and planning tools for a successful 

transition to smart grid operation. 

The demand response feature is enabled by allowing devices 

and appliances to modulate their operation in response to an 

event causing a change of state of the voltage and frequency 

of the grid, energy prices, or a number of other factors. The 

Federal Energy Regulatory Commission (FERC) in [2] 

specifies different types of DR programs including dynamic 

pricing without enabling technology, dynamic pricing with 

enabling technology, direct load control and interruptive 

tariffs. A simple overview of DR strategies can be found in 

[3]. Multiple utility companies have expressed interest in 

assessing the impact that DR can have to their operations. 

Results of DR studies using empirical data are presented in 

[4] and [5]. The dynamic behaviour of the smart grid stems 

from the new perception of the grid as a network with real-

time communication of its components. The DR strategies 

support the required network response flexibility, however it 

is essential that their application preserves and enhances the 

grid reliability. Reliability studies under DR operation [6] 

and [7] have used the DC Optimal Power Flow (OPF) model 

to access the impact of DR programs. A general impact of 

DR, DES and the penetration of renewable energy resources 

to the smart grid reliability is analysed in [8].  

There is a prominent need for analysis tools that can be used 

by utilities and other power grid management participants, to 

forecast the DR effect on the power grid operation. Load 

forecasting is an important component of this analysis, where 

load is the power sink of an appliance or device. There are 

different types of load forecasting, depending on the time 

horizon of the forecast. There have been certain critical 

factors determined that affect such forecasts [9]. The 

forecasting methodologies range from statistical methods, 

like regression and time series analysis, to artificial 

intelligence and data mining methods, like neural networks, 

fuzzy logic and support vector machines. Efforts have been 

recently made for analytical modelling of aggregated loads 

[10]-[12]. 

This paper presents a novel approach of forecasting 

aggregated end-use water heater load in residential areas. 

This approach entails a Dynamic Bayesian Network (DBN) 

for modelling of the aggregated load behaviour. The 

developed model successfully and accurately emulates the 

behaviour of the aggregated water heater load due to two 

factors. First, the DBN structure enables modelling of the 

dynamic physical system behaviour. Second, end-use load 

information data have been used for training of the network. 

Currently the DBN has been trained and tested using 

simulated data produced by simulation software (GridLAB-

D). This DBN model can provide the basis for an accurate 

and flexible tool that is deployed for the analysis of DR 

strategies. It is easier and faster to use compared to 
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GridLAB-D and also provides a larger degree of flexibility 

since it can be retrained using different data sets. 

This paper is organized as follows. In Section 2, an overview 

of the DBN principles of operation and application examples 

are given. Section 2 also includes a brief description of the 

software which was used to generate the training and testing 

data for the DBN analysed in this paper. In Section 3, a 

detailed description of the DBN model, as applied to the 

problem of water heater load aggregation, is given. The 

results illustrating the performance of the DBN model can be 

found in Section 4. Finally, Section 5 includes the 

conclusions of this research and future work. 

2 Dynamic Bayesian network principles 

 Bayesian networks are a widely used machine learning 

methodology with diverse areas of application like medical 

diagnosis, sensor modeling and reliability analysis [13].  

Studies of dynamic Bayesian networks are relatively more 

recent and aim in modeling a constantly changing system. In 

this section, a description of the basic structure and 

principles of operation of DBNs is presented. Additionally, 

the simulation software that provided the training and testing 

data is described. 

 

2.1 Dynamic Bayesian networks 

 A Bayesian network (BN) or belief network is a 

probabilistic graphical model. In a BN, nodes represent 

random variables and directed arcs represent conditional 

dependencies. Every random variable has an associated 

conditional probability table which contains the probabilities 

of the variable being assigned to specific values or states 

based on the values of parent variables. These probabilities 

are commonly derived from collected data or prior 

knowledge. Once a BN has been constructed, the values of 

certain variables can be set based on evidence or 

observations. The posterior probabilities of the query 

variables can then be computed given the set of evidence 

variables as knowledge. Inferencing refers to the 

propagation of the evidence through the network followed 

by computation of the updated probabilities of the query 

variables. 

For temporal analysis, a dynamic Bayesian network may be 

used to model the stochastic evolution of a set of variables 

over time. In a DBN, discrete time is introduced and 

conditional distributions are related to parent variable values 

of the previous time point. Since current events cause future 

events, but not vice-versa, directed arcs always flow forward 

in one direction in a DBN. For many applications, the 

graphical representation of a DBN often takes the form of a 

first-order Markov or hidden Markov model.  DBNs have 

been used in a variety of applications in areas such as speech 

recognition [14], distributed sensor networks [15], and 

computational biology [16]. 

In developing a BN or DBN model, domain expertise is 

invaluable in a number of modeling steps.  First and 

foremost, the structure of the BN in terms of the variables 

and conditional dependencies rely heavily on expert input.  

The structure of a BN should resemble the logical or 

physical topology of the system or process that it is 

modeling.  BN structure learning algorithms including score-

and-search-based and constraint-based methods are also 

available to automatically generate BN structures from 

training data, but it has been found that such algorithms are 

most effective in verifying a manually-constructed BN rather 

than constructing a BN from scratch.  Expert input is also 

important in defining variable states, as they should 

represent the specific conditions of logical or physical 

entities in the BN.  With respect to the conditional 

probability tables, we have found that BN parameter 

learning algorithms such as maximum likelihood estimation 

and expectation-maximization are mostly effective in 

learning probabilities. After parameter learning, however, 

we typically have experts verify that the learned 

probabilities appear reasonable. 

2.2 GridLAB-D simulation 

 The DBN training and testing data were produced by 

the simulation software, GridLAB-D. GridLAB-D is an 

agent-based, open-source, power grid simulation tool 

developed at Pacific Northwest National Laboratory 

(PNNL) for the Department of Energy (DOE) to simulate 

the complexities of the smart grid from the substation to the 

end-use load [17].This allows users to develop models to 

simulate the behaviors of individual end-use loads and their 

interactions with the power system, including voltage 

effects, weather dependencies, control functions, consumer 

demand and a number of other inputs which affect the 

behavior of the end-use loads. 

To simulate the behavior of a water heater, a multi-state load 

model is available [18], [19]. This model uses multiple 

states and state transition rules to describe the power 

demand at any given time in the simulation [20]. The 

physical processes within the water heater, such as 

thermostat set point, water temperature, consumer hot water 

usage, and thermodynamic heat flow equations are described 

by state models. These are combined to create a simulation 

which can simulate the power demand of thousands of 

individual water heater “agents”, each with individualized 

characteristics and parameters. While this is highly 

advantageous for studying the effects of a thermostat setback 

or direct load control program on consumers, as the drop in 

water temperature can be tracked on an individual level, the 

simulations can be time- and labor-intensive. 

3 Aggregated model 

 This section discusses how dynamic Bayesian 

networks, discussed in Section 2.1, can be used to model the 

aggregated behavior of water heaters with regards to power 
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consumption. First the dynamic Bayesian network model is 

presented, followed by a demonstration of its use for 

aggregated water heater end-use load forecasting.  

3.1 Dynamic Bayesian network model 

 The structure of the dynamic Bayesian network model 

developed for this research is based on expert opinion. The 

expert opinion was used to define the relationships between 

a set of variables that influence the load energy consumption 

due to water heater operation in residential areas. These 

variables represent time, weather and appliance specific 

factors. It has been indicated by the GridLAB-D simulation 

that these factors are the most influential for the water heater 

load consumption and similar facts regarding most 

influential factors were pointed out in [9]. Specifically, the 

variables used to build the DBN are time of day (ToD), 

season, outside air temperature, solar radiation, water heater 

efficiency, water heater temperature set point, hot water 

usage and load consumption. The dynamic behavior of the 

DBN is established by using two time slices in the network 

structure as shown in Fig. 1. The data are extracted at 5-

minute intervals from GridLAB-D, therefore the two-time 

slice BDN has the ability to capture the dynamic behavior of 

the simulation at a minimum temporal resolution of 5 

minutes. 

The variable relationships of the DBN model described 

above can be easily explained and make intuitive sense. 

First, regarding the time factors, it has been observed that 

during specific times of the day the water heater load power 

demand is greater. For example, the average person tends to 

use the shower in the morning hours, resulting in higher 

water usage and therefore higher water heater energy 

consumption at that time compared to the consumption at 

noon. The time of day also naturally relates to the variations 

observed in the outside air temperature and solar radiation. 

Seasonality also has an effect on the power demand since 

during the winter months, for example, if a water heater is 

located in unconditioned garage, then the lower air 

temperature leads to greater thermal energy loss across the 

insulation jacket, resulting in greater energy consumption. 

Seasonality also naturally relates to the variations observed 

in the outside air temperature and solar radiation. Finally, 

the appliance related variables, like water heater efficiency 

and thermostat set point have an intuitive relation to the load 

power demand. Lower efficiency water heaters will lose 

more heat into the ambient air, and over time consume more 

energy to maintain the temperature of the water as compared 

to a more efficient water heater. Also, the higher the 

thermostat set point, the more energy is consumed to 

maintain the temperature of the water due to the greater 

temperature gradient across the insulation jacket. 

The network variables that relate to the first time slice are 

denoted with the numeric 1 of the node name, while the ones 

that relate to the second time slice with the numeric 2 of the 

node name, as shown in Fig. 1. The water heater efficiency 

and thermostat set point variables only appear in the first 

time slice, since they remain constant over time, during 

steady state operation. The time of day variable, belonging 

to the first time slice, has been observed to have an impact 

on the variables of the second time slice. This relationship is 

modeled by adding the appropriate arcs on the network as 

shown in Fig. 1. 

3.2 Model usage example 

 Determining and validating a network structure that 

models aggregated water heater load behavior with adequate 

accuracy is not a trivial task. Multiple training and testing 

scenarios have been considered for the evaluation of the 

DBN model. However, once the model has been established, 

it provides the user with a very flexible tool for analysis and 

planning.  

An example of its use is demonstrated in Fig. 1. The nodes 

of the trained network that are circled with a solid contour 

are the nodes to which evidences are set. The node circled 

with a dotted contour is the query node. In this example, the 

DBN querying process is used to determine the load 

demand, given the time of day, season, outside temperature, 

solar radiation, thermostat set point, efficiency and hot water 

usage. The querying node for the load is at the second time 

slice, while the evidence nodes are at the first time slice. 

This captures the notion that the distribution of a variable at 

a present time can be queried based on the values or 

distributions of variables at a time in the past. 

Another example of using this DBN is presented in Fig. 2, in 

which case information related to the hot water usage needs 

to be derived. The nodes where evidence is set (circled with 

a solid contour) are time of day, season, outside temperature, 

solar radiation, thermostat set point, efficiency and load of 

the first time slice. The querying node is the hot water usage 

in the second time slice. In this example, similar to the 

aforementioned example, the evidences can be set in the 

form of a distribution if there is not enough information 

about the actual value. Also, the querying result provides the 

user with a distribution which is useful in accounting for 

forecasting errors. These two examples demonstrate the 

flexibility of usage that the trained DBN provides. 

4 Results 

 In this section a description of the training and testing 

data is presented. The testing results of the trained DBN are 

compared to the simulated data under different scenarios of 

the water heater operation. Two different forecasting 

methods, soft and hard forecasting are considered based on 

the resulting probability distribution of the query node. 
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Fig. 1.  Two-time slice Dynamic Bayesian Network model of aggregated water heater load. Example 1, querying load node 

circled with a dotted contour, using evidence information of nodes circled with solid contours. 

 

 

 

Fig. 2.  Two-time slice Dynamic Bayesian Network model of aggregated water heater load. Example 2, querying water usage 

node circled with a dotted contour, using evidence information of nodes circled with solid contours. 
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4.1 Simulation data: DBN training and testing 

 The GridLAB-D simulation environment was used to 

produce the training and testing data. The simulation was of a 

residential neighborhood of 1000 houses. Each house had a 

Heating, Ventilation and Air Conditioning (HVAC) system 

simulated such that the inside house temperature was 

maintained at a reasonable level. Other characteristics, such as 

end-use load usage, cooling and heating set points, and 

thermal insulation were randomly varied across the population 

of homes to create a distribution of home parameters and 

characteristics representative of “real” building stock. 

The training data were produced by running the simulation for 

the winter season, from December to March approximately, 

excluding a week in February whose data would be used for 

the testing dataset. This training range of data has been 

empirically proven to provide adequate training for the DBN. 

The DBN was trained using different training scenarios with 

the thermostat set point, efficiency and hot water usage 

varying between the scenarios. The water heater set point 

range considered was 110 to 135 
o
F. The water heater 

efficiency was set to low, medium or high, used to represent 

the relative amount of insulation around the thermal jacket of 

the water heater. Schedules (ToD) for the hot water usage 

were created from End-Use Load and Consumer Assessment 

Program (ELCAP) residential load data, while incorporating 

Energy Information Administration (EIA) website data on 

average hot water consumption in the U.S. [21],[22]. The hot 

water usage was set to either low or high, affecting the relative 

magnitude of the water flows, and was used to represent 

residences with low-flow rate fixtures versus older, high-flow 

fixtures. The simulation used a typical meteorological year 

(TMY) weather file that provides the outside air temperature 

and solar radiation information [23]. The load demand ranged 

from 0 to 1400 kW, approximately, between different 

scenarios and Time of Day. 

It is a well-known fact that the discretization of the variables 

has a big impact on the accuracy of the querying results of the 

DBN [24]. The discretization method was decided based on 

expert opinion and experimentation with the DBN. The 

expert’s opinion helped identify the variables with the highest 

sensitivity and those variables were discretized at a finer 

resolution. For example, the time of day is a variable with 

high sensitivity so it was discretized at an hourly basis. The 

load power demand is also an influential variable so it was 

uniformly discretized every 100kW. The hot water usage 

variable discretization is coarse, since it was only set to high 

or low, even if it is a highly sensitive variable. The reason for 

this discrepancy is that real world data do not usually contain 

hot water usage information with high accuracy. Future 

implementation of this work will involve training and testing 

with real world data. It is therefore appropriate to keep in 

consideration the realistic availability of data for a smooth 

transition to the real world application. 

4.2 Results 

 The DBN was tested using GridLAB-D simulated data 

for a week in February that were not included in the training 

set. The testing of the DBN accuracy was performed by 

querying the load variable of the second time slice, similarly 

to the first example presented in Section 3.2. This example is 

a good indication of how a utility company would use this tool 

to do end-use load forecasting of an aggregated water heater 

load. The query results over the time period of a day, in 

comparison to the actual simulated data, are plotted in Fig. 3-

6. The results presented in Fig. 3 correspond to a high hot 

water usage case and low efficiency, while the results 

presented in Fig. 4 correspond to low hot water usage and 

high efficiency. In both cases the water heater set point is set 

to 115 
o
F. Equivalently, the results in Fig. 5 and Fig. 6 present 

the same comparison of high water usage/low efficiency 

versus low water usage/high efficiency, but with the water 

heater set point at 130 
o
F. The GridLAB-D hourly average 

load demand data are compared to a hard and soft load 

demand forecasting. The hard forecasted data are obtained by 

selecting the load variable value that was assigned the highest 

probability of occurrence by the querying process. The soft 

forecasted data are obtained by evaluating an average of the 

possible load demand values weighted by their assigned 

probabilities.  

 

Fig. 3.  Simulated vs. forecasted hourly averaged daily load profile 

curves. Simulation parameters: winter season, 115 oF set point, low 

efficiency, high water usage.    
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Fig. 4.  Simulated vs. forecasted hourly averaged daily load profile 

curves. Simulation parameters: winter season, 115 oF set point, high 

efficiency, low water usage. 

 

Fig. 5.  Simulated vs. forecasted hourly averaged daily load profile 

curves. Simulation parameters: winter season, 130 oF set point, low 

efficiency, high water usage.    

 

 

Fig. 6.  Simulated vs. forecasted hourly averaged daily load profile 

curves. Simulation parameters: winter season, 130 oF set point, high 

efficiency, low water usage.    

In Fig. 3 the load demand is much higher at any time in the 

day compared to Fig. 4, since the simulated testing data are 

that of a neighborhood having low efficiency water heaters 

and high hot water usage. Equivalently, the same statement 

can be made when comparing the load demand profile 

presented in Fig. 5 versus Fig. 6. As demonstrated by the 

results, the load demand additionally depends on the water 

heater set point. A higher set point results in higher load 

energy consumption as shown by comparing Fig. 3 and Fig. 5. 

Both hard and soft forecasting accurately track the GridLAB-

D load profile curve. It can be observed that the soft 

forecasting tracks the load curve variations slightly better than 

the hard forecasting. The average forecasting error is 

approximately in the order of 50kW.  These results 

demonstrate that the DBN has been trained adequately for 

load forecasting of different simulated test scenarios.  

5 Conclusions and future work 

 It has been shown that DBNs can be successfully used to 

model the aggregated water heater load demand, tracking the 

simulated data load profile curve closely. Therefore, this 

research provides a first indication that DBNs constitute a 

powerful modeling tool as applied in the area of power 

engineering and the smart grid. It provides the flexibility 

needed for energy consumption analysis and could potentially 

be used for the assessment of the impact of DR programs on 

the grid operation. It can be used to ingest a high volume of 

data for training under different scenarios of operation 

without having to modify its structure. The DBN modeling 

approach’s main advantage over other machine learning and 

data mining methodologies is that it models the physical 

relationship between the actual system variables. The authors 

are now working on applying the model presented in this 

paper to real world data. It is expected the new results will 
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demonstrate the value of applying DBNs for load forecasting 

even further. 
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Abstract—Heart disease is the leading cause of death 

in the world over the past 10 years. Researchers have 
been using several data mining techniques to help health 
care professionals in the diagnosis of heart disease 
patients. Decision Tree is one of the data mining 
techniques used in the diagnosis of heart disease showing 
considerable success. K-means clustering is one of the 
most popular clustering techniques; however initial 
centroid selection strongly affects its results. This paper 
investigates integrating k-means clustering with decision 
tree in the diagnosis of heart disease patients. It also 
investigates different methods of initial centroid selection 
of the k-means clustering such as inlier, outlier, range, 
random attribute values, and random row methods in the 
diagnosis of heart disease patients. The results show that 
integrating k-means clustering with decision tree with 
different initial centroid selection could enhance the 
decision tree accuracy in the diagnosing heart disease 
patients. It also showed that the inlier initial centroid 
selection method could achieve higher accuracy than 
other initial centroid selection methods in the diagnosis 
of heart disease patients. 

 
 Keywords-Data Mining, K-Means Clustering, Initial 

Centroid Selection Methods, Decision Tree, Heart 
Disease Diagnosis. 

 

1. INTRODUCTION 
 Heart disease is the leading cause of death in the 
world over the past 10 years. Moreover, the World 
Health Organization has reported that heart disease is the 
first leading cause of death in both high and low income 
countries [1]. The European Public Health Alliance 
reports that heart attacks and other circulatory diseases 
account for 41% of all deaths [2]. The Economical and 
Social Commission of Asia and the Pacific found that in 
one fifth of Asian countries, most lives are lost to non-
communicable diseases such as cardiovascular, cancers, 
and diabetes diseases [3]. Statistics of South Africa 
report that heart and circulatory system diseases are the 
third leading cause of death in Africa [4]. The Australian 
Bureau of Statistics reported that heart and circulatory 
system diseases are the first leading cause of death in 
Australia, causing 33.7% of all deaths [5]. 

 Motivated by the world-wide increasing mortality 
of heart disease patients each year and the availability of 

huge amount of patients’ data that could be used to 
extract useful knowledge, researchers have been using 
data mining techniques to help health care professionals 
in the diagnosis of heart disease [6-7]. Data mining is an 
essential step in knowledge discovery. It is the 
exploration of large datasets to extract hidden and 
previously unknown patterns, relationships and 
knowledge that are difficult to detect with traditional 
statistical methods [8-12].  The application of data 
mining is rapidly spreading in a wide range of sectors 
such as analysis of organic compounds, financial 
forecasting, healthcare and weather forecasting [13].  

 Data mining in healthcare is an emerging field of 
high importance for providing prognosis and a deeper 
understanding of medical data. Healthcare data mining 
attempts to solve real world health problems in the 
diagnosis and treatment of diseases [14]. Researchers are 
using data mining techniques in the medical diagnosis of 
several diseases such as diabetes [15], stroke [16], cancer 
[17], and heart disease [18]. Several data mining 
techniques are used in the diagnosis of heart disease such 
as naïve bayes, decision tree, neural network, kernel 
density, bagging algorithm, and support vector machine 
showing different levels of accuracies [18-24] 

 Decision Tree is one of the successful data mining 
techniques used in the diagnosis of heart disease patients 
[19, 22, 25]. Although researchers are investigating 
enhancing decision tree performance in classification 
problems, less research is done on enhancing decision 
tree performance in disease diagnosis.  This research 
investigates enhancing decision tree performance in the 
diagnosis of heart disease patients through integrating 
clustering as a preprocessing step to decision tree 
classification.  

 K-means clustering is one of the most popular and 
well know clustering techniques. Its simplicity and 
reliable behavior made it popular in many applications 
[26]. Initial centroid selection is a critical issue in k-
means clustering and strongly affects its results [27]. 
This paper investigates integrating k-means clustering 
using different initial centroid selection methods with 
decision tree in the diagnosis of heart disease patients. 
The rest of the paper is divided as follows: the 
background section investigates applying data mining 
techniques in the diagnosis of heart disease; the 
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methodology section explains k-means clustering, 
different initial centroid selection methods, and decision 
tree used in the diagnosis of heart disease patients; the 
heart disease data section explains the data used; the 
results section presents the results of integrating k-means 
clustering and decision tree; followed by the summary 
section.  

2. BACKGROUND 
 Researchers have been investigating the use of 
statistical analysis and data mining techniques to help 
healthcare professionals in the diagnosis of heart disease.  
Statistical analysis has identified the risk factors 
associated with heart disease to be age, blood pressure, 
smoking [28], cholesterol [29], diabetes [30], 
hypertension, family history of heart disease [31], 
obesity, and lack of physical activity [32]. Knowledge of 
the risk factors associated with heart disease helps health 
care professionals to identify patients at high risk of 
having heart disease.  

 Researchers have been applying different data 
mining techniques over different heart disease datasets to 
help health care professionals in the diagnosis of heart 
disease [18-19, 22-25]. The results of the different data 
mining research cannot be compared because they have 
used different datasets. However, over time a benchmark 
data set has arisen in the literature: the Cleveland Heart 
Disease Dataset (CHDD).  

 Decision tree is one of the data mining techniques 
showing considerable success compared to other data 
mining techniques over different heart disease datasets 
[19, 21-22, 25].  Applying decision tree in diagnosing 
heart disease patients showed different accuracies on 
different datasets that ranged between 60.4% and 
94.93%[22, 33]. Tu et al. applied decision tree classifier 
on the Cleveland heart disease dataset showing accuracy 
of 78.9% [25].  

 Recently researchers are investigating enhancing 
decision tree performance in classification problems. 
Anbarasi et al. investigated enhancing decision tree 
performance through integrating genetic algorithm as a 
feature subset selection method in the diagnosis of heart 
disease patients [34]. This paper investigates enhancing 
decision tree performance in the diagnosis of heart 
disease patients through the integration of k-means 
clustering.   

 This paper investigates if integrating k-means 
clustering with decision tree can enhance the classifier’s 
performance in diagnosing heart disease patients. 
Importantly, the research involves a systematic 
investigation of which initial centroid selection method 
can provide better performance in diagnosing heart 
disease patients. It also investigates if applying different 
numbers of clusters can provide different performance in 
diagnosing heart disease patients and which number of 
clusters will provide the better performance.  

3. METHODOLOGY 
       The methodology section discusses k-means 
clustering with five initial centroid selection methods. It 
also discusses the Decision Tree classifier used in the 
diagnosis of heart disease patients (Figure 1).   

 
Figure 1: Integrating K-means Clustering and Decision 

Tree 

3.1 Discretization 
        Decision Tree cannot deal with continuous 
attributes so they need to be converted into discrete ones, 
a process called discretization. Dougherty et al. carried 
out a comparative study between two unsupervised and 
two supervised discretization methods using 16 data sets 
showing that differences between the classification 
accuracies achieved by different discretization methods 
are not statistically significant [35]. Equal frequency 
discretization is a popular and successful unsupervised 
discretization method [36]. Previous related research has 
shown that this discretization method provides 
marginally better accuracy when applied on the CHHD 
[37]. So it is used as a preprocessing step to convert the 
continuous heart disease attributes to discrete ones. 
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3.2 K-Means Clustering 
        K-means clustering is one of the most popular and 
well know clustering techniques because of its simplicity 
and good behavior in many applications [26, 36]. The 
steps used in k-means clustering are shown in Figure 1.   

        Several researchers have identified that age, blood 
pressure and cholesterol are critical risk factors 
associated with heart disease [28, 31-32] . In identifying 
the attributes that will be used in the clustering, these 
attributes are obvious clustering attributes for heart 
disease patients.   The number of clusters used in the k- 
means in this investigation ranged between two and five 
clusters.  The difference between the initial centroid 
methods is discussed in the following section. 

3.3 Initial Centroid Selection 
        Initial centroid selection is an important matter in k-
means clustering and strongly affects its results [27]. 
This section discusses the generation of initial centroids 
based on actual sample data points using inlier method, 
outlier method, range method, random attribute method, 
and random row method [38].  

3.3.1 Inlier Method 
        In generating the initial K centroids using the inlier 
method the following equations are used: 

Ci = Min (X) –i   where 0 ≤  i  ≤ k                               (1) 

Cj = Min (Y) –j   where 0 ≤  j ≤ k                                (2) 

Where the initial centroid is C (ci, cj) and min (X)  and 
min (Y) are the minimum value of attribute X, and 
attribute Y respectively. K represents the number of 
clusters. 

3.3.2 Outlier Method 
        In generating the initial K centroids using the outlier 
method the following equations are used: 

Ci = Max (X) –i   where 0 ≤  i ≤ k                               (3) 

Cj = Max (Y) –j   where 0 ≤  j ≤ k                               (4) 

Where the initial centroid is C (ci, cj) and max (X) and 
max (Y) are the maximum value of attribute X, and 
attribute Y respectively. K represents the number of 
clusters. 

3.3.3 Range Method 
        In generating the initial K centroids using the range 
method the following equations are used: 

 Ci = ((Max (X) –Min (X)) / K) * n  where 0 ≤  i ≤ k  (5) 

 Cj = ((Max (Y) –Min (Y)) / K) * n  where 0 ≤  j ≤     (6) 

The initial centroid is C (ci, cj). Where max (X) and min 
(X) are maximum and minimum values of attribute X, 

max (Y) and min (Y) are maximum and minimum values 
of attribute Y respectively. K represents the number of 
clusters.  

3.3.4 Random Attribute Method 
        In generating the initial K centroids using the 
random attribute method the following equations are 
used: 

Ci = random(X)        where 1 ≤ i ≤ k                           (7) 

Cj = random(Y)         where 1 ≤ j ≤  k                         (8) 

The initial centroid is C (ci, cj). The values of ‘i’, and ‘j’ 
vary from 1 to ‘k’. 

3.3.5 Random Row Method 
        In generating the initial K centroids using the 
random row method the following equations are used: 

I = random (V)    where 1 ≤ V ≤ N                            (9) 

Ci = X (I)                                                                  (10) 

Cj = Y (I)                                                                  (11) 

        The initial centroid is C (ci, cj). N is the number of 
instances in the training dataset.  X (I) and Y(I) are the 
values of the attributes X and Y respectively for the 
instance I.  

3.4 Decision Tree 
        The decision tree type used in this research is the 
gain ratio decision tree. The gain ratio decision tree is 
based on the entropy (information gain) approach, which 
selects the splitting attribute that minimizes the value of 
entropy, thus maximizing the information gain [36]. To 
identify the splitting attribute of the decision tree, one 
must calculate the information gain for each attribute and 
then select the attribute that maximizes the information 
gain.  The information gain for each attribute is 
calculated using the following formula [8, 36]:  

E =                                                    (12) 

Where k is the number of classes of the target attribute 

Pi is the number of occurrences of class i divided by the 
total number of instances (i.e. the probability of i 
occurring). 

        To reduce the effect of bias resulting from the use of 
information gain, a variant known as gain ratio was 
introduced by the Australian academic Ross Quinlan 
[36]. The information gain measure is biased toward tests 
with many outcomes. That is, it prefers to select 
attributes having a large number of values [8]. Gain 
Ratio adjusts the information gain for each attribute to 
allow for the breadth and uniformity of the attribute 
values.  
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Gain Ratio = Information Gain / Split Information  (13) 

Where the split information is a value based on the 
column sums of the frequency table [36]. 

        After extracting the decision tree rules, reduced 
error pruning was used to prune the extracted decision 
rules. Reduced error pruning is one of the fastest pruning 
methods and known to produce both accurate and small 
decision rules [39]. Applying reduced error pruning 
provides more compact decision rules and reduces the 
number of extracted rules.  

3.5 10 Fold Cross Validation 
 To measure the stability of the proposed model, the 
data is divided into training and testing data with 10-fold 
cross validation. To evaluate the performance of the 
proposed model the sensitivity, specificity, and accuracy 
are calculated. The sensitivity is the proportion of 
positive instances that are correctly classified as positive 
(e.g. the proportion of sick people that are classified as 
sick). The specificity is the proportion of negative 
instances that are correctly classified as negative (e.g. the 
proportion of healthy people that are classified as 
healthy). The accuracy is the proportion of instances that 
are correctly classified [36].   

Sensitivity = True Positive / Positive                      (14) 

Specificity = True Negative / Negative                   (15) 

Accuracy = (True Positive + True Negative) / (Positive + 
Negative)                                                                 (16) 
 
4. HEART DISEASE DATA 
        The data used in this study is the Cleveland Clinic 
Foundation Heart disease data set available at 
http://archive.ics.uci.edu/ml/datasets/Heart+Disease. The 
data set has 76 raw attributes. However, all of the 
published experiments only refer to 13 of them. The data 
set contains 303 rows of which 297 are complete. Six 
rows contain missing values and they are removed from 
the experiment. The attributes used in this study are 
shown in Table 1. 
 

Table 1: Selected Cleveland Heart Disease Data Set 
Attributes 

Name Type Description 
Age Continuous Age in years 

Sex Discrete 1 = male 
0 = female 

Cp Discrete Chest pain type: 
1 = typical angina 
2 = atypical angina 
3 = non-anginal pain 
4 =asymptomatic 

Trestbps Continuous Resting blood pressure (in mm 
Hg) 

Chol Continuous Serum cholesterol in mg/dl 

Fbs Discrete Fasting blood sugar > 120 
mg/dl: 
1 = true 
0 = false 

Restecg Discrete Resting electrocardiographic 
results: 
0 = normal 
1 = having ST-T wave 
abnormality 
2 =showing probable or define 
left ventricular hypertrophy  

Thalach Continuous Maximum heart rate achieved 
Exang Discrete Exercise induced angina: 

1 = yes 
0 = no 

Old peak ST Continuous Depression induced by exercise 
relative to rest 

Slope Discrete The slope of the peak exercise 
segment : 
1 = up sloping 
2 = flat 
3= down sloping 

Ca Discrete Number of major vessels 
colored by fluoroscopy that 
ranged between 0 and 3. 

Thal Discrete 3 = normal 
6= fixed defect 
7= reversible defect 

Diagnosis Discrete Diagnosis classes: 
0 = healthy 
1= patient who is subject to 
possible heart disease 

 

5. RESULTS 
 A range of single and combined number of 
clustering attributes is applied in the experiment 
involving age, blood pressure and cholesterol attributes. 
However, best results are found using single attribute 
which is the age attribute. So K-means clustering is 
applied using the age attribute then the decision tree is 
applied on the thirteen attributes. The results of 
sensitivity, specificity, and accuracy in the diagnosis of 
heart disease using k-means clustering and decision tree 
with different initial centroids selection methods and 
different numbers of clusters are shown in Table 2. For 
the random attribute and random row methods, ten runs 
are executed and the average and best for each method 
are calculated and shown in Table 2. Tables 2 show that 
the best accuracy achieved is 83.9% by the inlier method 
with two clusters. The range method with different 
numbers of clusters did not show any enhancement in the 
decision tree accuracy in the diagnosis of heart disease 
patients.  

 Increasing the number of clusters with the inlier 
method did not show any enhancement in the accuracy as 
shown in Figure 2. Increasing the number of clusters 
with the outlier method could enhance its accuracy and 
showed the best accuracy with three clusters as shown in 
Figure 3. Increasing the number of clusters with the 
range method could enhance its accuracy and showed the 
best accuracy with four clusters as shown in Figure 4. 
However these accuracies are still less than that achieved 
by the inlier method with two clusters. Increasing the 
number of clusters for the random attribute and the 
random row could achieve slight enhancement in the 
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accuracy but it is still less than that achieved by them 
with two clusters as shown in Figure 5, and 6 
respectively. 

Table 2: Integrating different initial centroid selection for 
k-means clustering with Decision tree in diagnosing heart 
disease patients 

N
o 

of
 

C
lu

st
er

s 

Initial Centroid 
Selection Method Sensitivity Specificity Accuracy 

N
o 

of
  c

lu
st

er
s =

 2
 

Inlier Method 81.6 
 

83 
 

83.9 
 

Outlier Method 71.6 
 

76.2 
 

76 
 

Range Method 71.6 
 

76.2 
 

76 
 

Random 
Attribute 

Avg 75.85 
 

78.85 
 

79.29 
 

Best 77.7 
 

83.3 
 

82.2 
 

Random 
Row 

Avg 76.94 
 

79.51 
 

80.14 
 

Best 81.6 
 

83 
 

83.9 
 

N
o 

of
  c

lu
st

er
s =

 3
 

Inlier Method 76.6 80.2 80.9 

Outlier Method 78.1 79.6 81.2 

Range Method 69.8 77.8 76.3 

Random 
Attribute  

Avg 73.17 78.07 78.33 

Best 76 79.9 80.3 

Random 
Row 

Avg 72.71 78.06 77.95 

Best 76.2 78.9 79.8 

N
o 

of
  c

lu
st

er
s =

 4
 

Inlier Method 72.8 80 78.5 

Outlier Method 74.1 80.3 79.9 

Range Method 72.8 80 78.5 

Random 
Attribute  

Avg 72.31 79.05 78.01 

Best 74.2 80.7 80.5 

Random 
Row 

Avg 72.07 79.14 78.05 

Best 72.3 81.1 79.9 

N
o 

of
 c

lu
st

er
s =

 5
 

Inlier Method 78.2 77.2 75.9 

Outlier Method 68.1 72 73.6 

Range Method 72.8 77.2 75.9 

Random 
Attribute  

Avg 71.59 76.2 75.56 

Best 73.5 77.3 78.1 

Random 
Row 

Avg 72.3 75.86 75.6 

Best 76.7 75 78 

 
 
 

 
Figure 2: Different Number of Clusters Performance for 

Inlier Method 

 
Figure 3: Different Number of Clusters Performance for 

Outlier Method 

 

Figure 4: Different Number of Clusters Performance for 
Range Method 

 

Figure 5: Different Number of Clusters Performance for 
Random Attribute Method 
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Figure 6: Different Number of Clusters Performance for 
Random Row Method 

 Why do two clusters show better performance than 
other numbers of clusters in the diagnosis of heart 
disease patients? The number of instances is relatively 
small in the CHHD. A larger dataset is needed to identify 
if two clusters will still provide the best results. Also, the 
target attribute of the Cleveland heart disease dataset has 
two values. Further investigation is also needed to 
identify if there is a relationship between the number of 
clusters showing best results and the number of values of 
the target attribute.   

 When comparing integrating k-means clustering 
and decision tree with traditional decision tree applied 
previously on the same dataset, integrating k-means 
clustering with decision tree could enhance the accuracy 
of decision tree in diagnosing heart disease patients as 
shown in Table 3.  In Addition, integrating k-means 
clustering and decision tree could achieve higher 
accuracy than the bagging algorithm in the diagnosis of 
heart disease patients as shown in Table 3. 

Table 3: Comparing integrating k-means clustering and 
decision tree with traditional decision tree and other data 
mining techniques  

Author/ 
Year 

Technique Accuracy 

Tu, et al., 
2009 

Decision tree 78.91% 

Bagging Algorithm   81.41% 

Our work 
Two clusters Inlier initial 

centroid selection k-means 
clustering decision tree 

83.9% 
 

 
6. SUMMARY 
 Heart disease is the leading cause of death all over 
the world. Researchers have been investigating applying 
different data mining techniques to help health care 
professionals in the diagnosis of heart disease patients. 
Decision Tree is one of the successful data mining 
techniques used in the diagnosis of heart disease patients. 
This paper investigated integrating k-means clustering 
with decision tree in the diagnosis of heart disease 

patients.  Initial centroid selection is a critical issue that 
strongly affects k-means clustering results. Our research 
systematically investigated applying different methods of 
initial centroid selection such as range, inlier, outlier, 
random attribute values, and random row methods for the 
k-means clustering technique in the diagnosis of heart 
disease patients. The results show that integrating k-
means clustering and decision tree can enhance decision 
tree accuracy in the diagnosis of heart disease patients. 
The results also show that the best accuracy achieved is 
83.9% by the inlier method with two clusters. Finally, 
some limitations on this work are noted as pointers for 
future research. 
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Abstract - Classification trees may contain a large number 

of branches/rules. Some rules are more interesting than 

others because they (1) perform better than guessing at 

predicting the class attribute’s value while they also apply to 

a large percentage of the dataset, or (2) contain critical 

attributes; those attributes important to the problem under 

investigation or to the domain. Using a dataset from one 

suburban American high school, C4.5 classification analysis 

and rule selection revealed the characteristics of the school’s 

biggest disciplinary problem, and the day of the week that 

students were engaged in each day’s biggest disciplinary 

problem. Additionally the characteristics of students involved 

in the most serious incidences and the days of those 

incidences were identified. 

Keywords: Classification, Critical Attributes, Data Mining, 

Interestingness, Rule Selection 
 

1. Introduction 

The analysis of data, through data mining methods, reveals 

interesting patterns, confirms and probes previously known 

relationships, and detects previously unknown relationships 

in data [1].  Classification not only predicts the results of a 

future event, but also can provide knowledge about the 

structure and interrelationships among the data. Revealing 

interrelationships can lead to a better understanding of the 

data and the domain from which the data is obtained [2].   

Classification analysis, constructs a decision tree that 

provides a path to a predetermined class attribute. The tree’s 

branches are converted into classification rules.  

Association mining, which evaluates data for relationships 

among attributes in the dataset [3], often creates a large 

number of rules. Significant research has been done in 

association mining rule selection and reduction [4, 5, 6, 7, 8, 

9, 10], to find interesting rules. 

Classification trees also can be very large, that is, contain 

many branches or rules. The dataset’s attributes may each 

contain a large number of values resulting in trees with many 

branches, in which case the percentage of applicable records 

for each rule is rather small. Research has been done to 

reduce the size of the tree, and hence the number of rules by 

data dimensionality reduction [11, 12, 13].  But, it is not 

always possible to eliminate attributes. There may not be a 

sufficient set of attributes, or the domain or problem under 

investigation may require that critical attributes be part of the 

classification tree [12, 13, 14, 15].  

The number of rules can be reduced by pruning the tree 

using confidence level, but this effects the tree’s accuracy. A 

classification tree’s selection and value is determined by its 

accuracy in both the creation and evaluation of the tree [2]. 

That is, the dataset is divided into training and testing sets 

and the classification algorithm executed at different 

confidence levels.  Each tree constructed with the training 

dataset is re-evaluated with the test dataset.  One of the trees 

is selected as most representative of the data. This selection is 

based on the tree’s accuracy. When the accuracy for the 

training dataset most closely matches the accuracy for the test 

dataset that tree is selected for further study [2]. 

2. Interesting Classification Rules 

However, the tree’s overall accuracy is not the same as an 

individual rule’s accuracy. It is the individual rules which 

need to be applied in the domain to predict the outcome of the 

class attribute and characterize segments of the domain [16, 

17]. As in association mining, some rules are more interesting 

than others. Interestingness can be measured by objective, 

subjective, or semantics-based means. Objective 

interestingness is measured by statistical techniques, which 

do not consider the specifics of the domain or the problem 

being considered. Subjective techniques incorporate domain 

background knowledge, and semantics-based measures 

consider the goals of the data mining project [18].  

Combining a statistical analysis of the dataset with domain 

or semantic knowledge can lead to interesting rules that are 

actionable in the domain. The specific goals of the current 

problem can cause some rules to be interesting and 

actionable, even though they may not be statistically 

noteworthy. Interestingness then is based on the predictive 

ability of the rule, the scope of the rule in addressing the data, 

or the specific problem under investigation.   

The accuracy of a rule is the statistic of the percentage of 

training records that satisfy the rule compared to the records 

that meet the rule premise. That is, accuracy is a percentage 

of those records that are correctly classified by that rule. If a 

rule is more accurate in predicting the class attribute value 

than predicting the value without the rule (guessing), it is a 

candidate interesting rule.  

Another objective consideration for rule interestingness is 

the number of records to which it applies. A rule which 

applies to a few records maybe 100% accurate but not 

interesting; whereas a rule that is less accurate while applying 

to a large percentage of the data’s records maybe more 

interesting. These large percentage record rules are candidate 
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interesting rules. 

Rule accuracy may range from 0-100% and the number of 

records to which a rule applies ranges from one record to all 

the records. A method needs to be developed to select 

interesting rules from the candidate interesting rules. One 

method combining the accuracy and the number of rules is to 

select the rules using the standard deviations of the number of 

correct records per rule and rule accuracy.  Consider a rule 

interesting if its number of records meeting the rule is at least 

one standard deviation above the average number of records 

meeting rules (Figure 1) and whose accuracy is no more than 

one standard deviation below the average rule accuracy 

(Figure 2). 

 

 
Figure 1. Record Count Measure 

 

 
Figure 2. Rule Accuracy Measure 

 

From the domain perspective it may not be possible to take 

action on all the candidate interesting rules simply based on 

resource availability. The set of candidate interesting rules 

can be reduced to only those that satisfy domain constraints. 

The combination of the objective measures and the subjective 

domain constraints presents an actionable set of interesting 

rules. 

Additional interesting rules (semantically-based) are those 

that have attributes critical to the problem under 

investigation. These critical attributes define the problem but 

are not necessarily the goal of the classification. Class 

attributes are critical attributes but in a domain/problem other 

attributes also may be critical.  Critical attributes and their 

values characterize the problem under investigation, while the 

remaining attributes characterize the data. Furthermore, some 

values of the critical attributes may be more significant than 

other values. Even though the accuracy of rules with these 

critical attribute value pairs may not be high, the 

characterization the rules provide may be helpful in achieving 

the overall data mining purpose. 

3. An Example from School Discipline 

As in most industries, educators have moved to a model of 

efficiency and are asked to measure their productivity.  

Educators are asked to use data to identify systemic issues in 

schools, which can result in the development of systemic 

interventions aimed at mitigating identified issues. One such 

issue is student discipline. School administrators and school 

counselors spend a significant amount of time responding to 

student discipline issues [19]. In fact, in a time and task 

analysis, funded by the Wallace Foundation, School 

Principals and Assistant Principals reported spending 70%-

100% of their time attending to student discipline issues [19]. 

Predicting student discipline issues, could lead to a reduction 

of administrators’ and counselors’ time investment in having 

to react to such issues. By identifying the student attributes 

associated with particular discipline issues, one could predict 

groups of students at potential for receiving specific 

disciplinary referrals. School administrators and school 

counselors could then develop targeted prevention and 

intervention programming aimed at systemically reducing the 

problem behavior.  

By identifying potential issues, counselors develop targeted 

programming (e.g., classroom guidance, group counseling) to 

prevent student issues (e.g., absences, use of electronic 

devices). They use data originally collected to report 

disciplinary incidences to inform their counseling program 

[20]. The specific question to be addressed by the data is – 

who are the students involved in what disciplinary problems 

on each day of the week.  

A dataset was constructed from a suburban American high 

school’s disciplinary data. This dataset contains the 35,272 

disciplinary problems occurring in the 2008-2009 school year 

by students in grades 8-11. For each incident, the grade, 

gender, ethnicity, primary language, and the special education 

(IEP), disability (504 plan), English proficiency (LEP), and 

academic intervention service (AIS) enrollment of each 

student was recorded, as well as the description (Discipline 

Description) and the day of the week of the problem (Day of 

Incident). 

All the attributes’ values are discrete values. Grade varied 

from Grade 8 to Grade 11. Gender is male or female, 

Ethnicity was identified as Black or African American, 

White, Asian, Hispanic or Latino, and American Indian or 

Alaskan Native. Primary languages of the students are 

English, Ukrainian, Croatian, and Greek. In the data there are 

45 different discipline descriptions. Finally, all seven days of 

the week exist in the data. An IEP-LEP-504-AIS attribute 

was constructed as a combination of the programs in which 

the student is enrolled. There are 9 combinations of the 

programs in the dataset. 

A simple count of the discipline descriptions finds that the 

three most common offenses are: missed or skipped class, 

insubordination, and use of electronics devices. The most 
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common 18 offenses are fairly well distributed and 

collectively account for over 45% of the disciplinary issues. 

Only these 18 offenses occur more than 1% of the time and of 

those only two are Violence and Disruptive Incidents 

Reporting (VADIR) offenses - Minor altercations (Assaults) 

at 1.4% and Other Disruptive Incidents at 1.3%. It should be 

noted that considering the total size of the student body, this 

school does not have a large discipline problem.  

As is customary in classification, the data was randomly 

split (approximately 2/3rd  and 1/3rd) into two datasets. The 

training dataset contains 23,516 records and the testing 

dataset the remaining 11,756 records. The representation of 

each discipline description is in proportion to the total dataset 

in both the training and testing sets.  

In terms of the days of the week, incidences are spread 

fairly evenly across the school days at between 17.0% and 

22.7%. Again the training and testing sets are proportional 

representatives of the total dataset.  

4. The Disciplinary Classification Tree  

The Day of Incident attribute was selected as the class 

attribute. This results in a tree that defines the day of the 

week in terms of the disciplinary incidents, a critical attribute, 

and the characteristics of the offenders on those days. The 

C4.5 classification algorithm as implemented by the WEKA 

data mining tool [21] was executed twenty times on the 

training and testing datasets. In each execution the confidence 

level was varied from 0.05 to 1.00 by increments of 0.05. The 

error rate for classification ranged from 42.0% to 42.4% for 

the training set and 43.6% to 43.8% for the testing set. With a 

confidence of 0.10 the error rate difference between the 

training and testing set was the least therefore this tree was 

selected as the best representative for analysis (Figure 3).  

 

 
Figure 3. Tree Confidence vs. Percent Error 

 

Overall the selected tree’s 1,183 rules predict with 56.4% 

accuracy the day an incidence will happen and the 

characteristics of the offender, which is more than twice as 

accurate as guessing the day of an incident. Given a random 

incident without the data and assuming a 5-day week there is 

a 20% chance of correctly guessing the day of the incident. 

Considering the data, there is a 22.7% chance it happens on a 

Tuesday. Tuesday is the most common day for incidences, 

and therefore the best guess, 22.7% of incidences happen on 

Tuesday. The classification tree can predict the day of the 

incidence with 56.4% accuracy. However, individual rules 

may be more or less accurate.   

5. Analysis of Results 

The tree itself needs to be analyzed. With 1,183 rules some 

criteria needs to be used to select the interesting rules beyond 

being more than 22.7% accurate; one such method is to find 

those rules that apply to the most discipline records. The 

students missing or skipping class is 22.9% of the incidences 

in the data and of the 5,393 missed or skipped classes in the 

training set, most (24.3%) happen on Tuesdays.  

Concentrating on the 50 missed or skipped class rules, the 

tree also tells “who is missing class” on each day of the week, 

and the likelihood that students with those characteristics, 

will miss or skip class. Each of these 50 rules specifies a 

description of a student, the day they miss or skip class and 

an accuracy rate that the rule is correct. To illustrate consider 

the rule:  

 

IF Discipline Description = Missed or skipped class 

AND IEP-LEP-504-AIS = ---AIS  

AND   Ethnicity = White 

AND Gender = Male  

AND Grade = Grade 10 

THEN Day of Incident = Thursday  (1)  

 

This is the missed or skipped class rule that has the most 

correctly classified incidences (225). It is correct 43% of the 

time. The rule states that white, male, 10th graders with AIS 

(and just AIS) are most likely to miss class on Thursdays. 

These students constitute the largest group (10.1%) of all the 

missed or skipped classes and 6.5% of all incidents on 

Thursdays. With a 43% accuracy if you were to accuse one of 

these students of missing class on Thursday, you would be 

correct only 43% of the time. But, this student-problem is the 

greatest student-problem on Thursdays. 

Selection of interesting rules can be accomplished by 

evaluating the rules that apply to the largest number of 

students and have an acceptable accuracy. To select these 

rules use the standard deviations of the number of correct 

records and rule accuracy.  Consider only those rules which 

are at least one standard deviation (56.3) above the average 

(44.5) number of correct records; and whose accuracy is 

better than one standard deviation (0.27) below the average 

(0.63) accuracy. Rule (1) is then an interesting rule. The 

standard deviation analysis also provides an additional three 

interesting rules concerning missed or skipped class, those 

with a high number of correctly identified instances and an 

accuracy of better than 36%:  

 

IF Discipline Description = Missed or skipped class 

AND IEP-LEP-504-AIS = ---- 

AND Grade = Grade 11 

AND Ethnicity = White 

THEN Day of Incident = Friday   (2) 
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White, 11th grade, Non-IEP-LEP-504-AIS students of both 

genders miss class on Friday. The success of this rule is 37%.  

These students comprise 9.4% of all missed classes and 

4.62% of all incidences on Fridays. Note that these students 

are the greatest missing class offenders on Fridays. 

 

IF Discipline Description = Missed or skipped class 

AND IEP-LEP-504-AIS = ---AIS 

AND Ethnicity = White 

AND Gender = Female 

THEN Day of Incident = Tuesday  (3) 

 

White, female, AIS students of all grades miss class on 

Tuesdays. This is true 39% of the time. These students 

comprise 7.9% of all missed classes and 3.1% of all 

incidences on Tuesdays. The rule also identifies the greatest 

class missers on Tuesdays. 

 

IF Discipline Description = Missed or skipped class 

AND IEP-LEP-504-AIS = ---AIS 

AND Ethnicity = Black or African American 

AND Grade = Grade 11 

AND Gender = Female 

THEN Day of Incident = Wednesday  (4) 

 

Wednesdays have a different cohort of missing students – 

Black or African American, AIS, female, 11th graders. This 

is correct 40% of the time. This group is 5.5% of all missed 

classes and 2.8% of incidences on Wednesdays. The rule also 

identifies the greatest class missers on Wednesdays.  Table 1 

summarizes the rules with the most number of records for 

each day of the week. Note that the rule for Monday is not an 

interesting rule. No Monday rule meets the rule accuracy 

criteria of greater than 36%. 

The greatest problem of each day of the school week (the 

class attribute) is a critical attribute. The rule for each day of 

the week with the greatest problem that day informs the 

administration about what to prevent when. Monday is a 

skipped or missed detention problem day. Of all the problems 

on Monday the greatest at only 3.8% is skipped or missed 

detention by White, grade 11, AIS, males with 31% accuracy 

and comprising 30% of the week’s skipped or missed 

detentions. 

 

IF Discipline Description = Skipped or missed 

   detention 

AND Gender = Male 

AND Grade = Grade 11 

AND IEP-LEP-504-AIS = ---AIS 

AND Ethnicity = White 

THEN Day of Incident = Monday  (5) 

 

Tuesday’s biggest problem is the skipped or missing class 

problem (rule 3).  

Wednesday’s leaving school without permission is the 

biggest problem with 3.3% of the day’s occurrences.  White, 

male, AIS, 10th graders leave school on Wednesdays and the 

application of this rule is correct 80% of the time. This group 

comprises 19.2% of all students that leave school without 

permission. 

 

IF Discipline Description = Left school without 

   permission 

AND Ethnicity = White 

AND Grade = Grade 10 

AND Gender = Male 

AND IEP-LEP-504-AIS = ---AIS 

THEN Day of Incident = Wednesday  (6) 

 

On Thursday rule (1) concerning skipped or missing class 

is the biggest problem at 6.5% of the day’s problems. 

Friday’s biggest problem creates 4.62% of Friday 

problems, again missing or skipping class (rule 2). Table 2 

summarizes the rule for each day of the week with the 

greatest problem. 

Serious but infrequent offenses are the VADIR offenses. 

VARID incidences constitute a small percent of all the 

discipline problems at this school. Nevertheless, from the 

Table 1. Missed or Skipped Class 

Ethnicity Grade 
Special 

Programs 
Gender 

Day of 

Incident 

Rule 

Accuracy 

Num 

Records 

White 11 AIS Male   Monday 34% 160 

White All AIS Female Tuesday 39% 176 

African American 11 AIS Female   Wednesday 40% 122 

White 10 AIS Male  Thursday 43% 225 

White 11 None Both   Friday 37% 209 
 

Table 2. Greatest Day of the Week Problem 

Discipline Description Ethnicity Grade 
Special 

Programs 
Gender 

Day of 

Incident 

Rule 

Accuracy 

Skipped Or Missed Detention White 11 AIS Male   Monday 31% 

Skipped Or Missing Class   White All AIS Female Tuesday 39% 

Leaving School Without Permission White 10 AIS Male   Wednesday 80% 

Skipped Or Missing Class   White 10 AIS Male   Thursday 43% 

Missing Or Skipping Class   White 11 None Both   Friday 37% 
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school administration’s perspective, these offenses constitute 

a critical attribute value pair. The only two VADIR offenses 

comprising more than 1% of the problems are minor 

altercations (assaults) at 1.4% and other disruptive incidents 

at 1.3%. 

There are 13 rules characterizing assaults. Assaults occur 

every day of week but most assaults occur on Fridays and 

Saturdays. On Friday 2.7% of all incidences are assaults and 

on Saturdays 5.0% of all incidences. For all other days of the 

week assaults are less than 1% of the problems. 

If there is an assault on Saturday it is 100% likely to have 

involved an IEP and AIS, male, Black or African American 

in any grade (rule 7). There are only 17 assaults on Saturdays 

in the training dataset, all of them involving the same types of 

students.  These are 6% of all assaults. 

 

IF Discipline Description = VADIR  Minor 

   altercations (Assaults) 

AND IEP-LEP-504-AIS = IEP---AIS 

AND Gender = Male 

AND Ethnicity = Black or African American 

THEN Day of Incident = Saturday   (7) 

 

Friday assaults are represented in rules 8, 9, 10, and 11. 

 

IF Discipline Description = VADIR  Minor  

  altercations (Assaults) 

AND IEP-LEP-504-AIS = IEP---AIS 

AND Gender = Male 

AND Ethnicity = White 

AND Grade = Grade 10 

THEN Day of Incident = Friday  (8) 

 

IF Discipline Description = VADIR  Minor  

  altercations (Assaults) 

AND IEP-LEP-504-AIS = IEP--- 

THEN Day of Incident = Friday   (9) 

 

IF Discipline Description = VADIR  Minor  

  altercations (Assaults) 

AND IEP-LEP-504-AIS = ---- 

AND Grade = Grade 10 

THEN Day of Incident = Friday   (10) 

 

IF Discipline Description = VADIR  Minor  

  altercations (Assaults) 

AND IEP-LEP-504-AIS = ---AIS 

AND Ethnicity = White 

AND Grade = Grade 10 

THEN Day of Incident = Friday   (11) 

 

Summarizing Friday assaults, these rules have at least one 

of the following student characteristics: IEP or AIS students, 

male students, white students, and 10th graders, A student 

with all these characteristics (IEP and AIS, male, white, and 

10th grade) fits the rule (rule 9) that represents 17.6% of all 

Friday assaults  

 

There are two other rules that characterize more than 10% 

of the assault cases. One rule (rule 12) identifies female 

students in both IEP and AIS as involved in assaults on 

Mondays. That rule is 100% accurate, there are 41 cases in 

the training set, and these 41 cases are 14.4% of all the 

assaults. The other rule (rule 13) characterizes students in IEP 

and AIS that are 8th grade white, males as involved in 

Wednesday assaults. This rule is 61% accurate and represents 

12.0% of all assault cases.  

 

IF Discipline Description = VADIR  Minor  

  altercations (Assaults) 

AND IEP-LEP-504-AIS = IEP---AIS 

AND Gender = Female 

THEN Day of Incident = Monday   (12) 

 

IF Discipline Description = VADIR  Minor 

   altercations (Assaults) 

AND IEP-LEP-504-AIS = IEP---AIS 

AND Gender = Male 

AND Ethnicity = White 

AND Grade = Grade 08 

THEN Day of Incident = Wednesday  (13) 

 

The remaining six rules concerning assaults represent a 

small number of occurrences. Summarizing all the assault 

rules, while no day is assault free, Fridays are clearly the 

worst and Tuesdays and Thursdays the safest. Students in 

both IEP and AIS are the most prone to be involved in an 

assault, while sex and ethnicity are day dependent. 

There are only six rules involving the 1.3% of all 

incidences defined as other disruptive VADIR incidents. The 

nature of these other incidences is not known.  

 

IF Discipline Description = VADIR  Other 

   disruptive Incidents 

AND Ethnicity = Black or African American 

THEN Day of Incident = Wednesday  (14) 

 

IF Discipline Description = VADIR  Other 

   disruptive Incidents 

AND Ethnicity = White 

AND Gender = Female 

THEN Day of Incident = Friday  (15) 

 

IF Discipline Description = VADIR  Other  

  disruptive Incidents 

AND Ethnicity = White 

AND Gender = Male 

AND IEP-LEP-504-AIS = IEP---AIS 

THEN Day of Incident = Friday  (16) 

 

IF Discipline Description = VADIR  Other  

  disruptive Incidents 

AND Ethnicity = White 

AND Gender = Male 

AND IEP-LEP-504-AIS = ---- 

THEN Day of Incident = Thursday  (17) 
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IF Discipline Description = VADIR  Other  

  disruptive Incidents 

AND Ethnicity = White 

AND Gender = Male 

AND IEP-LEP-504-AIS = ---AIS 

THEN Day of Incident = Friday  (18) 

 

IF Discipline Description = VADIR  Other  

  disruptive Incidents 

AND Ethnicity = Hispanic or Latino 

THEN Day of Incident = Tuesday  (19) 

 

Summarizing these six rules, 54.7% of other disruptive 

incidents occur on Fridays and these represent 2.3% of all 

Friday incidences. These Friday incidences are most often 

perpetuated by white, male, IEP and AIS students, regardless 

of grade. This group accounts for 38% of all other disruptive 

incidents. In terms of high accuracy and a high percentage of 

occurrence, the most accurate (75.0%) and the second most 

occurring incidences of this type (24.5%) are Black or 

African American students getting into VARID trouble on 

Wednesdays, and this accounts for 1.1% of all Wednesday 

problems. The next most serious other disruptive incidents 

occur on Thursday with 20.3% of the other disruptive 

incidents caused by white, male, AIS students; this is 1.1% of 

all Thursdays incidents. Overall most VARID incidences 

(assaults and other disruptive incidents) occur on Friday.  

6. Summary 

The analysis was done by classification mining to 

determine a profile of disciple problems – what is the greatest 

problem, when problems occur, and who are its most 

common offenders. Additionally, the most serious (VARID) 

incidences were also analyzed.  

The greatest problem overall is missing and skipping class. 

This was determined by analysis of the raw data. Given a 

random student missing class, a guess of which day would be 

evenly likely (20% chance) on any day of the typical 5-day 

school week. Familiarization with the data would improve the 

guess to Tuesday, with a 22.9% likelihood of being correct.  

The classification tree identifies groups of students that 

create an offense and the day it is likely to occur. Knowing 

the characteristics of a student and using the classification 

tree, the likelihood of determining a student caused the 

offense on a given day is more accurate.   

Using the tree’s rules the likelihood of determining a 

student missed or skipped class increases from a 22.9% 

correct guess to between a 34% and 43% correct prediction. 

This prediction also includes a description of the skippers.  

The rules characterizing the greatest offenders were identified 

by considering the number of correctly identified offenders 

and the correctness of the rule.  

The greatest problem on each day of the week (the class 

and a critical attribute) and the discipline description (a 

critical attribute) were used to find that for three days 

(Tuesday, Thursday, and Friday) the greatest problem is the 

same missing or skipping class problem. Monday’s problem 

is skipped or missed detention day by white, AIS, 11th grade 

males. This is 30% of all skipped or missed detention. 

Finally, Wednesday presents a slightly new problem, leaving 

school altogether. Nineteen and two-tenths of those leaving 

school come from the rule that they are white, male, AIS, 

10th graders leaving on Wednesday and the rule is successful 

80% of the time. 

According to the rules, overall this school has problems 

getting students to be where they are suppose to be every day 

of the week and 10th and 11th grade AIS students are the 

biggest perpetrators.  

Discipline description’s values identified as VADIR 

incidences are the most serious. VADIR problems occurring 

most often are either assaults or a collection of not 

specifically classified VADIR incidences. Nevertheless, 

analysis found that most problems occur on Friday and 

involve IEP and AIS students, male students, and white 

students.  

7. School Administrator’s Actions 

This study demonstrated how one suburban American high 

school was able to predict student disciplinary problems. The 

C4.5 classification analysis revealed the most frequently 

occurring disciplinary problems and the characteristics of the 

students involved. Furthermore, the analysis revealed the day 

of the week that students were engaged in the identified 

disciplinary problems. School administrators and counselors 

could then use the results to: (1) identify issues needing 

further study to determine a problem’s root cause; and (2) 

mitigate problems before they occur through preventative 

interventions. Such actions of course will, hopefully, decrease 

the incidences and change the behavior of the students. This 

results in a new dataset, which would need to be analyzed 

again.   

8. Conclusion 

Schools collect a large amount of data every day. The 

problems that these data represent need to be addressed. Data 

mining is a technique that provides an understanding and 

characterization of the problems.  

Classification data mining creates a tree that can answer 

many questions in a domain. Often some of the attributes in a 

problem are necessary to help define the problem. These 

attributes include the class attribute and may also include 

other attributes that without which there is no problem 

definition. These attributes are the critical attributes. 

The remaining attributes in the data characterize the data 

itself. They define and segment the dataset.  

The large number of rules in a classification tree have 

varying levels of accuracy, and apply to different numbers of 

records. The interesting rules are those that have an 

acceptable accuracy and apply to a significant number of 

records. Here, these rules were determined as meeting two 

criteria. The accuracy needed to be not more than one 

standard deviation below the average and the number of 

records one standard deviation above the average.  

Secondly, interesting rules are those that have a critical 

attribute with specific values. The class attribute is a critical 
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attribute and the rules concluding with specific classes and 

having the most applicable records in that class are interesting 

rules. Other attributes may also be critical. These critical 

attributes may have values of special interest to the domain or 

problem. The rules containing these critical attribute value 

pairs are interesting rules, without regard to record count or 

accuracy. 

The example analysis was done by classification mining to 

determine a profile of disciple problems – what is the greatest 

problem (the critical attribute Discipline Description), when 

problems occur (the class attribute Day of Incident), and who 

are its most common offenders (the characterization 

attributes). Finally, critical attribute value pairs for the most 

serious (VARID) incidences were also analyzed.  
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Abstract- Feed forward artificial Neural Networks with 

backpropagation learning algorithm are of the efficient 

classification and pattern recognition tools that are robust to 

noise and can learn the target function of many learning 

tasks. Even though it still suffer of the long training time 

which limits its efficiency especially over online tasks and 

high dimensional datasets it is still desirable. In the context 

of improving neural network efficiency, it is useful to apply 

features selection principles that can reduce the number of 

neural network inputs which in turn reduces the required 

training time and enhances its generalization capability to 

end up with a neural network based classifier that perfectly 

matches the selected features set with good classification 

accuracy.  

Keywords: Neural Networks, Features Selection, 

Classification, Machine Learning, Random Probes. 

1. Introduction 

EED forward artificial Neural Networks with the 

backpropagation learning algorithm are efficient tools in 

learning tasks that involve classification and pattern 

recognition. Neural networks are robust to noise and have the 

ability to converge to the target function to be learned by 

approximating the values of the desired target functions. [1] 

In his definition for neural networks, Negnevitsky believes 

that: 

“[Neural Network] is a model of reasoning based on the 

human brain. Thus, a neural network is considered as a 

highly complex, nonlinear, and parallel information 

processing system” [2] 

Even though multilayer feed forward neural networks with 

backpropagation learning algorithm are computationally 

expensive due to long training times, they are still desirable 

since they can converge over many learning tasks. Thus, 

many efforts have been done to improve backpropagation 

neural networks performance and increasing its efficiency, 

especially its generalization and classification ability.    

A critical factor that affects neural networks performance 

is the number of its inputs. Experiments from previous works 

have shown that an abundance of a neural network inputs 

(i.e. features) often results in overfitting and poor 

generalization for the classifier, while if less inputs than 

Norman Carver 
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necessary are used this limits the efficiency and capability to 

converge to the target function. Features can be categorized 
as: 1) relevant features and 2) irrelevant features which may 

be contained in any dataset. 

Relevant features are those affect the underlying structure 

of the data and provide enough information about the target, 

while irrelevant features do not. [3] 

In reference [4] the authors defined relevant and irrelevant 

features using the conditional probability. Under the 

assumption that the feature values are discrete,   is a random 

variable of features [  ,    …   ] then a pattern vector   = 

[  ,    …   ] is a realization of  . Hence feature    is surely 

irrelevant iff for all subset of features     including    : 

 (    | 
  )   (  | 

  ) ( |   ) 

    is a subset of   excluding feature   ,  
   is a subset of 

    and   is the target which is a random variable taking 

values  . This definition implies that feature    does not 

affect the value of the target variable   (i.e.   is independent 

of   ), hence    is irrelevant to  .    

In this paper, we introduce a novel method that applies 

features selection concepts and sieves the original candidate 

features in a dataset to explore its intrinsic dimensionality 

and to remove irrelevant features. This improves neural 

network performance by recognizing and keeping relevant 

features, which enhances the generalization capability of the 

classifier and saves resources in any future data gathering. 

 

2. Related Work 

A number of approaches and techniques have been 

proposed to overcome the curse of high dimensional datasets 

(i.e. dataset with a large amount of features) that limits the 

efficiency of a multilayer feed forward neural network. A 

dataset with a large number of features implies that the 

neural network receives a large number of inputs, which in 

turn increases the required training time and computations, 

especially in fully connected networks.   

Features selection methods can be categorized mainly onto 

two categories: 1) Filters and 2) Wrappers. Filters are 

techniques that select features without taking into account the 

optimization of a learning machine topology and its 

performance (i.e. preprocessing, predictor independent step – 

Using Random Probes for Neural Networks Based 

Features Selection  

F 
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model free techniques). On the other hand, wrappers involve 

the process of predictor optimization as a correlated step to 

the features selection process. Thus, even though they are 

computationally more intensive, they have the advantage of 

avoiding the problem that the selected features subset with 

filters may not match the selected predictor perfectly, which 

may result in poor performance of a classifier. In the case of 

wrappers, a learning machine performance is utilized to 

evaluate features subsets according to their predictive power. 

[4] 

In their approach, Heuristic for Variable Selection (HVS), 

Yacoub and Bennani [5] suggested a feed forward neural 

network based wrapper that tries to reduce the number of 

input features according to network weights behavior during 

training process. At each training session, the input feature 

with the lowest weights will be pruned. Even though HVS is 

simple and easy in the sense that it does not involve 

complicated calculus and it has good results in comparison 

with other methods, it requires a number of training sessions 

equal to the number of irrelevant and redundant features to 

be pruned, which might be large. This can limit HVS 

performance by increasing the required search time, taking 

into account that the search depends on the classifier 

performance.  

Another method described in [3] contains two phases, a 

filter phase followed by a wrapper phase. The filter phase 

sieves features using a genetic algorithms technique. The 

second phase starts as a wrapper by presenting the selected 

features from the first phase as inputs to a feed forward 

neural network, in order to recognize and remove redundant 

features according to that network’s performance. This 

method removes features by filtering without taking into 

account the performance of the produced classifier, since the 

fitness function in the genetic algorithm evaluates features 

according to cost and inconsistency measures which are not 

critically related to the classifier performance. Moreover this 

method consumes a large amount of neural network training 

even though it is not necessary to retrain the network after 

each reduction. The authors tried to overcome the problem of 

training the neural network over the entire set of features by 

using genetic algorithms, but genetic algorithms also involve 

a large amount of computation.  

It is possible to note that most of the methods which aim 

to improve neural network performance are based on the 

weights behavior during the training process of the network. 

The main limitation for a neural network is its training cost 

over the entire features in a dataset especially over those with 

high dimension. Thus, some methods try to reduce the 

number of features in a separate step before presenting data 

to the neural network, as in [3]. Even though such an 

approach saves time, it has risks removing some features that 

may have a critical effect of improving classifier 

performance in combination with other features.  

Another method that follows the same strategy was 

proposed in [6]. This method is a filter method that starts by 

ranking all features using Gram-Schmidt orthogonalization 

technique. [7] After that, a threshold is ranked and inserted in 

that list. This threshold acts as a boundary between relevant 

and irrelevant features. All features that are ranked lower 

than that threshold will be discarded since they are 

considered irrelevant features. After that, the selected 

features are presented to a fully connected feed forward 

neural network to be trained. In this approach the classifier is 

not involved in the features selection process which reflects 

on its performance since the selected features are not 

necessarily will match the classifier perfectly even though 

the classifier will converge over them. 

An approach uses the sensitivity analysis for features 

selection was explained in [8]. The main objective of the 

sensitivity analysis is to find the saliency of each feature 

individually. Except the feature under consideration all 

features are assigned the mean of their values while training 

the neural network over the current feature. This process is 

repeated for all features. Then a random phantom feature is 

used to compare the saliency of all features to its saliency, 

thus each feature with saliency less than the phantom’s one 

will be discarded. This method suffers of the massive 

computations since it trains the neural network to find the 

saliency for all features, which implies a number of trainings 

that equal to the number of features.         

    In his approach, Zhang suggested an evolutionary 

combination between neural network and genetic algorithm. 

This method performs the features selection process and the 

network optimization simultaneously to produce a neural 

network based classifier. [9] Actually the main disadvantage 

here is the large amount of computations to end up with the 

classifier.  

     

3. Problem Definition 

Multilayer feed forward neural networks are robust to 

noise learning machines that perform classification and 

pattern recognition tasks. Previous experiments, mentioned 

in section II, showed that the performance of a neural 

network over a dataset is affected by that data set features. 

How many features and which features should be presented 

to the neural network are two critical factors affecting the 

performance. Since irrelevant features have negative effect 

on a neural network’s classification and generalization 

ability, removing such features will increase accuracy and 

efficiency, saves resources, and critically reduce the required 

training time. Several approaches have been proposed to 

sieve and select a set of features that match a neural network 

based classifier, as mentioned in the previous section. Some 

of those approaches combine the process of features selection 

and neural network topology optimization together 

(wrappers) while some of them do not. Even though such 
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combination comes at price by increasing the required 

amount of computations, it produces more efficient and 

effective classifiers. Some of the methods that try to 

overcome the problem of using neural networks over high 

dimensional datasets require a long training time, while most 

of them need a large amount of computations. The methods 

which avoid the long training time perform the entire 

features selection process or, at least part of it, independently 

of the neural network optimization, which in turn exacerbates 

the problem of matching features with learning machine. 

 

3.1  BFSW: Binary Features Selection Wrapper 

The proposed method is considered as a wrapper method 

since it involves both the features selection process and 

neural network optimization process. 

BFSW tries to find a fully connected feed forward neural 

network over the lowest possible number of features in a 

dataset with good classification accuracy. As figure 1 

illustrates, BFSW starts by training the neural network over 

the entire candidate features in the dataset to produce a 

decreasing ordered features ranked list. After that, the same 

network will be trained over random probes, to generate a 

threshold that separates relevant from irrelevant features. 

 

 

Fig. 1 

The General Process of BFSW 

3.2  Relevance Index 

Although BFSW combines and performs the process of 

features selection and neural network optimization 

simultaneously, it avoids the complicated calculus, the long 

training time, and the massive amount of computations that 

appear in the methods those have been mentioned earlier. 

BFSW exploits the weights behavior of the neural network 

during the training session over the candidate features. Those 

weights can be understood as indicators of the importance of 

a specific feature and its contribution to the target output. 

Note that this is true if all features are normalized into the 

same range. Thus, after training the neural network over the 

entire dataset, it is possible to calculate the relevance index 

of each feature. A feature’s relevance index    is “relevance 

quantitative assessment of a candidate feature and the target 

output”. [10]    is calculated according to a feature’s final 

weights which connect it to the output layer through the 

hidden layer, when that neural network converges, as 

equation 1 shows [13]: 

    ∑∑|      |

      

                                    ( ) 

H, O denote the hidden and the output layers respectively. 

While   is a node (i.e. feature) in the input layer. The inner 

term is the product of the weights from input unit   to hidden 

unit  , and from hidden unit   to output unit o. The sum of the 

absolute values of those products over all connections –in the 

network- from unit   to unit   is the relevance index of 

feature   that shows its contribution and importance to the 

output.  

   In BFSW, to calculate the relevance index of all features 

in a dataset, we need to train the neural network over the 

entire set of features only once, which saves training time.      

After calculating the relevance index of all features, a 

decreasing ordered ranked list of the features is produced. 

Features with high relevance indices of that list (i.e. highly 

informative about the target) are considered as relevant 

features, while those with low relevance indices (i.e. poorly 

informative about the target) are considered as irrelevant. 

The problem is that there is not a specific boundary that 

separates relevant features from irrelevant features in that 

list. Thus, it is necessary to find a suitable threshold that 

separates those two parts from each other. That’s 

accomplished using random probes. 

    

3.3  Random Probe Threshold 

One of the techniques that can be used to calculate a 

threshold is the random probes technique. This technique 

was first suggested in [11]. Random probes are irrelevant 

features could be generated by shuffling the candidate 

features vectors in the matrix of training data. [12] This 

shuffling is done by keeping the targets as they are and 

randomly swapping candidate features vectors. This results 

in irrelevant features vectors for the targets. This process 

keeps the features patterns as they are while producing 

inconsistency with the target values in comparison with the 

original dataset. After generating the probes, they will be 

presented to the same neural network that was used in 

ranking the candidate features. When the classifier converges 

over the probes, the relevance indices for all probes will be 

calculated using equation 1 exactly as what was done then 

with the candidate features.  

The random probe threshold will be generated from the 

relevance indices of the probes. The random probe threshold 

is the average of all random probes relevance indices, and it 

is calculated by using equation 2: 

    ((∑  
   

)   ⁄ )                                       ( ) 
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   is the probe threshold,   is an input node in the input 

layer I, while    is the relevance index of random probe   
which is equivalent to    in equation 1 after applying that 

equation over the final weights of the random probes instead 

of the candidate features. What equation 2 does, is 

calculating the average of the probes relevance indices over 

the total number of the candidate input features which is 

denoted as n, and thus producing the random probe threshold 

  .  
Since a neural network is robust to noise and adaptive in 

nature, it will converge over the probes even though they are 

irrelevant features. Hence the random probe threshold will 

appear somewhere in the candidate features ranked list. This 

probe is used as a boundary that separates relevant features 

of the decreasing ordered ranked list from irrelevant features. 

Thus all features with relevance indices greater than the 

probe threshold will be kept, while those with lower 

relevance indices will be discarded. As illustrated in figure 1, 

after producing the set of the selected features (i.e. relevant 

features) the network structure will be optimized and 

retrained once again over the selected features. The 

performance of the new classifier over the selected features 

will be compared to the performance of the previous one. 

This process is repeated till the stopping criterion is satisfied. 

The stopping criterion of this method is based on the 

classifier’s performance over unobserved examples, which is 

assessed after each training session, directly after classifier 

structure optimization and the training of the new classifier. 

Thus, as long as the model performance increases (i.e. gets 

better) in comparison with the performance of the model 

from the previous training, the process of network training 

and features reduction goes on. When the classifier 

performance decreases, the process terminates and the NN 

classifier with the best performance is chosen.  

BFSW takes the structure optimization of a neural network 

into consideration during the process. At each training 

session the number of the units in the hidden layer should be 

twice the number of input units in the input layer, while the 

number of input units is always equivalent to the number of 

the selected features at that training session (i.e. each input 

unit receives only one input feature). Figure 2 illustrates the 

general representation of the hypotheses in the hypothesis 

space which contains every possible neural network based 

classifier. 

The proposed method is not as straightforward as it seems. 

Actually an important question arises, which is: what if the 

new classifier (after features selection and structure 

optimization) does not have a better performance than that of 

the previous one? The answer to this question has a critical 

effect on the overall performance of this method. Till now, 

such a case forms the stopping criterion of the process as 

mentioned earlier. However we believe that it is not wise to 

terminate the process at that point, because such an approach 

does not guarantee that the classifier from the previous 

training session is the best possible one that could be 

produced by BFSW, better classifiers could be produced. 

Thus, we will use a features selection heuristic to circumvent 

this issue which is: “individually irrelevant features may 

become relevant when used in combination”. [4] 

 

 
Fig. 2 

Neural Network Based Classifier 

According to such assumption the proposed method 

should not terminate just because the new classifier has not 

better performance than that of the previous one. What we 

need to do is to control the stopping criterion to assure that 

the produced classifier is the best possible one that could be 

produced by BFSW, taking into account that this method 

does not perform a comprehensive search through the 

hypothesis space. It is possible to achieve this by making the 

method more dynamic and directing the search process to 

reach better solutions. 

BFSW tries to find good classifier by applying the “Best 

First” search technique which can “back-track to more 

promising previous subset of features and continue the 

search from there when the path being explored begins to 

look less promising”. [15] Every hypothesis in the hypothesis 

space, as it is illustrated in figure 2, is a fully connected feed 

forward neural network in which the number of the hidden 

units is always twice the number of input units which are 

equivalent to the number of candidate features at the current 

training session. The hypothesis space is relying on a very 

useful ordering structure, which is: a Specific-to-General 

ordering of hypotheses. The most specific hypothesis (i.e. the 

null hypothesis) is that receives the entire set of candidate 

features as inputs. 

The search process starts by enumerating the most specific 

hypothesis. Then and according to its performance the search 

direction is directed to those hypotheses which may have 

better classification accuracy.  

Assume that the n-classifier (i.e. the produced classifier at 

training session n) has a better performance than that for 

n+1-classifier. At that point the current stopping criterion 

would be satisfied, which implies that the process should 

terminate and the best classifier is the n
th

 classifier. Since the 

discarded features at session n caused the performance of the 
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produced classifiers to decrease, applying the “Best First” 

search technique is considered as a reasonable choice 

because it has the ability to back-track to explore more 

promising subsets. Since the classifier performance is 

decreased after discarding a specific set of features, the 

search process should be applied as described earlier to sieve 

features in the discarded features set at training session n and 

manipulate it as all features sets have been manipulated in 

the previous training sessions. Thus, the discarded features 

set at training session (n) will be divided into two parts 

according to its corresponding probe threshold that is 

generated by its corresponding discarded probes set (taking 

into account that the random probe threshold at any training 

session divides the probes list into two parts as well as it 

does with the candidate features set). Hence, the upper part 

of that list will be chosen and appended to the originally 

selected one to form together the extended selected features 

set. If the classifier performance over the extended selected 

features set outperforms that of the previous classifier (i.e. 

classifier produced at training session n), then the process 

proceeds over the selected features set as explained before. 

Otherwise the extension and the search process should be 

applied over the discarded features set once again. This 

process goes on while the discarded features set contains 

more than one feature and the performance of the produced 

classifier is still decreasing, at that situation the process 

terminates and the classifier with the highest performance is 

eventually chosen among all produced classifiers. 

Even though the search strategy here does not enumerate 

every possible hypothesis in the hypothesis space either 

directly or indirectly, it is efficient since it avoids the 

exhaustive search which consumes long time, and eventually 

produces an efficient classifier. 

    

4. Implementation and Results 

BFSW was implemented and some preliminary 

experiments ran in order to assess the effectiveness of this 

combination. The classifier is a multilayer feed forward 

neural network in which the number of the units in the input 

layer is equivalent to the number of the candidate features at 

the current training session, while the units’ number in the 

hidden layer is always twice the number of units in the input 

layer. The classifier is trained over the candidate features, the 

random probes, and the selected features using 

backpropagation learning algorithm and the same weights 

initial values those were used at the first training session. 

Actually, the neural network is trained over the random 

probes only once (at the first training session) and the 

produced relevance indices are used during the rest of the 

training sessions without any need to retrain the network 

over them once again.     

The training and testing processes were performed over 

the SPECT Heart and Breast Cancer datasets, real problems. 

[14] Figure 3 shows the results of the BFSW implementation 

over those datasets. 

Figure 3 illustrates that the entire candidate features are 31 

for the Breast Cancer and 22 for the SPECT Heart. In both 

datasets BFSW was able to recognize irrelevant and 

redundant features and make a decision to rule them out 

while keeping the most informative (i.e. relevant) features by 

using the random probe threshold and the classifier weights 

as relevance indices. It is possible to note that the number of 

features was roughly reduced from 22 to 9 and 31 to 7, for 

SPECT Heart and Breast Cancer respectively while the 

classifier overall classification accuracy was improved. The 

classification accuracy increased after features selection 

process. 

 

(a) 

 
(b) 

 
Fig 3: 

Implementation Results over SPECT Heart and Breast Cancer Datasets                                                                                           

For SPECT Heart the classification accuracy improved to 

0.73 over 9 features instead of 0.7 over 22 features, and it 

was also improved for the Breast Cancer to be 0.97 over 7 

features instead of 0.96 over a set of 31 features. Even 

though the classification accuracy was slightly increased, it is 

better to have 0.97 or 0.73 of classification accuracy over a 

small set of features than having lower or even the same 

classification accuracy over the entire set of features. During 

the implementation we noticed that BFSW consumed only 

one training session to converge to global maxima over the 
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SPECT Heart, while for Breast Cancer it consumed two 

training sessions. This variation appears because each data 

set has its own characteristics, patterns, and correlations 

which affect the performance of BFSW and make it vary 

over different datasets. Moreover BFSW is considered as a 

random technique, since it is based on neural networks which 

are initialized randomly and the random probes which are 

generated randomly. Such factors interpret the variation of 

the BFSW over different datasets. 

An important advantage of this method is the 

simplification of random probes usage. As said before, 

random probes approach was first suggested in [11]. The 

major aim of this approach is to reduce the number of the 

candidate features independently of the learning machine, 

thus it is considered as a filter approach. In order to make 

sure that the selected features, after applying random probes, 

are sufficient to perform the learning task, the decision of 

discarding features is supported by a statistical test. More 

details about traditional usage of random probes are available 

in [4]. BFSW used the random probes in a different and 

simple way since it makes the decision of evaluating and 

discarding features directly related to the learning machine 

performance which in turn helps to avoid the required 

statistical tests. Random probes are normally used with the 

Gram-Schmidt technique which was first suggested in [7]. 

BFSW replaced Gram-Schmidt with the neural network and 

used its weights as relevance indices for the candidate 

features. This way makes the relevance indices more 

informative about the effect and the importance of each 

candidate feature.  

 

5. Conclusion and Future Work 

To sum up, the proposed method is a wrapper method that 

aims to find sufficient features subset that is convenient to 

match a neural network based classifier by searching a 

hypothesis space which has a naturally occurring Specific-to-

General ordering structure. The search process is 

implemented under the following assumption: “the solution 

exists in the hypothesis space”. The major aim of BFSW is to 

simplify and speed up the search process to reach the 

required hypothesis in the hypothesis space, by applying an 

efficient search technique than those used in some of the 

currently existing methods. This method is a novel one since 

it uses random probes in a wrapper technique and combines 

it directly with the learning machine. In BFSW the neural 

network topology is taken into consideration and it is 

optimized at each training session. The preliminary results of 

BFSW are promised results and showed the possibility and 

the efficiency of combining random probes with neural 

networks. In the future work, we are to implement BFSW 

with more challenging datasets and compare its results with 

the currently existing methods. 
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Abstract— Fraudulent and abusive bill claims by medical care 
providers incur physical and fiscal costs to society. In order to 
identify them, a variety of indices have developed and evaluated 
diverse aspects of bill claim pattern. When taking all of indices 
into account, however, it becomes confusing to find out which 
index is of more importance than others, and even more difficult if 
the respective results are significantly discordant. To avoid the 
ambiguities, we propose a method that efficiently quantifies the 
degree of anomaly in the respective indices and then integrates 
them based on Genetic Algorithm. When tested on the Korean 
Health Insurance Review and Assessment data, the proposed 
method showed promising result of avg. 0.965 AUC, significantly 
outperforming the competing models including regression, neural 
network, and decision tree, etc. 
 

I. INTRODUCTION 

 
ecently, the national medical expenses in South Korea is 
radically increasing.  While the total expenses for medical 

treatment in 2002 had been 13,800 billion won, in 2007 it 
increased by 2.5 times and was 32,259 billion won, which 
shows a great upswing.  The reasons for the increase include the 
development of medical facilities and the increase of elderly 
population, which are seen in natural aspects. On the other hand, 
they include negative aspects such as medical fraud.   
According to the report by NHCAA (National health Care 
Anti-fraud Association), it was assumed that 3~1-% of the total 
medical expenses in the United States (60 ~160 billion USD) 
were lost due to medical fraud.   Judging from this result, we 
can expect that there would be a great scale of loss due to 
medical fraud in South Korea as well.  Therefore, many studies 
on detection of medical fraud have been conducted to reduce 
the loss.  In fact, however, there are many difficulties in terms 
of professional or technical aspects regarding a domain.  First 
of all, the medical data requires professional understanding and 
its volume is tremendous.  Because there is limited number of 
data processing professionals who have knowledge of a domain 
in South Korea, it is not easy to develop the appropriate system 
which deals with medical fraud.  For the additional difficulty in 
terms of technical aspect, because the pattern of medical fraud 
is irregular, the fraud detection model generated from previous 
data is not suited for new data.  For this reason, the previously 
developed detection system ends on the level of research and is 
rarely applied in practical setting.  Therefore, the unjust or false 
claims have been detected manually by a few professionals.  
However, in reality we almost reach the limits in using the 
conventional method to detect the medical fraud which are 
getting developed over time while the data is greatly increasing. 
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Since the detection of medical fraud is a kind of detection of 
fraud, it is similar field to the detection of insurance fraud or 
credit card fraud. While the fraud detection system for 
insurance or credit card companies has been developed in 
response to the commercial requests of these companies, the 
fraud detection system in medical field has been developed 
based on academic research because medical field does not 
highlight commercial aspects compared to these companies. 
According to the previous studies on medical fraud, the 
following methods were used: conventional statistical methods, 
data mining algorithms, and machine learning methods.   The 
most mentioned methods in relevant studies are the Neural 
Network which exerts excellent effect on complicated data [4, 8] 
and the Decision Tree which is easily applied in practical 
setting because it makes interpretation of results easy [2].  The 
part of the studies conducted abroad was actually applied to the 
medical fraud system of each country and it showed high 
achievements compared to the manual labor done by a few 
professionals in the past.  In Utah, the United States, they sort 
out the claim patterns which are suspected of unjust claims by 
analyzing data through data mining [9].  In Texas, the United 
States, they detected 1,400 fraud cases by using fraud detection 
system and collected 2.2 million USD [1].  The HIC of 
Australia separated meaningful rare data by applying genetic 
algorithm and k-NN algorithm [3,5].  It sorts out the claim 
patterns automatically, which was done manually by 
professionals [9].  The National Health Insurance (NHI) of 
Taiwan applies the clinical pathways to detect unknown unjust 
claims. The clinical pathway is a guideline for medical 
diagnosis and treatment that is defined by certain disease.  
Through this clinical pathway, they disclose the actions 
deviated from normal procedures for medical diagnosis and 
treatment [11]. 
The Health Insurance Review & Assessment Service (HIRA) 
of South Korea makes various claim indices and investigates 
the hospitals, clinics, dental clinics and oriental medicine 
clinics that are suspected of abuse or unjust use of medical 
expenses (hereafter, these institutions are called ‘problematic 
institutions’ in this paper). The current detection method has 
two problems by and large. The first problem is that the 
detection is not made based on the quantitative value, but made 
based on the order.  If the judgment whether the institution is 
abnormal is made based on the order, it is impossible to show 
the difference between the problematic institutions and the rest 
of institutions by expressing numerically.  It is difficult to show 
the level of severity.  Therefore, the value of function which is 
based on the scores showing the level of abnormality, not the 
order, should be presented.  The second problem is that the 
current detection method does not take all indices which are 
related to the indices of medical claim into consideration, but it 
puts weight only on single certain index.  The single index 
cannot display the overall level of abnormality in each 
institution.  In order to resolve these problems, the overall index 
was developed in the precedent study [6, 7] and it quantifies the 
level of abnormality of the medical claim pattern and unifies 
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individual index.  It has been applied to the HIRA system since 
the second half of 2009.  However, because the ideal scores 
suggested in the precedent study ranges quite widely, they have 
a tendency to expand the degree of abnormality.  In addition, 
the calculation method for variance importance that was used in 
unifying individual index is to calculate a mean value of the 
weights obtained from several statistical analyses.  In this study, 
therefore, we suggest the function made based on the precedent 
study but it can generate more sophisticated scores. 
Furthermore, in order to grant importance of variables, we 
suggest a methodology which uses genetic algorithm that is one 
of the meta-heuristic methods 

II. PROPOSED METHOD 
If the ‘problematic institutions’ is expressed in simple form in 

terms of medical claim, they means the institutions that show 
above average claim rates.  Therefore, the important core 
concept in designing function is to focus the investigation on 
these institutions which show above average claims rates.  In 
this study, we calculate the value of function in consideration of 
only the values which are higher than average by indices.  By 
summing up these values according to the importance of the 
indexs, we divide the institutions into two groups: normal or 
problematic institutions.   

A. Design of Scoring Function 
Through the formula (1), the institutions which have above 

average value are given high value of function and the 
institutions which have below average value are given zero as 
the value of function.  
  = max(  , 0)                            (1) 

 
i means the record index and shows each institution of the data.  
j means the index of claim index.  μj and σj means the mean and 
standard deviation of each claim index respectively.  Therefore, 
zero is given as the value of function until the size of claim 
index reaches the mean.  However, if it is larger than the mean, 
the higher value of function is given as the size of claim index 
becomes more distant from the mean, which is shown in Figure 
1.  
 

 

Fig.1.  Function curve 
 
Because the value of function for each claim index is obtained 
through the formula (1), it is necessary to sum up the values of 
function for all claim indices as shown in the formula (2) in 
order to reflect all claim indices.  
 

 = ∑ α max(  , 0)                        (2) 
 
The value of Si is total value indices which presents the 
abnormality degree of institution and αj is weight which 
presents the importance of each index (regarding the weight, 
we will address it in the following clause).  With the value of Si 
obtained through the formula (2), we design the score function 
as the formula (3) below in order to decide whether there is 
abnormality by using the critical value.  
 
  =  [(∑  ∙ (  ,) − 1              (3) 

 
 
The formula (3) is a sigmoid function and plays a role to make 
the value of ŷi closer to binary variable by converting the value 
of Si obtained through the formula (2) into the value which is 
located between -1 and 1 on the basis of the critical value (α0).   
The obtained value of ŷi is a discriminant score.  If it is located 
close to -1, it means a normal institution.  However, if it 
becomes closer to 1, it means an abnormal institution, a 
problematic institution.  Figure 2 shows the division of 
abnormal institutions and normal institutions by the 
discriminant score on the basis of the critical value (α0).    
 

 
 

Fig. 2.  Discriminant score for abnormal or normal institutions 

B. Variable Weighting 
In order to complete the formula (3) above, it is necessary to 

know the weight (αj).  At first sight, it seems that we might be 
able to obtain the weight by using the least-square method since 
the formula (3) is similar to the logistic regression analysis.  
However, from the formula (2), we can learn that this function 
cannot be differentiated.  In other words, it is impossible to 
obtain the weight by using the least-square method.  Therefore, 
we obtain the weight by using genetic algorithm (GA)[Davis, 
1991; Holland, 1975; Goldberg, 1989]. GA performs the search 
process in four stages: initialization, selection, crossover, and 
mutation [Wong & Tan, 1994]. The initialization stage, a 
population of genetic structures, called chromosomes that are 
randomly distributed in the solution space, is selected as the 
starting point of the search. After the initialization stage, each 
chromosome is evaluated using a user-defined fitness function. 
The role of the fitness function is to numerically encode the 
performance of the chromosome. For real-world applications of 
optimization methods such as GAs, choosing the fitness 
function is the most critical step. In our study, the fitness 
function which is used in the space exploration process for 
resolution of genetic algorithm employs the Sum of Squared 
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Error (SSE) as shown in the formula (4).  yi is the actual value 
obtained from the data and ŷi is the estimated value obtained 
from the formula (3).  Under the fitness function of genetic 
algorithm, the chromosome which minimizes the formula (4) is 
chosen as the weight for variable.  
 α =   	(α) = ∑ ( − )               (4)   
 

The overall process of genetic algorithm is shown in Figure 3 
and the algorithm is presented in Table 1.   
 

 
Fig.3. Genetic Algorithm application process for the exploration of variable 
weight 
 
 

Table 1 
Genetic Algorithm 

Algorithm : Genetic Algorithm  

begin initialize     
1 1,  ,  ,  ,  [ , , , ],  [0,10]co mu i J iP P Naq a a a a a= ××× Î

r r
,  

do determine fitness of each , ,  ,  1, ,i if i Naa = ×××
r

 

rank the 
iar  

do select two  
iar with highest score 

if Rand[0,1] < coP  then crossover the pair at a randomly  

else  change each bit with probability muP  

until N offspring have been created 

until any iar 's score if exceeds q  

return highest fitness iar (best a *
) 

end 

 
Each chromosome of genetic algorithm consists of the number 

of J genes which presents the importance of variable.  Nα means 
the number of such gene. The genetic algorithm includes the 
process of reproduction, cross-breeding and mutation.  Through 
these processes, the genes which have high fitness are chosen 
and the population is evolved.  θ, Pco, and Pm means the 
critical acceptance value, crossover ratio, and mutation rate, 
respectively.  

 

III. EXPERIMENT 
The data used in the experiment was the claims data for 

medical expenses which was collected from the internal 
medicine clinics in Seoul area in the second half of 2007 and 
included the information of medical treatment institutions, 

details of claims, patients’ information and information 
pertinent to claim settlement.  The data consists of 600 which 
include 100 problematic institutions (yi = 1) and 500 normal 
institutions (yi =-1).  The number of variable (claim index) is 
total 31. The value of the area under the ROC curve (AUC) was 
used to compare the predictive capability between methods 
[10]. The 5 fold Cross Validation (5-CV) was used for 
verification of model.  With 5CV, the total data set is divided 
into five sets.  Then four sets are used to make a model and the 
rest is used to verify the capability of the model.  This 
procedure is repeated five times by applying the procedure to 
each set as much as possible.  After repetition, the mean value is 
obtained as the final result value. In the following subsections, 
we first present the experimental results of the variable 
weighting with GA, and then the comparison results of the 
proposed method with the precedent method [6][7] and the 
representative data mining models.  

A. Variable Weighting with GA 
The model parameter of genetic algorithm was set up as 

shown in the following Table 2.  
 

[Table 2] 
 Value of parameters of genetic algorithm 

Parameter #	of	Pop 200 Prob.	of	crossover 0.80 Prob.	of	mutation 0.01 #	of	Generation 300 
 

The genetic algorithm for established parameters explores the 
ideal weight by minimizing the fitness function which was 
designed in the previous clause.  Because the weight which 
minimizes the fitness function maximizes the efficiency of a 
model, we can expect high accuracy.  Figure 4 shows the 
convergent process of the value of fitness function (SSE) and 
the accuracy (AUC) as the generation proceeds.  According to 
Figure 4(a), the SSE had continuously decreased as the 
generation proceeded.  The SSE was above 140 at the first 
generation, but it decreased up to below 95 at the 300 
generation.  In addition, Figure 4(b) shows that the value of 
AUC continuously increased and that it increased from 0.89 to 
0.94. This result shows that the accuracy improved as the 
generation proceeded.   
 

 
(a) The value of fitness function (SSE) over the progress of generation 
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(b) AUC increase curve 
Fig.4. Changes in the value of fitness function (SSE) and the accuracy (AUC) 
over the progress of generation 
 

The importance of variables, in other words, the importance of 
assessment indices for claimed bills, is determined by the value 
of final chromosome gene which got through the evolution 
process of genetic algorithm. According to Figure 5, the weight 
of the index, ‘Cl1)’ increased from 2.5 and then converged on 
near 5.   The weight of the index, ‘injection prescription rate,’ 
started from 5.5.  Then it continuously reduced and converged 
on near 2.5.  

From Table 3, we can ascertain the relative value of weight of 
each of 31 indices which were obtained from the genetic 
algorithm.  The size of the value means the importance of 
variable to explore the problematic institutions.  Whereas the 
value of ‘the visit day per case’ was 1.09, it was 4.91 for 
‘Costliness index.’  From this result, we can learn that 
‘Costliness index’ has more important effect on exploring the 
problematic institutions by approximately 4~5 times than ‘the 
visit day per case.   
 

 

(a) Weight of CI 

 
1) Costliness Index  hi hi

i i

C N
C N

×
=

×
å
å

 

(h: the institution, i: disease group) 

 

 
(b)Weight of Injection prescription rate  
 

Fig.5. Convergence graph of weights of CI and Injection prescription rate over 
the progress of generation 
 

[Table 3] 
Variable Weights 

 (*partial indices are not disclosed because of their confidentiality) Input	Variables		 MAD		1		 Number	of	medicine		 2.90		2		 Costliness	index		 4.91		3		 VI	index		 2.48		4		 Medication	expenses	accrued	outside	the	institution	per	treatment		 3.04		5		 Medication	expenses	accrued	outside	the	institution	per	visit		 2.29		6		 CMI	INDEX		 1.55		7		 Consultation	fee	CI		 2.67		8		 Oral	administration	CI		 2.77		9		 Psychological	fees	CI		 2.96		10		Operation	FEE	CI		 1.86		11		Diagnosis	FEE	CI		 1.83		12		 PET	CI		 1.64		13		 Antibiotics	prescription	rate		 2.01		14		 Injection	prescription	rate		 2.38		15		Medicine	cost	per		 2.44		16		 Rate	of	prescribed	costly	medicine		 1.60		17		Number	of	medication	per	prescription		 2.37		18		 Rate	of	prescriptions	more	than	6	medicine		 2.06		19		Digestives	prescription	ratio		 1.48		20		 Adrenalin	Cortex-respiratory		 1.30		21		 Adrenalin	Cortex-joint		 0.76		22		Number	of	injury	per	detailed	statement		 2.50		23		 Visit	day	per	case		 1.09		24		 Administration	day	per	case		 2.55		25		Medication	expenses	accrued	outside	the	institution	per	receiver		 2.86		26		 Total	amount	of	treatment	fees	per	receiver		 2.43		27		 top	ranked	CI		 3.46		28		 the	2nd	ranked	CI		 3.10		29		 the	3rd	ranked	CI		 2.48		30		 the	4th	ranked	CI		 2.77		31		 the	5th	ranked	CI		 2.30		
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Fig.6. Diagram showing the relative importance of variable 

B. Comparison Results 
We compared the proposed method with the methods in the 

precedent study [6, 7] and several representative data mining 
algorithms. Hereafter, the method performing Medical 
Bill-Claim Abuser Detection is denoted as MAD for 
convenience. First, we compare the proposed method using the 
weight that was explored through the genetic algorithm 
(MADGA) and the method using equal weighting on the 
assumption that all αj are the same (MADEW).  The comparison 
experiment was conducted by carrying out 5-CV 15 times.  The 
results were the mean AUC, which were shown in the second 
and the final rows of Table 4.  From the comparison of the AUC 
which showed that the AUCs for MADGA and MADEW were 
0.965 and 0.900, respectively, we learned that MADGA has 
much higher predictive accuracy. Moreover, from the 
comparison of the standard deviation which showed that the 
standard deviations for MADGA and MADEW were 0.017 and 
0.008 respectively, we learned that MADGA is more stable.  
Since MADGA generates high accuracy and the changes in its 
results are stable, it is superior to MADEW.  
 
 

[Table 4] 
Performance Comparison with AUC Values 

(MADGA, MADEW, and MADPW indicates different variable weighting methods, 
from GA (the proposed method in this study), from equal-weighting, and from 
the precedent study [6][7], respectively.) 

15 5-CV Reg NN DT MADEW MADPW MADGA 1	 0.923	 0.907	 0.669	 0.912	 0.933	 0.968	2	 0.920	 0.918	 0.630	 0.893	 0.925	 0.956	3	 0.885	 0.746	 0.759	 0.904	 0.922	 0.968	4	 0.916	 0.919	 0.825	 0.860	 0.912	 0.955	5	 0.888	 0.906	 0.646	 0.924	 0.903	 0.982	6	 0.924	 0.913	 0.795	 0.905	 0.901	 0.968	7	 0.900	 0.904	 0.749	 0.896	 0.936	 0.970	8	 0.919	 0.900	 0.646	 0.886	 0.916	 0.951	9	 0.862	 0.908	 0.669	 0.918	 0.922	 0.968	10	 0.913	 0.930	 0.763	 0.894	 0.917	 0.961	11	 0.882	 0.901	 0.693	 0.899	 0.880	 0.972	12	 0.900	 0.920	 0.773	 0.917	 0.937	 0.966	13	 0.871	 0.881	 0.749	 0.898	 0.922	 0.975	14	 0.901	 0.879	 0.798	 0.918	 0.938	 0.964	15	 0.886	 0.897	 0.749	 0.879	 0.929	 0.958	μ	 0.899	 0.895	 0.728	 0.900	 0.920	 0.965	σ	 0.020	 0.044	 0.063	 0.017	 0.016	 0.008	

p-value	 0.000	<0.05	 0.000	<	0.05	 0.000	<	0.05	 0.000	<	0.05	 0.000	<	0.05	  

 
 

In the same way, we compared the weight obtained through 
the precedent study (MADPW) [6, 7] with the weight obtained 
through MADGA.  The mean and standard deviation of AUC in 
MADPW were 0.920 and 0.016 respectively, which means that 
the efficiency of MADPW is short of the efficiency of MADGA. 
From the results comparison between 6th and 7th columns in 
Table 4, we can learn that the suggested genetic algorithm 
method is superior to the method obtained through the 
precedent study (MADPW).   
 

The most prevalent methods for detection of medical fraud are 
Decision Tree (DT), Neural Network (NN), and regression 
analysis (Reg).  The mean AUC for each method is shown in 
[Table 5].  While the means of AUC for regression analysis, 
neural network and decision tree were 0.899, 0.895 and 0.728 
respectively, the AUC of MADGA was 0.965.  Thus, the AUC of 
MADGA was highest among them.  In addition, the standard 
deviation of AUC in MADGA was 0.008, which means that 
MADGA showed stable results compared to other algorithm.  
The very top of curve in Figure 7 was the ROC of MADGA and 
it always shows the highest value for all thresholding values. 
The regression analysis and neural network show the similar 
shape of the ROC curve.  However, decision tree shows lower 
predictive value than other algorithms do as the thresholding 
value gets high while it shows high accuracy in low 
thresholding values.  

 

 

Fig.7. Comparison with ROC Curves 
 
Figure 8 shows the mean and deviation of AUC values of different methods in 

Table 4. The two graphs, (a) and (b), present that the proposed method (MADGA) 
is the most accurate and stable than any other methods in comparison 
  

 

(a) Comparison of AUC 
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(b) Comparison of variation 
 

Fig.8. Comparison of accuracy and stability. 
 
 
The last two rows of Table 6 present the result of t-test which 
tested whether there was a significant difference between 
MADGA and other methods.  Through t-test, we can test 
whether the difference between AUC of other methods and that 
of MADGA is caused by accident or by the actual difference in 
efficiency.  Because the p-values were near 0 which was lower 
than 0.05, a significance level, we can learn that the excellent 
efficiency of MADGA is statistically significant.  
 

C. Practical Implication 
Figure 9 shows Lift and Response chart which were generated 

through MADGA. The Y-axis in Lift chart means the number of 
problematic institution. In Response chart, it means the hit ratio 
of problematic institution.  The x-axes of two charts mean the 
institutions which were arrayed based on the predictive values 
obtained from the formula.  According to Lift chart in Figure 
9(a), if we select the top 20% problematic institutions, we can 
explore 80% of the total problematic institutions.  If the top 30% 
are selected, 90% can be explored. From Response chart in 
Figure 9(b), if the top 10% problematic institutions are selected, 
all of them are problematic institutions. If the top 20% 
problematic institutions are selected, 70% of the selected 
institutions are actual problematic institutions. After reviewing 
these two charts, we can interpret that if we selected 20% of 
institutions based on the predictive value of the suggested 
model, we are able to find 80% of the actual problematic 
institutions with 70% accuracy.   

In practical setting, time and manpower generate costs.  
Therefore, if we use the suggested method which has high 
accuracy, we can expect the effect of cost reduction and 
improvement of efficiency because we can explore many unjust 
institutions with a little data.  

 

 

(a) Lift chart 

 

(b) Response Chart 

Fig.9. Lift and Response charts 
 

IV. CONCLUSION 
In this study, we developed the medical fraud detection model 

by using the data in relation to medical claim for the purpose of 
establishing efficient national just medical expenses review 
system.  Through the score function which is one of the 
suggested methods and measures the degree of abuse and unjust 
use of medical expenses made by health institutions focuses 
only on a few institutions which have a value above the mean of 
medical claim expenses made by all health institutions, 
excluding the institutions which have a value below the mean.  
By doing this, the score function was designed to effectively 
work in terms of calculation and actual applicability.  
Furthermore, for the determination of weight which decides the 
importance of the claim indices (variables) that are in relation 
to medical expenses overuse or abuse, we introduced the 
genetic algorithm.  Although this method is simplified 
compared to the methods obtained through the precedent study 
[6, 7], it provide much more accurate methodology. The 
suggested method was compared with the precedent study, 
decision tree, neural network and regression analysis.  The 
results show that the suggested model is a stable model with 
high predictability.  

In the actual process of medical expenses review, after the 
problematic institutions which claims unjust or false medical 
expenses are selected, the affected institutions always raise 
issues or resist during the course of punishment procedure.  
Therefore, the model for selection must be accurate and the 
reason for selection should be clearly presented.  The model 
suggested in this study has high predictability.  Besides, the 
variable weight method using the genetic algorithm makes it 
clear which variable is important in exploring the problematic 
institutions and how much important the variable is.  Thus, this 
method provides efficiency by raising the transparency in 
relation to the results of medical expenses review.  
The establishment of efficient and effective medical fraud 
detection system by HIRA not only saves the medical expenses 
but also uses medical insurances correctly which all people 
have to shoulder in terms of social expenses.  Therefore, we 
will develop much more accurate and efficient medical 
detection system by introducing the latest data mining method 
and machine learning method in the further study.  
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Abstract - Successful trading of currencies over time often 

depends on a strategy that remains consistent.  Identifying 

patterns that occur among such currencies is a basis for the 

strategy.  However, major financial crises can cause shifts in 

trading patterns that interfere with even the best approaches.   

This paper uses the association analysis data mining 

technique to compare rules related to eight major currencies 

and their co-movements before and after the financial crisis of 

October 2008.  The currencies included in the search for rules 

are the Australian dollar, the Japanese yen, the euro, the 

Swiss franc, the British pound, the Canadian dollar, the 

Mexican peso, and the Brazilian real.  Some of the rules that 

remained stable, during a seven-year period, on both sides of 

the 2008 financial crisis are examined and compared.   

 

Keywords: currency patterns, association analysis, financial 

risk, trading rules 
 

 

1 Introduction 

  As globalization in investments has increased, the 

volume of currency transactions has also increased.  Because 

information can be accessed instantly from anywhere in the 

world, it is possible to follow movement of any currency from 

wherever you are.   Funds can easily be transferred from one 

market to another in order to follow attractive opportunities 

for investment. 

Globalization in the financial sector also allows for the 

opportunity to diversify a portfolio and thus reduce risk.  The 

process of financial globalization, and it effect on investors, 

has been discussed in Lane and Milesi-Ferretti [6, 7] and 

Campbell et al. [3].  The growth of international financial 

markets has been a dominant feature of the last decade and has 

affected monetary policy in many countries.   

 

Price stability has become a featured goal of monetary policy 

as many central banks, either explicitly or implicitly, try to 

form policies that target inflation.  Individual investors desire 

to hold currencies that are negatively correlated with equities 

so as to minimize portfolio variance.  Campbell et al. discuss 

strategies for combinations of currencies and equities that 

minimize risk.   

 

The markets that dominate all others in terms of trading 

volume are those dealing with currency transactions.  Certain 

global currencies have been the subject of much study during 

the last decade.  As the euro replaced the German mark, the 

French franc, the Italian lire and others, there began a search 

for pricing the euro against other currencies and for 

understanding how its movement correlated with remaining 

currencies.  Since currencies are priced in terms of one 

another, this becomes an even greater challenge to understand 

the inter-relationships.  Pricing currencies can be viewed as a 

comparison of economic fundamentals between multiple 

nations.   

 

 Rather than focusing on a model that prices some single 

currency, the focus of this paper is to inspect the way that 

eight global currencies move together.  In order to build a 

portfolio that is diversified, it is helpful to isolate currencies 

that move often in the same direction, in opposite directions, 

or that have no relationship to each other.  Rather than prices, 

this paper looks at direction of movement only.  The global 

financial crisis that involved a crash in October 2008 provides 

a separation point around which the data set is divided.   

Directional currency movement before this time and after this 

time is analyzed and compared.  Though the crash initially 

affected credit markets, it quickly expanded to include equity, 

bond and currency markets.  After Lehman Brothers filed for 

bankruptcy protection, the crisis amplified, and currency 

markets were subjected to significant volatilities.  Our main 

goal is to see whether or not we can find relationships among 

currencies that remained in place both before and after this 

major shock to the markets.  If price movements are not 

random, but have stable relationship patterns even through 

shocks, then this information can help investors to form long-

term trading strategies. 

 

Empirical evidence of chaotic dynamics in financial data such 

as stock market indexes, foreign currencies, and 

macroeconomic time series has been found by various 

researchers such as Kyrtsou and Vorlow [5] recently, and in 

much more detail earlier by Brock, Scheinkman and LeBaron 

[9] and Brock and Malliaris [2].  A detailed portrayal of the 

presence of non-linear determinism in financial markets can be 

located in Mandelbrot and Hudson [8]. 

 

However, this paper will focus on co-movements in eight 

specific currency markets before and after October 2008, and 
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investigate whether we can find any stable pattern on each side 

of a period of instability.  Or, phrasing this problem in terms 

of the methodology, are there any Apriori rules for directional 

movement of the eight major currencies that are common to 

the years prior to and following October 2008? 

 

 

2 Data and Methodology 

 Each business day at 12:30 ET, the Bank of Canada 

published the nominal noon exchange rates for each of the 

eight currencies used in this study.  These currencies are: the 

Australian dollar, the Japanese yen, the Euro, the Swiss Franc, 

the British Pound, the Canadian Dollar, the Mexican Peso, 

and the Brazilian Real.  The source site for the data is 

http://www.bankofcanada.ca/rates/exchange/10-year-

converter/.  Each original number is the amount of the 

currency equal to one US dollar on that day at that time.  The 

data covered a time period beginning in November 2005, and 

ending in September 2011.    

 

In early October of 2008, the Dow Jones fell over 18% and 

the S&P 500 fell more than 20%.  Other world markets 

followed this crash by also registering declines.  The month of 

October 2008 was a period of major instability and is thus a 

dividing time in our data set.  Removing this month divided 

the data set into two distinct pieces which we label  Before 

(October 2008) and After.  Each of these two data sets 

contains over 700 days of data.  The Before and After sets 

were further subdivided into training and validation sets with 

the validation set being the last 252 days of each set.   The 

validation sets thus occur entirely after the training sets and 

are completely disjoint.  This type of disjoint, temporally 

following, and lengthy validation set is the most difficult for a 

model to perform well on and will thus be a very good judge 

of the rules stability.  The training sets were used to generate 

rules of directional movement for the currencies.  The 

validation sets were used to judge the robustness of these rules 

on entirely new data.  The four sets are named Before Training 

[Bef Tr], Before Validation [Bef Val], After Training [Aft Tr], 

and After Validation [Aft Val].  The beginning and ending 

dates, along with the number of rows, for each set are shown 

in Table 1 along with a visual timeline. 

 

Table 1.  Data Sets 

 

Set  Begin End  Size 

Before Tr 11/1/2005 9/28/2007 480 

Before Val 10/1/2007 9/30/2008 252 

After Tr 11/3/2008 9/17/2010 471 

After Val 9/20/2010 9/19/2011 252 

    

Before Tr Bef Val  After Tr Aft Val 

 

The data was originally downloaded as numeric values and 

converted into category-type data that represented the 

direction of movement from the previous day of the respective 

currency relative to the US dollar.  The converted values thus 

were Up and Down.   Since all the data points are generated 

by same-time prices, it is useful to look at the number of Up 

movements common to the eight currencies over the four data 

sets.  These are shown numerically in Table 2, and graphically 

in Figure 1.   

 

Table 2.  Values Shown as Percent of  

Total Number of Days 

 

Numb. Ups Bef Tr Bef Val Aft Tr Aft Val 

0 7.50 6.35 8.92 11.95 

1 11.88 13.10 15.71 11.95 

2 14.38 16.67 7.64 13.94 

3 13.96 12.30 12.53 12.35 

4 12.71 12.30 11.25 9.96 

5 11.88 12.70 10.19 13.94 

6 12.92 9.92 14.23 10.36 

7 10.83 11.11 14.44 7.57 

8 3.96 5.56 5.10 7.97 

 

 

 

 

Figure 1.  Comparison of Percent Ups 

 

In particular, notice the numbers for 0, 4, and 8.  In 0 and 8, 

all the markets move together, and this has increased since the 

crash.  In 4, half the markets move one way, and half the 

other.  This percent has decreased over this time period. With 

the increasing flow of information made possible in today’s 

world, it seems that markets are more likely to agree than not.  

However, when they do not, then data mining can help us to 

understand the markets that do and do not move together. 

 

Though association analysis originated with the study of 

market baskets to see which items people purchased at the 

same time, it has been generalized to look at questions of what 

occurs together.  It is often used in an exploratory way to 

discover interesting relationships in the data that may be 
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analyzed further.  For an in-depth discussion of association 

analysis techniques, see Hand et al [4], or Berry and Linoff 

[1].   

 

The methodology used to generate rules on these currencies 

was Apriori Association Analysis, run in IBM’s SPSS 

Modeler data mining package.  Association rule algorithms 

automatically find data patterns that you could find by 

manually counting, but with much greater speed.  Apriori 

extracts a set of rules from the data set, pulling out the rules 

with the information content meeting requirements specified 

by the user. The rules generated by this methodology associate 

each particular outcome with a specific set of conditions.  The 

technique does not limit us to one outcome only, but can 

consider each of the variables in turn as either possible 

antecedents or consequents.  Thus, the methodology used 

seven of the currencies as possible inputs and one currency as 

output. It then repeated the process, varying the set of input 

and output variables so that each currency and direction had 

the chance to be considered as a consequent.  Association 

rules are not used directly for predicting, but are useful for 

understanding various patterns that have occurred in the data 

set.  The Apriori technique is fast and efficient.  It has no 

arbitrary limit on the number of rules that can be retained and 

it can handle rules with up to 32 antecedents. 

 

Association analysis generates a set of rules of the form IF A 

THEN B where the variables used in the modeling process 

may occur either after the IF or after the THEN.  In this study, 

there were eight currency variables, and each could have one 

of two possible values, Up or Down.  The IF part of the rule 

could use any combination of markets and directions.  The 

THEN part contains only one market with one direction and 

does not appear as part of the IF clause. 

 

The set of rules that is generated also depend on the user-

supplied minimum values of support and confidence.  Support 

refers to the percent of times that some combination of inputs 

(also called antecedents) occurs in the data set. That is, it tells 

us the percent of rows for which the antecedents are true, 

based on the training data.  This forms the IF part of the 

statement.  When the antecedent combination does occur, 

confidence reflects the percent of time that the output, or 

consequent, is also true.  This is the confidence of the THEN 

part of the rule.  In this problem, support and confidence were 

set to minimal values of 7% and 65%, respectively.  Thus for 

any rule to be generated, the IF part must occur in the training 

data set at least 7% of the time, and when the IF part is there, 

the THEN part must be true at least 65% of the time.  Setting 

these values lower generates more rules, and setting them 

higher causes fewer rules to be located.  There is no fixed 

value commonly used, and these will depend on how 

important the frequency and accuracy of occurrence is to the 

end-user.  The IF part of the rule can use anywhere from one 

to seven markets.  The conbinations with more antecedents 

typically have lower support and higher confidence than the 

same rule would with one less antecedent. 

 

IBM’s SPSS Modeler is a data mining package with numerous 

models and drag-and-drop construction.  Each part of the data 

mining process is represented by a node that appears in the 

data stream on the model pallette.  A picture of this process is 

shown in Figure 2. 

 

 
 

Figure 2.  Data mining stream in Modeler. 

 

In this figure, the data from an Excel spreadsheet is fed into 

the model.  The data then flows into a Type node where the 

data type and use for each field is identified.  Data can be 

viewed in the Table node to ensure that it is being viewed 

correctly by Modeler [see Figure 3].   

 

 
 

Figure 3.  Data viewed in the Type node. 

 

Int'l Conf. Data Mining |  DMIN'12  | 59



The data from the Type node then flows to the Apriori node 

[labeled Currencies at the bottom].  Within the Apriori node, 

the user can set the limits for support and confidence for the 

specific problem as shown in Figure 4.   

 

 
 

Figure 4.  Apriori Model settings 

 

After running the Apriori model, a generated nugget 

containing the results is attached to the right side of the model.  

Right-clicking the generated model allows the user to browse 

the set of rules that has been created.  These rules can be 

filtered to search for results relating to a specific input or 

target.  They can also be sorted by support or confidence if the 

user is looking for the most reliable or most frequently 

occurring rules.  Once a trained model is created, other data 

sets can be attached to the Type node and few through the 

generated model to see what rules are used by the new data. 

 

3 Apriori Results 

 Using the settings for support and confidence detailed 

above, the Before training set generated 2635 rules.  The After 

training set generated 2643 rules.  While there are many ways 

to look at the results from these training runs, we will focus on 

those rules that occurred in both of the training sets.  These are 

the rules that have remained stable on both sides of the 

October 2008 crash. 

 

Of these two large rule sets built on the training data, 79 rules 

had identical antecedents and consequents.  That is, 79 

common rules of the form IF [antecedent] THEN [consequent] 

occured in both the Before and After training sets.  From these 

79, eleven rules with various markets and directions were 

selected for further analysis in this paper.  [Not every market 

and direction combination generated a rule common to both 

sets.]  These eleven common rules are shown in Table 3.  The 

antecedents contain multiple conditions, all of which must be 

true for the rule to be applicable.  For example, Rule 1 states 

that if the Japanese yen was Down (at 12 noon ET, relative to 

the day before and relative to the US dollar) and the Mexican 

peso was Down and the Brazilian real was Down then the 

Australian dollar was also Down.  Of these rules, only rule 7 

used four antecedents.  Rules 4 and 9 have two antecedants.  

All the remaining rules have three antecedents each. 

 
 

Table 3.  Eleven rules common to Before and After  

 

Rule  Antecedent  Consequent 

1 

DirJpy = Down and  

DirMex = Down and  

DirBrz = Down DirAus = Down 

2 

DirMex = Up and  

DirSws = Down and  

DirAus = Down DirEur = Down 

3 

DirBrz = Up and  

DirSws = Up and  

DirMex = Down DirEur = Up 

4 

DirMex = Up and  

DirSws = Down DirJpy = Down 

5 

DirAus = Up and  

DirSws = Up and  

DirMex = Down DirJpy = Up 

6 

DirSws = Down and  

DirCan = Down and  

DirAus = Down DirPnd = Down 

7 

DirAus = Up and  

DirCan = Up and  

DirSws = Up and  

DirMex = Down DirPnd = Up 

8 

DirBrz = Up and  

DirMex = Up and  

DirEur = Down DirSws = Down 

9 

DirEur = Up and  

DirMex = Down DirSws = Up 

10 

DirSws = Up and  

DirCan = Down and  

DirAus = Down DirMex = Down 

11 

DirBrz = Up and  

DirCan = Up and  

DirSws = Up DirMex = Up 

 

Each of these eleven rules occurred in both the Before and After 

training sets, but with different values for support and confidence.  
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Though the minimum values for these are set at run-time, the 

Modeler package calculates the actual values of support and 

confidence for each rule that occurred in the data set used for 

training.   
 

These actual values for support and confidence are shown in 

Table 4.   Notice that all confidence values are above 70%.  

This means that, when the If part of the rule was satisfied, the 

THEN part was true at least 70% of the time.  A change in 

support before and after October 2008 is an indication that the 

combination used in the rule is occurring more (or less) often.  

But as long as the confidence remains high, the rule will be 

accurate when it is triggered. 

 

 
Table 4.  Values of support and confidence for Training Sets 

 

Rule Bef Sup Bef Conf Aft Sup Aft Conf 

1 15.63 84.00 17.20 79.01 

2 15.83 92.11 7.86 81.08 

3 7.29 85.71 9.13 90.70 

4 23.75 74.56 17.41 70.73 

5 14.17 88.24 9.98 70.21 

6 26.25 84.13 28.03 82.58 

7 7.50 94.44 7.01 78.79 

8 15.21 89.04 8.07 84.21 

9 23.13 91.89 19.32 82.42 

10 9.58 76.09 11.04 75.00 

11 14.17 75.00 23.57 75.68 

 

Table 5.  Values of support and confidence for each 

 validation set. 

 

Rule  Bef Sup Bef Conf Aft Sup Aft Conf 

1 16.67 80.95 25.50 93.75 

2 14.29 86.11 9.16 56.52 

3 9.52 87.50 6.37 87.50 

4 25.40 93.75 24.30 85.25 

5 13.49 67.65 7.57 78.95 

6 23.81 80.00 24.70 70.97 

7 8.73 95.45 2.39 66.67 

8 12.30 100.00 7.17 77.78 

9 24.21 88.52 15.94 60.00 

10 11.51 89.66 14.34 86.11 

11 19.05 68.75 15.54 89.74 

 

 

However, a much harder test is the comparison on each 

validation set.  The validation set data is from the year 

following the training set in each of the two cases.  These 

results on the respective Validation sets are shown in Table 5. 

In looking at the contrast between the results from the training 

and validation sets, the two greatest differences in confidence 

from the Before sets come from rules 4 and 5.  These rules 

both involve the Swiss franc and the Mexican peso and have 

and antecedent of the Japanese Yen.  Thus, there was a change 

in the year before the crash that affected this combination of 

markets. 

 

In comparing the training and validation sets for the two After 

crash data sets, we see that the greatest change in confidence 

occurred in rules 2 and 9.  These rules all involved some 

combination of the Mexican peso, the Swiss franc and the 

Euro.  Thus, as we move further away from the crash, we see 

this relationship combination changing. 

 

Combining the results from all four data sets, we see that the 

greatest changes in confidence of the rules involved the Swiss 

franc and the Mexican peso and their relationships to other 

currencies.  Many of the other rules, however remained robust.   

 

4  Conclusions 
 

   This paper considers eight major foreign currency markets 

and uses association analysis to look for currency rules that 

occur with respect to directional movements of these markets 

when they are all priced relative to the U.S. dollar.  These 

directional movements all occur at the same point in time and 

give us a good picture of which markets tend to move Up 

together, Down together, or consistently in opposite 

directions.  In addition, the lack of a rule relating any two 

markets is an indication that there has not been simultaneous 

movement in the past.  Thus they may move independently in 

the future. 

 

Identified patterns in these currency markets can be used as 

investment, hedging and speculative aids to reduce risk. Risk 

can be reduced when we can identify certain fundamental 

relationships that exist between and among currencies and that 

persist despite the surrounding uncertainty caused by a 

financial crisis.  If the association analysis rules indicate that 

certain markest typically move together, and we see that is not 

happening today, then this may be an indication that a 

correction is likely to occur in one of those markets soon.  

Also, if a rule shows us that some currencies move in 

identifiable related patterns, then we would not look for 

diversity of movement when owning these currencies.  A 

diversified portfolio would lead us to buying currencies for 

which no rule can be identified that relates their movements, 

whether Up or Down. 

 

To uncover currency relationships in these time periods 

around the crash of 2008, and to examine their robustness over 

time and across various currencies, an Apriori association 
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analysis was performed on two sets of data, prior to the 

October 2008 financial crisis, and after.  As mentioned in the 

results, of the initial 2635 rules, only 79 were repeated after 

the crash of October 2008.  This is an indication that a 

financial crash can disrupt old patterns and cause new ones to 

form.  Of the 2643 rules generated after the crash, given that 

79 were repeated rules, this means that 2564 rules had not 

occured prior to October 2008. 

 

There are eleven rules based on the eight currencies studied 

that this paper identifies as most appropriate for further 

analysis.  All eleven rules, if analyzed one at a time, confirm 

stable relationships among currencies that would allow 

hedging and speculative activities.  Looking, in particular, at 

rule 3, we see the least amount of change in confidence among 

the four sets of data.  Though the rule occurs in amounts 

varying from 6.37% to 9.52%, all confidence levels are 

between 85 and 90%.  This rule state that If the Swiss franc 

and Brazilian real are Up and the Mexican peso is Down, the 

the Euro will be Up at the same point in time.  

 

Rather than having all currencies rising or all declining, we 

have eleven mixed case rules that are identified here.  For 

example if the Swiss franc and Australian dollar decrease 

while the Mexican Peso increases the rule suggests that the 

euro will also decline.   Overall, it is confirmed in these rules 

that the Swiss Franc and the Mexican Peso frequently move in 

opposite directions; also it is verified that the Mexican peso 

and Brazilian real often move together.  The British pound is 

influenced by, and moves with, the Australian dollar. 

 

In conclusion, these rules demonstrate that stable and robust 

relationships exist among groups of currencies that in turn 

form the fundamentals for global banking and investment, 

hedging and speculative activities.  Association analysis has 

found patterns that have occurred in data sets both before and 

after the financial crash of October 2008.  Of the seventy-nine 

configurations found in all data sets, eleven example patterns 

were shown here and demonstrate that data mining can be 

used to identify currencies whose movement, whether in the 

same or opposite directions, follows a consistent blueprint 

over time. 
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Constrained Nonnegative Matrix Factorization based Feature
Selection

Nirmal Thapa and Jun Zhang

Abstract—Feature selection has been a key area of research
in the data mining community for quite some time and many
interesting algorithms have been developed. In this paper, we
propose a novel approach to feature selection using Nonnegative
Matrix Factorization (NMF) combined with traditional feature
selection procedures. We put forward our motivation for using
Constrained Nonnegative Matrix Factorization (CNMF) for
feature selection. We propose a two stage procedure in which
the first stage is to perform matrix factorization and the
second phase is the traditional feature selection procedure. Our
method supplements traditional methods that result in efficient
technique for feature selection still maintaining accurate results
in terms of clustering and classification. We test the accuracy
of our method with that of traditional methods. We experiment
with K-means for clustering results. Efficiency of our methods
can be realized if we need to do the discretization before the
feature selection. We present extensive experimental results to
show the efficiency of our method.

Keywords: Constrained Nonnegative Matrix Factoriza-
tion, Feature Selection.

I. INTRODUCTION

Data with high dimension have always been a problem as
far as data mining is concerned. They are hard to work on,
because more features increase noise, resulting in insufficient
observations. Irrelevant and redundant features adversely
affect the machine learning algorithms. Algorithms like Near-
est Neighbor, Decision Tree, Naive Bayes are sensitive to
irrelevant attributes [6], [7], [9], [8]. One solution to elim-
inating irrelevant features is to perform Data Preprocessing
[14], which is an essential data mining procedure.

Among others techniques to preprocess data, Feature Se-
lection (FS) addresses the issue of dimension reduction[15],
[13]. In [2] Peng et al., defined feature selection as: Given
the input data D tabled as N samples and M features
X={xi:i=1,...,M}, and the target classification variable c, the
feature selection problem is to find from the M-dimensional
observation space, RM , a subspace of m features, Rm, that
“optimally” characterizes c.

Reduction in dimension brings efficiency in terms of
storage costs, computation costs, classification performance,
and ease of interpretation. Feature selection methods search
through the subsets of features and find the best one among
the competing 2N candidate subsets according to some
evaluation function. Other methods based on heuristic or
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random search methods attempt to reduce computational
complexity by compromising performance.

Within the data mining field, matrix decomposition has
been used in obtaining some form of simplified low-rank
approximation to original data. Decomposition reveals the
structure of the data and makes it easier to observe relation-
ships with the subjects and within attributes [4]. We propose
novel feature selection technique that combines Nonnegative
Matrix Factorization with the feature selection methods. The
main part of our research is the evaluation and comparison
of our method with traditional feature selection methods. We
measure accuracy as well as the execution time to compare
methods. We seek answers to the following questions;
• How does accuracy of the proposed method compare

with the accuracy of the traditional method?
• How much computational cost does our method require,

when compared with the traditional method?
The remaining part of the paper is organized as fol-

lows. Section II offers background on K-means, Nonnega-
tive Matrix Factorization, and a couple of feature selection
algorithms. Section III offers the contribution of the paper.
The idea of using the CNMF is proposed and the time
complexity of the methods proposed are discussed. Section
IV discusses the experimental setup i.e., the datasets used for
our experiments, the results observed. Finally, we conclude
our work with a summary of results and present probable
direction for future work.

II. BACKGROUND AND RELATED WORK

A. K-means Clustering

Clustering is an essential part of data mining and often
used as an evaluation criterion for experiments using feature
selection with the machine learning algorithms. Feature
selection is considered successful if the dimensionality
of the data is reduced and the accuracy of a learning
algorithm improves or remains the same. K-means which is
the most popular clustering algorithm is chosen for our study.

The basic objective of K-means is to cluster the n data
items that can be given by (x1, x2, ...., xn), into k sets (k ≤
n), S = (S1, S2, ...., Sk) so as to minimize the within-cluster
sum of squares. Euclidean distance is a common metric and
variance is used as a measure of cluster scatter.

B. Data Discretization

Discretization is the process of converting real number
data into a typically small number of finite values. Many
feature selection algorithms [16], [18], [19], [20] are shown
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to work effectively on discrete data or even more strictly,
on binary data. We show that our method is very effective
when it comes to feature selection with discretization. For
our experimental purpose we test our experiments mainly on
three different discretization algorithms: CAIM [21], Ameva
[23], and CACC [22].

C. Nonnegative Matrix Factorization

Recently NMF has been shown to be very useful in
approximating high dimensional data with nonnegative
components [11], [5]. NMF imposes additional constraint
that none of the elements of both the factor matrix H and
basis matrix W can be negative. In addition, another notable
property of NMF is that factorized matrix are non-unique.

Nonnegative Matrix factorization is a way in linear algebra
where a matrix A is decomposed into the product of two
matrices.

NMF (A)⇒ H ×W
A ≈ H ×W = A∗

Formally it can be defined as Given a nonnegative data model
A(n×m), find two nonnegative matrices Hn×k and Wk×m

with k being the number of clusters in A, that minimize
Q, where Q is an objective function defining the nearness
between the matrices A and HW . The modified version of
A is denoted as A∗= H×W .

There are two main aspects of NMF, one is the update
rule and the second one is the cost function. The Euclidean
distance or the Frobenius norm is the commonly considered
cost function:

minH≥0,W≥0 f(A,H,W ) = ‖A−HW‖2F

D. Constrained Nonnegative Matrix Factorization

Many kinds of constraints can be imposed on NMF. NMF
with additional constraints like orthogonality constraint [11],
sparseness constraint [12] have been applied in various fields.
In our previous work [10], we tried to improve pattern
hiding by imposing additional constraint called Clustering
Constraint. We use matrix C referred as Clustering
Matrix to define the desired clustering of the resultant
matrix, it will be based on the results from k-means. The
process will result in the factorization of matrix A into H
and W where, W will very closely represent the clusters and
H will represent the clustering result.
The objective function can be modified to accommodate
penalty terms as;

f(A,H,W ) = α‖A−HW‖2F + β‖H − C‖2F (1)

Here, C is a matrix of size n×k, and the elements of C are
such that
• element=1, if index of element represents the cluster to

which the item belong.
• element=0, if index of element does not represent the

cluster to which the item belong.

Typical example of it is
C1 C2 C30 0 1
1 0 0
0 1 0

 Item in Cluster 3
Item in Cluster 1
Item in Cluster 2

E. Update Formula

Mathematical derivation for update formula
Let,
Q = ‖A−HW‖2F

= tr((A−HW )T (A−HW ))

= tr(ATA−ATHW −WTHTA+WTHTHW )

= tr(ATA)− 2tr(ATHW ) + tr(WTHTHW ) (2)

also let,
L = ‖H − C‖2F

= tr((H − C)T (H − C))

= tr(HTH −HTC − CTH + CTC)

= tr(HTH − 2HTC + CTC) (3)

• H fixed and W changing,

δf(A,H,W )

δW

=
δ(α‖A−HW‖2F − β‖H − C‖2F )

δW

= α
δ(Q)

δW
− β δ(‖H − C‖

2
F )

δW

= −2α
δ(tr((ATHW )))

δW
+ α

δ(tr((WTHTHW )))

δW
= −2αHTA+ 2αHTHW (4)

• W fixed and H changing

δf(A,H,W )

δH

=
δ(α‖A−HW‖2F − β‖H − C‖2F )

δH

= α
δ(Q)

δH
− β δ(‖H − C‖

2
F )

δH
(5)

We know, first term gives,

α
δQ

δH
= −2αAWT + 2αHWWT (6)

Second term gives,

β
δ‖H − C‖2F

δH
= β2H − 2C + 0

= 2βH − 2βC (7)

Combining (6) and (7) in (5),

= −2αAWT + 2αHWWT + 2βH − 2βC

= 2αHWWT + 2βH − 2αAWT − 2βC (8)

For optimal solution δq
δW =0 and δq

δH =0. Hence,

HTA�HTHW = I
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H(αWWT + β)� (αAWT + βC) = I

where, � represents element-wise division, I denotes
identity matrix. This gives rise to the update formula
for W and H as,

Wi,j = Wi,j
[HTA]i,j

[HTHW ]i,j
(9)

Hi,j = Hi,j
[αAWT + βC]ij

[H(αWWT + β)]ij
(10)

This is the derivation, which we utilized in our previous work
for data privacy [10].

F. Feature Selection Algorithms

In this paper, we mainly deal with two traditional feature
selection algorithms, they are;

1) Feature Selection Based on Pearson’s Correlation:
From works of [25], [26], [27], correlation relation between
a composite test consisting of the summed components and
the outside variable can be predicted from

rzc =
kr̄zi√

k + k(k − 1)r̄ii
(11)

where rzc is the correlation between the summed com-
ponents and the outside variable, k is the number of com-
ponents, r̄zi is the average of the correlations between
the components and the outside variable, and r̄ii is the
average inter-correlation between components. Equation 11,
in fact is Pearson’s correlation, where all variables have been
standardized.

Alternative formula for the sample Pearson correlation
coefficient is also available:

Rxy =
n
∑
xiyi −

∑
xi

∑
yi√

n
∑
x2i − (

∑
xi)2

√
n
∑
y2i − (

∑
yi)2

(12)

where xi and yi are the values of ith subject for attributes
x and y respectively.

For our research purpose we use Greedy Forward Selection
(GFS) for the Correlation based Feature Selection (CFS). It
starts with the empty set and greedily adds attributes one at a
time until all attributes have been added. At each step feature
selection procedure adds the attribute that, when added to the
current set, yields the learned structure that generalizes best.
Once an attribute is added FS cannot later remove it [28].

2) Feature Selection Based on Mutual Information:
Criteria of Max-Dependency, Max-Relevance, and Min-
Redundancy: The other feature selection method that we use
in our paper is the minimal-redundancy-maximal-relevance
criterion (mRMR) as proposed by Peng et al. in [2]. The
main idea is to select the feature based on maximal statistical
dependency criterion, but due to difficulty in calculating the
dependency the equivalent form is used

Fig. 1. Clusters of 2D data

III. CONTRIBUTION OF THE PAPER

Nonnegative matrix factorization results in dimension re-
duction. Matrix H and W with smaller dimension are easier
to store and manipulate than matrix A. According to [17],
each element Hij of matrix H represents the degree to
which subject i belongs to the cluster j, while each element
Wij of matrix W indicates to which degree attribute j is
associated with cluster i. It points out that Matrix W is
the compact representation of data as far as the relations
between attributes and clusters are concerned. This paper
aims to exploit this basic interpretation of matrix W to
perform feature selection.

Further, Wang et al. [3] tried to apply this idea for data
pattern hiding, they find out cluster membership of data by
finding the largest element in the factor vector from H .
Problem arise when two or more of the element in H are of
similar magnitude. In this case, we can improve the result of
clustering from the NMF algorithm, if we could somehow
make one of the element of vectors in H significantly larger
than the other elements. That is exactly what the CNMF
does, it results in even more accurate clustering.

Let us consider one basic scenario, we have data with
only 2 attributes, which can be plotted as in 1. If we have
to do the feature selection on data then we will leave out
Y-value, since all the elements have the same Y-value. If we
look at the clusters centroid then will realize that we will get
the same set of attributes if feature selection is performed in
centroid only. It is because centroid represents more compact
representation of the dataset.

IV. ALGORITHM

Fig. 2. can be summarized as the algorithm given below.

Algorithm 1: Algorithm for feature selection with
CNMF
input : A,C
output: A′
1. Perform CNMF on matrix A to obtain H and W .
2. Do Feature selection on W to get W ′.
3. Keep only the attributes in W ′ from A to get feature
selected data A′

The procedure requires matrix C in order to perform
CNMF of matrix A. After the CNMF is complete, we get
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matrix H and matrix W . Feature selection on matrix A is
carried out based on the matrix W .

Fig. 2. Procedure for Feature selection using CNMF

A. Time Complexity

In this section, we study the time complexity of our
method compared with the traditional method based on
CFS. The time complexity of CFS is quite low. It requires
m((n2−n)/2) operations for computing the pairwise feature
correlation matrix, where m is the number of instances and
n is the initial number of features. The forward selection
search method used for feature selection requires (n2−n)/2
operations. In evaluating Equation 11, for a feature subset
S containing k features, k additions are required in the
numerator (feature-class correlations) and (k2 − k)/2 addi-
tions are required in the denominator (feature-feature inter-
correlations).

TimeComplexity = m((n2 − n)/2) + (n2 − n)/2 +

(k2 − k)/2 + k

= m ∗ n2/2−m ∗ n/2− n/2 +

n2/2 + k2/2 + k/2

Simplifying,

= O(n2 ∗m) (13)

One simple rule of thumb to set the number of cluster
for any dataset is k ≈

√
n/2 with n as the number of

objects (data points) [1]. If p be the number of iterations then
computational complexity of multiplicative NMF is given by
[24] as p ∗ O(nmk). Hence, the computational complexity
of our method will be;

TimeComplexity = p ∗O(nmk) +O(n2 ∗m)

= p ∗O(nkk) +O(n2 ∗ k)

= p ∗O(n ∗ n/2) +O(n2 ∗
√
n/2)

≈ O(n2p) (14)

V. EXPERIMENTAL SETUP

A. Dataset Used

For our experiments, it was necessary to avoid categorical
data, since this research does not deal with categorical data.
The domain of dataset we used were drawn from the UCI
repository of machine learning databases. These dataset
were chosen because of (a) their predominance in literature
(b) nature of data being real data.

TABLE I
MRMR BASED FEATURE SELECTION

Accuracy(%)
DataSet Features CNMF Traditional

LD

15 95.00 81.67
40 98.33 98.61
50 99.44 95.56
70 99.72 100.00
89 100.00 100.00

WDGD

15 98.62 98.62
20 99.88 99.90
25 99.92 99.94
30 99.94 99.96
35 100.00 99.98

ISD

10 93.55 80.43
12 81.30 55.84
14 97.96 60.26
16 86.71 100.00
18 100.00 100.00

• Libras Dataset (LD): The dataset (movement libras)
has the size of 360 *91 (including the class).The dataset
contains 15 classes of 24 instances each, where each
class references to a hand movement type in LIBRAS.
The hand movement is represented as a bidimensional
curve performed by the hand in a period of time. The
curves were obtained from videos of hand movements,
with the Libras performance from 4 different people,
during 2 sessions.

• Waveform Database Generator Dataset (WDGS):
Waveform Data set is a real-valued dataset having 5000
instances and 40 attributes, all of which include noise.
The later 19 attributes are all noise attributes with mean
0 and variance 1. The 40 attributes have continuous
values between 0 and 6. It has 3 classes of waves. Each
class is generated from a combination of 2 of 3 ”base”
waves. Each instance is generated by add noise (mean
0, variance 1) in each attribute.

• Image Segmentation Dataset (ISD): Image Segmen-
tation dataset is a real dataset with 2310 instances in a
19-dimensional attribute space. The four attributes are
sepal length, sepal width, petal length and petal width.
The dataset contains 7 classes: brickface, sky, foliage,
cement, window, path, grass. It has 30 instances per
class for training data and 300 instances per class for

TABLE II
CORRELATION BASED FEATURE SELECTION (CFS)

Accuracy(%)
Dataset Features CNMF Traditional

LD

50 99.44 99.17
60 100.00 98.89
70 100.00 99.44
80 100.00 99.72

WDGD

20 97.96 99.16
25 98.72 99.16
30 99.74 99.68
35 99.76 99.90

ISD

9 65.06 48.13
12 57.79 77.74
15 71.95 83.33
18 99.65 100.00
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TABLE III
COMPUTATIONAL TIME(SEC) FOR FEATURE SELECTION USING MRMR

Time Using CNMF Time for
Dataset Features Factorization FS mRMR

LD

40 0.109 0.374 0.530
55 0.234 0.437 0.530
70 0.125 0.484 0.842
85 0.686 0.577 0.624

WDGD

20 0.593 0.109 0.219
25 1.357 0.094 0.250
30 0.343 0.109 0.343
35 0.733 0.156 0.452

ISD

12 0.749 0.016 0.156
14 0.827 0.047 0.203
16 1.451 0.062 0.390
18 0.218 0.062 0.406

test data.

B. Experimental Results

The paper presents the experiments that we conducted and
the results achieved in the following sections. Two types of
observations were made, first was to observe the clustering
accuracy while the second one dealt with the efficiency in
terms of execution time. Comparison was made between the
traditional methods and our method. First two experiments
dealt with non-discretized data, while the third experiment
was with discretization and FS on discretized data.

1) Experiment 1: Clustering Accuracy: Our first exper-
iment dealt with observing the utility of the feature se-
lected datasets using our method compared to the traditional
method. We measured the accuracy of each of the method by
comparing the k-means result of feature selected dataset with
that of the original data. From Table I, it can be observed
that the accuracy of the two methods are comparable with
one falling behind the other method occasionally. From Table
II, the results indicates the new method produces results
comparable with the traditional method.

2) Experiment 2: Time for computing feature selected data
without discretization: As the size of the matrix on which
feature selection is done in our method is small than the
original dataset, it was very intuitive to test the execution

TABLE IV
COMPUTATIONAL TIME(SEC) FOR FEATURE SELECTION USING CFS

Time for Method Using CNMF Time for
Dataset Features Factorization FS CFS

LD

10 0.22 0.037 0.64
30 0.20 0.022 1.3
50 0.25 0.046 0.98
70 0.09 0.128 1.63

WDGD

15 0.51 0.008 2.54
20 0.57 0.009 3.06
25 0.58 0.003 6.22
30 1.67 0.001 5.34
35 1.42 0.003 4.90

ISD

9 0.31 0.070 0.09
12 0.27 0.001 0.11
15 0.22 0.002 0.13
18 0.20 0.007 0.17

time for our algorithm compared to the traditional methods.
From Table III, we can see that our method may or may
not run faster than the traditional methods if we take into
account the matrix factorization. Only considering the feature
selection process (excluding the time taken for factorization)
our method is much faster. Our method can still be useful in
cases where we need to do the feature selection more than
once in the same set of factorized matrix.

Fig. 3. mRMR on non-discretized data

Fig. 4. mRMR on discretized data

From Fig. 3., we cannot really say which method executes
faster, it depends on various things: dataset, initialization
matrix for CNMF, and the number of iteration that needs
to be performed.
From Table IV, similar observations were made for CFS.

3) Experiment 3: Time for computing feature selected data
with discretization: In our third experiment, we compare
the execution time of the feature selection process with
discretization. Table V shows the execution time of methods
for discretization. We can clearly see that you method takes
lot lesser time to perform the discretization than using
traditional method.

Table VI shows that k-means using our method definitely
has better accuracy. This does not only mean that our
method is faster but also the results are better than using
the traditional method.

Fig. 4. is the graph of execution time for mRMR on
discretized data. Although the feature selection in itself may
or may not be faster than the traditional method but we
definitely have edge while discretizing data.
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TABLE V
COMPUTATIONAL TIME(SEC) FOR DISCRETIZATION

Discretization Algorithms
Dataset CAIM CACC Ameva

CNMF Traditional CNMF Traditional CNMF Traditional
LD 28 532 13.76 4254 10.9 474.05
WDGD 0.16 808.38 0.855 33358 0.17 876.90
ISD 9.31 285.04 0.35 5.74 0.39 290

TABLE VI
COMPUTATIONAL TIME (SEC) FOR FEATURE SELECTION ON

DISCRETIZED DATA USING MRMR

Time Using Kmeans
with NMF without NMF

Dataset Features Accuracy Time Accuracy Time

LD

60 81.94 0.530 68.61 2.50
65 84.17 0.593 68.61 3.12
70 87.50 0.484 67.50 3.10
75 89.44 0.452 70.56 3.07
80 91.94 0.468 78.06 3.07

WDGD

20 98.78 0.062 99.86 1.467
24 99.90 0.125 99.90 1.529
28 99.90 0.109 99.90 1.638
32 99.94 0.125 99.96 1.638
36 99.96 0.125 100.00 1.700

ISD

6 53.80 0.047 80.28 0.187
9 100.00 0.016 80.28 0.171
12 100.00 0.047 87.64 0.218
15 100.00 0.031 89.02 0.156
18 100.00 0.031 100.00 0.203

VI. CONCLUDING REMARKS

We proposed a novel method for feature selection that
uses constraint based nonnegative matrix factorization. The
paper experimentally shows results from the two methods in
terms of clustering accuracy and execution time. From the
experiments we can conclude following things;

1) NMF based feature selection works equally as good as
the traditional methods in terms of accuracy.

2) NMF based methods can be significantly efficient
compared to traditional methods specially when dis-
cretization is required.
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Abstract— Production development is a crucial subject 
which has been deeply investigated with various methods such 
as heuristic approaches, data mining, production plan 
optimization and etc. This paper extracts proper rules and 
removes weak rules for production planning using decision 
trees and compares results with expert judgmental rules. 
Evaluating the results verifies that production planning based 
on the extracted rules from decision trees incur a significant 
amount of improvement in production development which is a 
good indication for efficiency of data mining methods in 
production planning. 

I. INTRODUCTION 
ata mining in various forms is becoming a major 
component of business operations. Even though data 

mining has been successful in becoming a major component 
of various business processes as well as in transferring 
innovations from academic research into the business world, 
the gap between the problems that the research community 
works on and real world is still significant [1]. Almost every 
business process today involves some forms of data mining. 
Customer  Relationship  Management,  Supply  Chain 
Optimization,  Demand  Forecasting,  Assortment 
Optimization,  Business  Intelligence,  and  Knowledge 
Management are just some examples of business functions 
that have been impacted by the data mining techniques [2]. 
Designing an effective production plan, achieving the 
production plan and then in-creasing the production 
according to the present conditions are some of the big-gest 
challenges in the large organizations. There are different 
approaches for designing production plans. Some 
approaches try to design a production plan by mathematical 
models [3], Meta heuristic algorithms [4], simulation [5] and 
analytical and heuristics methods [6]. Otherwise some 
approaches instead of using the new method, tried to 
evaluate existing conditions and relation between them to 
improve the amount of production. Chen & Cochran [7] and 
Chen et al. [8] studied about the Driving Daily Production 
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Plans by Effectiveness of Manufacturing Rules. In the 
papers [9] and [10] are proposed multi-objective daily 
production plans for complex manufacturing facilities. 

II. PROBLEM DESCRIPTION  
Some problems and constraints in production plan are 

result of the existing inappropriate rules or lack of 
appropriate rules. Figure 1 shows flow of process and 
operations in an original equipment manufacturer (OEM).  
 

 
Saipa Kashan Company has been established in the 14th 

kilometer of Kashan-Ardestan road, Isfahan province in 
2008 on area of 420 Ha. This company has been producing 3 
types of cars, Tiba (two classes), X111(three classes), and 
X132 (three classes) by about 3500 personnel. This company 
includes two warehouses (including warehouse of assembly 
parts and warehouse of body parts), body production line, 
color production line and assembly line (which are working 
in 2 platforms). 

This research will discuss the reasons of non-fulfillment 
of production plan in this company. To reach this goal, we 
have to investigate all factors that are affected in the amount 
of production or those could cause the stop in the production 
plan. Also a field investigation has been carried out to find 
out which of these factors are more repetitive and important 
in stopping of production line directly or indirectly. Among 
lots of items, 14 items have been chosen as the most 
affective factors in the production line stops. These factors 
are: 

 

Generating Rules to Increase Production Using Decision Tree  
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Fig.1. Production-related Decision Making in Large Corporations 
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III. COMPUTATIONAL RESULTS 
The recent paper has got 3 purposes: 

1) Analysis of collected data and identifying effective 
factors in production per shift.  

2) The effect and importance of factors on production per 
shift. 

3) Forecasting the condition of production per shift with 
regards to accessible values in first of a shift. 

Therefore, the decision tree method is used since decision 
tree method makes possible to all of our accessible aims. 

The classic CART algorithm was propos by Breiman et al. 
[12]. CART is a recursive partitioning method, builds 
classification and regression trees for predicting continuous 
dependent variables (regression) and categorical predictor 
variables (classification).  

The QUEST algorithm (Quick, Unbiased, Efficient 
Statistical Trees), is also presented in the context of the 
Classification Trees Analysis facilities, and much of the 
following discussion presents the same information, in only 
a slightly different con-text. Another, similar type of tree 
building algorithm is CHAID (Chi-square Automatic 
Interaction Detector) [13]. 

The CHAID is one of the oldest tree classification 
methods originally proposed by Kass (1980) [14]. According 
to Ripley (1996) [15], the CHAID algorithm is a descendent 

of THAID developed by Morgan and Messenger, (1973) 
[16]. CHAID will "build" non-binary trees (i.e., trees where 
more than two branches can attach to a single root or node), 
based on a relatively simple algorithm that is particularly 
well suited for the analysis of larger datasets. Also, because 
the CHAID algorithm often effectively yield many multi-
way frequency tables (e.g., when classifying a categorical 
response variable with many categories, based on categorical 
predictors with many classes), it has been particularly 
popular in marketing research, in the context of market 
segmentation studies. CHAID is a recursive partitioning 
method. 

Both CHAID and C&RT techniques will construct trees, 
where each (non-terminal) node identifies a split condition, 
to yield optimum prediction (of continuous dependent or 
response variables) or classification (for categorical 
dependent or response variables). Hence, both types of 
algorithm can be applied to analyze regression-type 
problems or classification-type. 

The results of CHAID, CART and QUEST tree is shown 
in the following. Fig 1, 2 and 3 illustrate the plot of 
importance of variables for three methods CHAID, CART 
and QUEST. 
All of this figures identified the V_col, V_Pro and Crisis 
variables are the most important variable. Moreover, fig 4 
and 5, show the trees resulting the CART and QUEST 
methods. 
The table below, shows the importance of variables in 3 
decision tree methods 
 

 

 
 

 

TABLE 1 
THE MOST AFFECTIVE FACTORS IN THE PRODUCTION LINE STOPS 

factor description 

Date 

This parameter shows the date. In this research the data has 
been gathered from 1/1/2011 in 1/1/2012 (1390/10/11 in 
1389/10/11 in Persian) period of time in each working day 
separately. 

Shift 
Since this company has got 3 different working shifts, this 
parameter could show us whether if different shifts affect 
production trend or not. 

P_day 

This one could determine whether or not different working 
days in a week affect occurrence of production plan and 
how important and repetitive this factor is. 
 

A-per-L 

This item is the number of absent personnel of logistic 
department and investigates this factor in recoding of 
stops. 
 

Ab-per-P 
This considers the number of absent personnel of 
production line and investigates it in the amount of 
production and stops statistic. 

PRS 
This parameter is the amount of production in recent shift 
with respect to last one (production rate on the two last 
shifts). 

Day 

This parameter considers the date of investigation which 
can be in first, second or third decade of month. Since the 
fraction of transferred goods in these three decades is not 
the same, e.g. the fraction of transferred parts in last days 
of month is more, so that it can play a significant role. 

Climate This is one of parameters that have a very important role 
on analysis and the total results as well. 

Crisis 

It mentions the parts that are critical while starting a shift. 
In this definition, critical parts are those which are less 
than 50 in the production line or in the warehouse in the 
starting of a shift. This shortage could affect 
fulfillment of production plan. 

 

 
Fig.2. Important factor based on CHAID 

 
Fig.3. Important factor based on CART 

 
Fig.4.Important factor based on CART 
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All of this figures identified the V_col, V_Pro and Crisis 

variables are the most important variable. Moreover, fig 4 
and 5, show the trees resulting the CART and QUEST 
methods. 

The table below, shows the importance of variables in 3 
decision tree methods 

 
These three methods show that variety of color is the most 

important factor in production. The results of decision tree 
algorithms show that in all shifts in the production 
increasing in which there are three different colors, they will 
encounter with de-fulfillment of production plan. Analyses 
of this note helps the expert of production plan to either 
presents a scheduling with at most three different colors per 
shift.  

According to logistic and production experts, producing 
more than three colors diversity per shifts, lead to some 
problems: 

1) Inability to supply colored parts (for example bumper) 
with more than three colors diversity per shift by supply 

management department. 
2) Inability to product colored parts with more than three 

colors diversity per shifts by supply chain. 
3) Inability to feeding colored parts with more than three 

colors diversity per shift by feeding lines management 
department. 

4) The lack of enough space besides production line to 
storage colored parts with three colors diversity per shift. 

5) Inability workstations to produce colored parts with 
more than three colors diversity per shift. 

Understanding and solving the available problems helps to 
achieve a better production plan. After colors diversity, 
another important factor to increase the production is variety 
of product. Based on the decision tree algorithms, if varieties 
of products are more than three types per shift, Production 
plan will not be achieved. The results of decision tree 
algorithms show whenever the numbers of critical parts in 
the first of a shift are more than 8; Production plan will not 
be achieved. The planning department experts can re-
schedule production plan and put those products in the 
program that make less number of critical parts. The supply 
management department experts can use other suppliers to 
supply critical items or transmit them to the factory with 
higher cost. 

In addition to items mentioned above, there are some rules 
extracted from trees that are as follows: 

• If colors diversity is more than 3, the production 
program will be stopped. 

• If colors diversity is less than 4 in 2 shifts, but the 
variety of products is more than 3, we will not have the 
scoping production. 

If colors diversity is less than 3 but climate is unfavorable 
or harsh conditions, the production program won't be 
stopped by 75%. 

In this paper, based on the results of decision tree 
algorithms, proposed some solutions to increase production. 
Table 3 shows some important solutions that they have more 
effects in this purpose. 

 

 

Fig.5. Important factor based on QUEST 

 
Fig.6. Important factor based on QUEST 

TABLE 2 
THE IMPORTANCE OF VARIABLES IN 3 DECISION TREE METHODS 

 CHAID CART QUEST Total 

P_Dis 0.015 0 0.021 0.036 
Ab_Per_L 0 0.083 0.068 0.151 
Ab_Per_P 0.094 0.115 0.003 0.212 
Climate 0.12 0 0.167 0.287 
Crisis 0.176 0.238 0.028 0.442 
V_Pro 0.224 0.298 0.209 0.731 
V_Col 0.365 0. 267 0.47 0.835 

Day 0.017 0 0 0.017 
 

TABLE 3 
THE IMPORTANCE OF VARIABLES IN 3 DECISION TREE METHODS 

No. Solution Description 

1 

Two labors employed 
share between in the 
logistic and production 
units 

Based on absent persons in logistic 
or production units, Managers can 
be decide about the position of 
these labors   

2 Determining the maximum 
colors diversity per shift Maximum color diversity equal 3 

3 

Balance between 
production plan in 
maximum color diversity 
and maximum production 
variety per shift in 
unfavorable climate 
conditions 

For example in unfavorable 
climate conditions: 
If the colors diversity equal 3, the 
maximum production type must be 
2 (If the colors diversity equal 1, 
the maximum production type 
must be 3) 

4 
Balance between colors 
diversity and production 
type 

Total variation of production type 
and colors diversity must be 6. 
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After experimental implementation of these solutions in 

the Saipa Kashan for 3 month, the percentage of production 
plan increased about 8%. The results of this project include 
the following: 

- Decrease Variable costs (including costs of logistic, 
production lines stop, reducing waste of materials by 
expiration date ...) 

- Increased profit from higher productivity 
- Increase customer satisfaction 
- Move towards a quality management approach and 

customers satisfaction after fulfillment production plan. 

IV. SUMMARY AND CONCLUSIONS 
This paper discusses the different approaches in 

production planning. One approach is identification of the 
existing inappropriate rules and generation of appropriate 
rules. In Saipa Kashan the production planning expert use 
the existing rules at the first of shift to increase possibility of 
fulfillment of production plan. In the presented work, the 
data are analyzed using decision tree to identify importance 
factors in the production. The achieved rules identify the 
issue of unscheduled failures in the production program 
which makes possible for the experts to investigate the most 
significant problems and find a solution for them. The 
proposed methods help us to extract the hidden science of 
achieved data. Moreover, decision tree is so suitable for 
fore-casting since it's simple in use and applicable. Also, the 
resulting rules of decision tree methods are accessible and 
understandable. 
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Abstract— In this paper we propose a Classification and 

Regression Trees model (CART) for handling missing values in 

a Configuration Management Database (CMDB). Once the 

information is completed a statistical model to dose antivirus 

scans inside an information system (IS) in banking sector is 

implemented. Since about 18.22% of the extracted information 

from the CMBD was incomplete. As a consequence we propose 

a data mining modeling strategy to impute this missing 

information. Finally, we illustrated both this imputation 

methodology and the statistical dosage model using real data 

from an IS.  

 
KeyWords: CART, Missing Values, Data Mining, Banking Sector, 

Malware. 

I. INTRODUCTION 

HIS research is intended to be a resource to improve the 

information security levels in banking sector (IS). The 

research question is: How malware incidence can be 

decreased in an IS? As in human epidemiologic context is 

necessary to apply treatments (medicine, vaccines, therapies, 

etc.), on a computer environment would be the application of 

scanning. Based on that, we can reformulate the above 

question as: How antivirus scans (medical tests) can be 

dosed, in our population (computer network), for the 

reduction of malware (disease) incidence in banking IS? 

Different approaches have been made in modeling „disease‟ 

for Information Technology (IT) environment, using some 

analogies with the epidemiologic context [1]. In this sense, 

an exponential growth of malware has been observed in the 

last decades, as well as, the outlook and limitations of 

epidemiological concepts for malware prevention [1]. Also, 

malware spreading and measurements models had been 

elaborated [2], [3], [4]. Similarly, simulation of the 

networking topology influence in malware problems had 

been discussed by [5], [6]. Finally, epidemiological 

methodologies are used to estimate growth and propagation 

of worms in a network [7].  

In this paper the first stages to build the model are: 

information extraction (IE), handling missing values, and 

statistics analysis. The main information source is the bank 

antivirus software. Secondary information sources are: web 

filtering, Human Capital/Resource Management-HCM 

(company employees), and CMDB. Physiological computer 

information is provided by CMDB such as: brand, operating 

system, processor type, random access memory (RAM), and 

so on. CMDB parameters are showed in Table I. Using data 

mining software (through Open Database Connectivity, 

ODBC) we collect information about malware attacks over a 

period of eleven weeks. Then, secondary sources 

information is added as can be seen in Figure 1. Around 

18.22% of CMDB data (infected computers) are missing 

values. Classification and Regression Trees (CART) are 

used for handling missing values (imputation) to avoid 

losing valuable information. This research used 

nonparametric Statistical tests for checking the quality of the 

imputed data. Moreover, statistical analysis is conducted to 

select variables that will be included into the antivirus 

scanning dosage model 

II. INFORMATION COLLECTION STAGES 

A. Antivirus Software 

In this stage, amount and type of malware per computer 

are identified. Information over a period of eleven weeks 

about 8476 computers was collected. Antivirus software 

reports the active user account when malware was detected 

and some other technical information of the computer. 
 

TABLE I 

CMDB PARAMETERS 
 

Variable Meaning/value Type Unit 

Class Laptop, CPU or server Nominal NA 

Brand Computer brand Nominal NA 

Computer_Age Operating time Scale Week 

Processor_Type Type of computer processor Nominal NA 

Processor_Clock The speed of a computer processor Scale GHz 

Processors Number of processors  Integer Count 

Memory (RAM) Memory size Scale GB 

Operation_System Operation System (OS) Nominal NA 

Service_Pack Updates to a OS Nominal NA 

Hard_Disk Hard disk size Scale GB 

Classification and Regression Trees for Handling Missing Values in 

a CMBD to reduce malware in an Information System. 

Gustavo A Valencia-Zapata, Juan C Salazar-Uribe, Ph.D. 

Escuela de Estadística, Universidad Nacional de Colombia-Sede Medellín 
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Fig. 1. Informationcollection stages. 

 

TABLE II 

CMDB DATA QUALITY 

 

Variable 
Percent 

Complete 

Valid 

Records 

Missing 

Records 

Class 83.483 7076 1400 

Brand 83.483 7076 1400 

Computer_Age 81.784 6932 1544 

Processor_Type 99.493 8433 43 

Processor_Clock 99.493 8433 43 

Processors 99.493 8433 43 

Memory (RAM) 99.493 8433 43 

Operation_System 99.493 8433 43 

Service_Pack 99.457 8430 46 

Hard_Disk 99.493 8433 43 

B. CMDB 

Here, technical information about computers is identified 

as well as its relationship with user´s account. Table II 

shows CMDB variables, percent completed valid and 

missing records. This information is used to assess the 

influence of these variables over detected malware levels.  

C. Active Directory 

At this point, the user‟s privileges are identified. For 

example: adding a user to the Local Administrator Group or 

some user accounts are allowed to use USB devices. In this 

way, privileges acquaintance is important to establish 

whether or not these variables have some influence over 

malware levels.  

D. Web Filtering Software 

At this step, user account is related to web surfing, 

identifying variables such as: number and type of blocked 

websites, web surfing time, etc. The main purpose of 

studying this association is to establish if web surfing 

behavior has influence on malware levels. 

E. HCM Software 

In this stage, employee information is identified. 

Collected information such as position and work area is used 

to assess the influence of these variables over detected 

malware levels. 

III. CMDB DATA IMPUTATION  

A. Classification and Regression Trees, CART 

CART model is explained in detail in [8]. The 

classification and regression trees (CART) method was 

suggested by Breiman et al. [8].  According to Breiman, the 

decision trees produced by CART are strictly binary, 

containing exactly two branches for each decision node. 

CART recursively partitions the records with similar values 

for the target attribute. The CART algorithm grows by 

conducting for each decision node, an exhaustive search of 

all available variables and all possible splitting values, 

selecting the optimal split according to the following criteria 

[9].  

Let  be a measure of the “goodness” of a candidate 

split s at node , where 

 

  (1) 

 

Split parameters are defined in Table III. One of the major 

contributions of CART was to include a fully automated and 

effective mechanism for handling missing values [10]. 

Decision trees require a missing value-handling mechanism 

at three levels: (a) during splitter evaluation, (b) when 

moving the training data through a node, and (c) when 

moving test data through a node for final class assignment 

[11].  

 
TABLE III 

SPLIT PARAMETERS 

 

Parameter Meaning 

 
 

Left child node of node  
 

 
 

Right child node of node  
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According to [11], regarding (a), the later versions of 

CART (the one we use) offers a family of penalties that 

reduce the improvement measure to reflect the degree of 

missingness. (For example, if a variable is missing in 20% of 

the records in a node then its improvement score for that 

node might be reduced by 20%, or alternatively by half of 

20%, and so on.) For (b) and (c), the CART mechanism 

discovers “surrogate” or substitute splitters for every node of 

the tree, whether missing values occur in the training data or 

not. The surrogates are thus available, should a tree trained 

on complete data be applied to new data that includes 

missing values.  

B. Handling Missing Values through Classification and 

Regression Trees 

Ten variables were imputed (Table II), that is, ten CART 

were used, a CART for each variable, which together make 

up a classification and regression forest. The imputation was 

made using PASW
®
 Modeler (a data mining software). 

Model training was made with complete data and then, this 

trained model was applied to missing values. Table VI and 

Table VII show a nonparametric statistics test called 

McNemar Test for Significance of Changes [12], which 

evaluated model prediction by using complete data. In this 

case E_Class is the imputed value and Class is the real 

value. For instance, 5013 (99.6%) computers with Class 

equal to CPU were classified correctly by CART, and 2002 

(99.3%) computers with Class equal to Laptop were 

classified correctly by the same CART. 

The formulated hypotheses for McNemar test (2-sided) 

were:  

 

 Class is not changed after 

imputation. 

 

 Class was changed after 

imputation.  

 

According to this analysis we cannot reject the null 

hypothesis, that is, CART doesn‟t change Class values after 

imputation (p-value=0.396). Figure 2 Shows a CART model 

for Class variable that was built using the software PASW
®

 

Modeler. 

 

Spearman‟s Test (a nonparametric statistic) was used to 

explore the correlation between real and predicted values for 

continuous variables. On the other hand, McNemar´s test 

was used to assess the performance of the CART Model  

with complete data. In this case, E_Computer_Age is the 

imputed value whereas Computer_Age is the real value.  

 

 

 
TABLA IV 

CONTINGENCY TABLE CLASS 

 

  
  E_Class 

Total 
  CPU Laptop 

Class 
CPU 5.013 20 5.033 

Laptop 14 2002 2.016 

Total 5027 2022 7049 

   
TABLA V 

CHI-SQUARE TEST 

 

  Value 

Exact Sig. 

(Two-

sided) 

McNemar Test 1.058 0.392 

Nº Valid Cases 7049   

Use binomial distribution  

 

Figure 2 shows the scatterplot for these variables. We can 

observe a linear trend between the imputed and real values 

( ). So we fitted a possible simple linear 

regression. Nevertheless, assumptions validation of the 

linear model is not the aim this article. Spearman´s test was 

used to test independence. The formulated hypotheses for 

this test were: 

 

 

  and  are mutually 

independents. 

 

   and  are not 

mutually independent.  

 

According to the results from this test  and  are not 

mutually independent (p-value<0.0001). In particular,  are 

Computer_Age data and   are E_Computer_Age data. As a 

result, CART model for Computer_Age data imputation is 

reliable. Figure 3 Shows a CART model for Class variable 

that was built using the software PASW
®
 Modeler. 

In particular, Table VI shows the variables for the 

computer number 0022. We can identify three out of ten 

variables with missing values. Node 0 indicates that CPU 

category has the higher probability (0.7) to be selected if a 

random imputation is conducted. On the other hand, Laptop 

variable has a smaller probability (0.28) than the first one 

and the Server variable has null probability (0.0). As can be 

seen, we should slide through CART's branches according to 

the values of the variables shown in Table VI. 
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Fig. 2.  Scatterplot for Computer_Age  vs E_Computer_Age  and Spearman Rank Correlation Coefficient 

 
 

TABLE VI 

COMPUTER 0022 – CMDB PARAMETERS 
 

Variable Meaning/value Units 

Class Missing NA 

Brand Missing NA 

Computer_Age Missing Week 

Processor_Tipe P27 NA 

Processor_Clock 2.19 GHz 

Processors 2 Count 

Memory (RAM) 2.14 GB 

Operation_System SO_7 NA 

Service_Pack SP_3 NA 

Hard_Disk 80.02 GB 

 

 

 

 

IV. ANTIVIRUS SCANNING DOSAGE STATISTICS MODEL 

Following the imputation process we implement statistical 

analysis to assess the influence of these variables over 

malware levels inside an IS. In this study we believe that 

malware level depends on variables such as: Processors 

(number of processor in the computer), Computer_Age, 

Class and Browse_Time. 

 

V. CONCLUSION AND FUTURE WORK 

Missing values appear frequently in the real world, 

especially in business-related databases, such as in an IS 

inside a banking sector, and the need to deal with them is a 

vexing challenge for all statisticians and data mining 

modelers. One of the major contributions of CART was to 

include a fully automated and effective mechanism for 

handling missing values. CART Models, as were presented 

here, are more suitable for handling missing values than 

imputation through random sampling. The reliability of the 

CART model was evaluated using standard statistical 

methodology. We find these statistical tools useful to do so. 

As a consequence we recommend them.  
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After an adequate imputation process is done, we can use 

both standard statistical modeling and data mining to explore 

the association between different variables and the malware 

levels in an IS. It is important to highlight that we used real 

data to perform all the analysis. These results may affect the 

malware scanning policy in a bank. 

Currently, data mining efficiently integrate large amounts 
of data stored in repositories and allows us to discover 
meaningful new correlations, patterns and trends by using 

pattern recognition. This is a competitive research advantage 

for business companies. The statistical and mathematical 

techniques are essential to data mining for built and check 

models, it means, statistical tests give more confidence on 

the results from data mining models. Thus in our case, we 

evaluated the quality of CART model for handling missing 

values with different nonparametric statistical tests. The 

observed results favored this statistical strategy. 

Future directions of this work include performing 

additional statistics analysis such as recurrence analysis and 

formulation of survival models through Cox-Models. This 

also will allow identifying significant variables to optimize 

the malware scanning policy in an IS as well as measure its 

effect size.  
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Abstract- Quality of data residing in a database gets 
degraded and leads to misinterpretation due to a multitude of 
factors. In some cases this results in duplicate records that 
needs to be merged into a single entity. In doing so, one 
aspect requirring attention is the way in which string 
attributes are to be compared. Even though there are different 
methods in the literature that address the issue of 
approximate string matching, they all fall short in terms of 
accuracy when encountered with words from the Sinhalese 
language written in English. In this paper, it is intended to 
propose the development of an improved phonetic matching 
algorithm, which improved the accuracy of approximate 
string matching remarkably. This algorithm outperforms the 
phonetic matching algorithms available in the literature when 
applied on datasets containing Sinhalese names and words 
written in English. In addition, it demonstrates a 
computational time comparable with phonetic matching 
algorithms available in the literature.  

Keywords- Record Linkage, Phonetic Matching, Data 
Mining, Algorithm Design and Development, Clustering 

1. Introduction 
 Quality of data residing in a database gets degraded and 
leads to misinterpretation of information due to a multitude of 
factors. Such factors vary from poor database design (update 
anomalies due to lack of normalization), lack of standards for 
recording database fields (person name and address) to typing 
mistakes (lexicographical errors, character transpositions). 
Data of such poor quality could result in many damages being 
caused, for example in a business application, sending wrong 
products and invoices to the same customer, sending products 
or bills to wrong addresses, inability to locate customers, etc. 
In such a case it is important to identify duplicates and merge 
them into a single entity, i.e. identify whether two entities are 
approximately the same. In the scientific community this 
process is known as record linkage [12]. 
 A more formal definition of record linkage can be given as 
the task of identifying records corresponding to the same 
entity from one or more data sources. Real world entities of 
interest include individuals, families, organizations, 
geographic regions, etc while applications of record linkage 
are in areas such as marketing, customer relationship 
management (CRM), law enforcement, fraud detection, 
epidemiological studies and government administration [13]. 
 Methods used to tackle record linkage problems fall into two 
broad categories: One commonly used method is deterministic 
models in which sets of often very complex rules or 

production systems are used to classify pairs of records as 
links (i.e. relating to the same entity). The other is the 
probabilistic model in which statistical or probabilistic 
methods are used to classify record pairs. In recent years, 
rapid developments of computational statistics have enabled 
researchers to move from classical probabilistic methods to 
newer and advanced approaches using maximum entropy, 
machine-learning techniques such as Artificial Neural 
Networks (ANN) and Phonetic matching [13]. Moreover, 
recent developments in the science of record linkage 
emphasize on approximate string matching more than any 
other aspect [3], [15].  

The rationale behind focusing attention on approximate 
string matching is mainly driven by the fact that information 
about real world entities is most often represented as a 
collection of string attributes. The enabling technology that 
breathes life into duplicate identification of string attributes is 
phonetic matching. In order to perform this matching 
operation, there are different phonetic matching algorithms 
available in the literature. They provide a simple and time-
tested mechanism for phonetic string matching. Although the 
simplicity of the design and implementation encourage such 
an approach in order to develop record linkage applications, 
limitations of the same are quite significant. The most 
highlighted drawback of phonetic matching algorithms 
available in the literature is its limited scope and low accuracy 
when encountered with words from the Sinhalese language 
written in English. This is probably due to the fact that 
phonetic matching algorithms such as Soundex, NYSIIS and 
Metaphone are developed for English words and it has 
language components, for example arrangement of vowels 
and consonants different from Sinhalese language. Therefore, 
the requirement arises for a modified version of phonetic 
matching algorithms to suit Sinhalese words and names. The 
intension of this paper is to present the development of an 
improved version of Soundex algorithm to suit Sinhalese 
names and words. 

We begin by briefly describing the problem domain and the 
necessary background on phonetic matching algorithms. Then 
we describe the proposed algorithm followed by the 
experimental setup and the results. Finally, we bring into 
focus a real world application where the improved algorithm 
can be directly applied in order to increase performance and 
accuracy. 

2. Problem Domain 
In many matching situations, it is not possible to compare 

two strings exactly (character-by-character) because of 
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 Retain the first letter of the string 
 Remove all occurrences of the following letters, unless it is the 

first letter: a, e, h, i, o, u, w, y 
 Assign numbers to the remaining letters (after the first) as follows: 

o b, f, p, v = 1 
o c, g, j, k, q, s, x, z = 2 
o d, t = 3 
o l = 4 
o m, n = 5 
o r = 6 

 Remove all pairs of digits which occur beside each other from the 
string that resulted after the previous step 

 Return the first four characters, right-padding with zeroes if there 
are fewer than four 

typographical errors. Dealing with typographical errors via 
approximate string comparison has been a major research area 
in computer science [1]. In record linkage, one needs to have a 
function that represents approximate agreement, with 
agreement being represented by 1 and degrees of partial 
agreement being represented by numbers between 0 and 1[2]. 
Having such methods is crucial for correct and accurate 
matching. For instance, in a major census application for 
measuring undercount, more than 25% of matches would not 
have been found via exact character-by-character matching 
[3]. Therefore, a mechanism to perform approximate string 
matching for datasets with typographical errors is essential in 
order to achieve high accuracy. The domain of the problem at 
hand primarily falls under the disciplines of phonetic 
matching, approximate string comparisons and algorithm 
development. However, implementing the solution requires 
in-depth study into several other domains of science and 
technology such as text retrieval, information retrieval, 
phonemes, etc. 

Phonetic matching is used to evaluate the similarity of 
pronunciation of pairs of strings, independent of the characters 
used in their spelling. Queries to sets of strings, in particular 
databases of names, are often resolved by phonetic matching 
techniques. For example, when querying a lexicon, only the 
sound of a string may be known, and in addition, collections 
of names or words frequently contain spelling, typographical, 
and homonymic errors making it difficult, if not impossible, 
to perform one-to-one matching of strings. Thus, the 
requirement arises for a practical phonetic matching 
technique. Not only must the algorithm provide reliable 
judgment of similarity, but must also permit rapid evaluation 
of queries on a large data set: for example, lexicons of text 
databases can have vocabularies in excess of one million 
words [7].  
 In the literature there are several algorithms for phonetic 
matching, such as Soundex [6] and the more recent Phonix [4, 
5]. These algorithms, which are based on the assumption that 
the alphabet can be partitioned into sets of sound alike 
characters are cheap to evaluate but do not perform well when 
encountered with words from the Sinhalese language. In 
general, the sound of a word can be described by a sequence 
of phonemes, which are the basic sounds available for 
vocalization [7]. A string of phonemes is the pronunciation of 
the word it represents, or for brevity, it represents sound, as 
distinct from the word's spelling, or string of letters. The set 
of phonemes is an international, language-independent 
standard [8]. A precise phonetic matching algorithm would 
regard two strings as identical if their sounds were identical, 
regardless of their actual spelling. It would recognize the 
similarity of kw and qu and of x and ecks. However, for 
Sinhalese, and indeed for most languages, phonemes 
correspond to neither individual letters nor syllables. In 
general it is not possible therefore, to partition a string or a 
sequence of letters into substrings that correspond to 
phonemes; nor is there any possibility of denoting phonemes 
in terms of sequences of individual letters [14]. In light of the 
above facts, it is not surprising that phonetic matching 
algorithms available in the literature do not perform well 

against Sinhalese words and names. Individual letters of 
Sinhalese words represented in English do not represent 
phonemes and many letters have very different sounds in 
different contexts [14]. Our aim in this research is to discover 
whether a modified approach to phonetic matching using 
Soundex might yield better performance, whether phonetic 
matching together with other algorithms and resources could 
produce accurate and better results. 

3. Phonetic Matching Algorithms  
 Phonetic matching algorithms focus on the pronunciation 
of the words instead of the spellings to identify matches. 
Under phonetic matching, the most profound and time-tested 
algorithms are Soundex, NYSIIS and Phonix algorithms. A 
brief description of Soudex will be provided in the following 
section. 

3.1 Soundex Algorithm 
 Soundex is a phonetic algorithm for indexing names by 
sound as pronounced in English. The goal is for names with 
the same pronunciation to be encoded to the same 
representation so that they can be matched despite minor 
differences in spelling [6]. Improvements to Soundex are the 
basis for many modern phonetic algorithms [9]. The Soundex 
code for a name consists of a letter followed by three 
numbers: the letter is the first letter of the name, and the 
numbers encode the remaining consonants. Similar sounding 
consonants share the same number, for example, B, F, P and 
V are all encoded as 1.	 Figure 1 illustrates the Soundex 
algorithm with respect to the different steps it contains. 

4. SPARCL: The Proposed Algorithm 

As described earlier in the paper the original Soundex 
algorithm does not perform well when encountered with 
words and names from Sinhalese language. This is due to the 
fact that Soundex, Metaphone and other algorithms were 
originally designed for words from English language and in 
addition, Individual letters of Sinhalese words represented in 
English do not represent phonemes and many letters have very 
different sounds in different contexts. Therefore, the rationale 
behind the development of the proposed algorithm is to make 

Figure 1: Soundex Algorithm  
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 Retain the first letter of the string 
 Remove all occurrences of the following letters, unless it is the 

first letter: a, e, h, i, o, u, w, y 
 Assign numbers to the remaining letters (after the first) as 

follows: 
o b, f, p, v = 1 
o c, g, j, k, z = 2 
o d -> j   if in -dge-, -dgy- or -dgi- 
o q -> k 
o s -> x   (sh) if before "h" or in -sio- or -sia- 
o s   otherwise 
o s -> x 
o t -> x   (sh) if -tia- or -tio- 
o t -> o   (th) if before "h" 
o t -> t    otherwise 
o l = 4 
o m, n = 5 
o r = 6 
o x -> ks 
o z -> s 

 Remove all pairs of digits which occur beside each other from 
the string that resulted after the previous step 

 Return the first four characters, right-padding with zeroes if there 
are fewer than four 

use of the concept of phonemes and consonants from 
Sinhalese language to increase the accuracy of Soundex for 
matching Sinhalese names and words represented in English. 
In doing this, the Soundex algorithm given in Figure 1 had to 
be modified to represent consonants and phonemes from 
Sinhalese language. The name SPARCL stands for Sinhalese 
Phonetic Algorithm for Record Clustering and Linkage. 
Figure 2 illustrates the modified version of the Soundex 
algorithm. In addition, the modified algorithm was combined 
with a string similarity measure that takes into account the 
primitive number of operations that is required to transform 
one string to another. This addition, surprisingly, increased the 
accuracy of the algorithm significantly. 

The new addition was facilitated by the Levenstein distance 
algorithm [9], which compares strings according to spelling 
alone with no reference to phonetic relationships [10].  
 One important finding is that distance measures on its own 
perform better than the original Soundex algorithm when 
applied on Sinhalese names and words. Despite the accuracy 
gain, distance measures alone are, however, unable to identify 
strings with similar sound yet dissimilar spelling such as file 
and phial or “Nihal” and “Neil”. It is the existence of such 
pairs that motivates the need for a combination of distance 
measures and a good phonetic matching algorithm. 

One way to implement distance algorithms is to measure 
the closeness in terms of the number of primitive operations 
necessary to convert the string into an exact match. To be 
more precise, let P be a pattern string and T a text string over 
the same alphabet. The Levenstein distance between P and T 
is the smallest number of changes sufficient to transform a 
substring of T into P, where the changes may be: 

Substitution - two corresponding characters may differ: 
Rathnapure         Rathnapura. 
Insertion - we may add a character to T that is in P:  
Ratnapura           Rathnapura. 
Deletion - we may delete from T a character that is not in P: 
Ratthnapura          Rathnapura. 

The algorithm is implemented using a dynamic 
programming approach that calculates the number of edits D 
between every possible left-sided substring of each of the two 
words a and b. D(ai, bj), for example, is the edit distance 
between the first i letters of the word a and the first j letters of 
the word b. The dynamic programming calculation is 
recursive, where CI, CM, and CD, are the costs of insertion, 
substitution, and deletion respectively. In the simplest case, 
the costs of insertion, deletion, and substitution are all unit 
costs, and the cost of a match is zero. That is, CI(x) = CD(x) = 
1 for all x and CM(x,y) = 0 if x = y, 1 otherwise. 
 
 
 
 
 
 

Results of the experiments carried out on the combined 
approach will be presented in the next section. It is 

worthwhile discussing even though it has not been 
implemented yet, another possible extension that could 
further improve the accuracy of the proposed algorithm. It is 
clear that there is no exact algorithm for deriving the likely 
sound of a string. However, a statistical approach can be 
adopted to realize this purpose. In the literature there are table 
books that provide phonemes, phoneme strings and spellings 
that include the corresponding sounds, but these sources do 
not provide statistics of the likelihood of correspondence [11].  
An alternative approach is to use a software dictionary that 
provides the spellings and pronunciation of words. The 
sounds or the pronunciation given in the dictionary provides 
an alternative approach to phonetic matching. The purpose of 
phonetic matching can be directly substituted by this method. 
Adopting this approach, together with distance measures can 
provide accuracy comparable to the modified approach.  

5. Implementation 
The implementation of the SPARCL algorithm was carried 

out in C# programming language under Microsoft Visual 
Stdio.NET development environment.  

The code of the algorithm is organized to optimize the 
matching process by avoiding unnecessary execution of 
loops, recursion and redundant comparison of strings. In 
addition, the code conforms to a comprehensive coding 
standard enforcing best practices and avoiding pitfalls. The 
Graphical User Interface (GUI) provides functionality to 
select any word list stored at a particular location. In addition, 
functionality is provided to easily apply the SPARCL 
algorithm on a lexicon and test the accuracy and 
computational time of the process. The outputs provide the 
similar pairs of words and names as identified by the 
algorithm. Furthermore, Soundex algorithm and the 
Levenstein distance algorithm can also be applied on the 
specified lexicon in order to carry out a performance 

Figure 2: Proposed SPARCL Algorithm  

(1) 
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comparison between the three algorithms. Figure 3 illustrates 
the outputs obtained by executing the three algorithms on a 
dataset containing 200 Sinhalese names. Further explanation 
of the outputs will be provided in section 6.  

 

6. Empirical Evaluation 
We now describe our empirical evaluation of the SPARCL 

algorithms’ accuracy and computation time. The datasets that 
have been used for evaluating SPARCL are described below. 

6.1. Datasets 
For measuring the accuracy of the SPARCL algorithm we 

used a dataset containing 200 Sri Lankan surnames. All 
entries were distinct except for 20 similar surnames with 
typographical errors, which were deliberately incorporated 
into the dataset. In addition, a different dataset with 10000 
entries were created to compare the computational time of the 
proposed SPARCL algorithm against the original Soundex 
algorithm. In addition to comparing the improved algorithm 
with the original Soundex algorithm, it was compared with 
the Levenstein distance algorithm.  

6.2. Experimental Setup 
The accuracy of the SPARCL algorithm was compared with 

the original Soundex algorithm as well as the Levenstein 
distance algorithm. This was accomplished using the dataset 
containing 200 Sri Lankan surnames. Each word in the dataset 
was compared with the rest of the words only once and any 
similar pair of words was counted as a match.   

Similarly, for testing the computation time of the SPARCL 
algorithm a dataset of 10000 words was utilized. Each time 
the SPARCL algorithm was executed on a subset of the 
dataset. Similarly, the original Soundex algorithm and the 
Levenstein distance algorithm was executed on the same 
subset and the computation time or the running time of the 
algorithms were measured in milliseconds. The obtained 
results will be discussed in the following sections. 

6.3. Accuracy 
The SPARCL algorithm produced the same set of similar 

word pairs that are actually present in the dataset. As 
described above under section 6.1, we deliberately 
incorporated 20 pairs of similar words with typographical 
mistakes. The SPARCL algorithm exactly produced the same 

20 pairs of words as matches. Original Soundex algorithm on 
the other hand, produced 68 incorrect pairs in addition to 17 
correct pairs. Similarly, the Levenstein algorithm produced 12 
incorrect pairs in addition, to 16 correct pairs.  Therefore, 
SPARCL algorithm demonstrates an accuracy of 100% and an 
error rate of 0%. (We note that this 100% accuracy was 
obtained for a dataset with 200 records). Soundex algorithm 
demonstrates an accuracy of 85%. However, this high 
accuracy rate is highly compromised by the fact that it 
produces another additional 68 incorrect matches. Similarly, 
Levenstein distance algorithm demonstrates an accuracy of 
80% with additional 12 incorrect matches.  It is clear from the 
results that Levenstein algorithm alone performs better than 
the original Soundex algorithm when encountered with 
Sinhalese words. However, SPARCL, which combines a 
modified version of Soundex and Levenstein distance 
algorithms to suit Sinhalese names and words, outperforms 
the other two methods by quite a margin.  

 
6.4. Computational Time 

We measured the computation time for all three algorithms 
separately using a dataset of 10000 names. The algorithms 
were run on Windows XP using a 1.66 GHz Intel Centrino 
Duo machine with 512 MB of RAM. Different subsets of the 
dataset were created ranging from 200 entries to 10000 
entries. For all subsets, computation times were within an 
order of magnitude of each other for all three algorithms. 
Original Soundex algorithm is faster than both the proposed 
algorithm and the Levenstein distance algorithm. However, 
the proposed approach and the original Soundex produced 
comparable results with respect to computational time. Even 
though, Soundex demonstrates a small performance edge over 
the proposed algorithm, it is highly compromised by the huge 
reduction in accuracy when encountered with words from 
Sinhalese language. The computational times for each of the 
subsets are given in Table 1. Figure 4 illustrates a graphical 
representation of the computational times of the three 
algorithms in the same chart. 

One area where duplication is quite evident and record 
linkage proves to be quite useful is with regard to newspaper 
articles. We consider such articles related to human right 
violations. Articles related to the same incident are published 
in various newspapers on different days in various ways. Also 
the same incident is reported and discussed in the same 
newspaper continuously for several days. This leads to the 
problem of duplication which can in turn lead to other large 
scale problems at the national and international level. This 
type of duplication can reveal an incorrect image about the 
country’s situation to local as well as international 
communities.  

Such duplication can lead to an over estimation of the 
violations taken place in a country and could be even more 
severe when there are ethnic issues or a civil war going on in a 
country like Sri Lanka. Record linkage can help alleviate 
these problems to a great extent. A dataset of human right 
violations would generally consist of attributes such as victim 
name, location, incident type, perpetrator, etc. These attributes 
are often represented as character strings. In order to perform 

Figure 3: Outputs Obtained by the Algorithms  

SPARCL 

SPARCL 
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record linkage on these attributes we can make use of 
phonetic matching. Since these attributes contain names and 
words from Sinhalese language, the original Soundex 
algorithm as mentioned earlier is unable to provide the 
required level of accuracy.  

However, according to results given in section 6, the 
proposed SPARCL algorithm can provide the required 
foundation to achieve high level of accuracy. In addition, the 
use of SPARCL algorithm for this purpose will not result in a 
huge performance loss due to the fact that it demonstrates a 
comparable computation time with the original Soundex 
algorithm. 

Apart from the aforementioned purpose, the SPARCL 
algorithm can also be used in the development of a generic 
framework for record classification and linkage. The 
SPARCL algorithm will lie in the center of the framework 
providing the backbone for duplicate identification of string 
attributes. In addition, the framework can provide additional 
functionality such as clustering, blocking, weighting 
attributes, selection of blocking variables, prediction of 
missing attribute values, etc required by a general record 
linkage program. The development of the framework is under 
working progress. 

7. Conclusion   
This paper proposes a modified phonetic matching 

algorithm as an alternative to both Soundex algorithm and the 
Levenstein distance algorithm for comparing names and 
words from Sinhalese language written in English. 
Experiments show that SPARCL produce better results in 
terms of accuracy than the other two approaches. In terms of 
performance, both SPARCL algorithm and Soundex 
algorithm show similar computational times on a number of 
datasets. However, Levenstein distance algorithm shows very 
low performance relative to the other two approaches. 

 Directions for future research include refining the 
algorithm to make use of the pronunciations provided in an 
online or offline dictionary to perform phonetic matching. In 
addition, the proposed SPARCL algorithm can be applied to a 
myriad of real world problems including the development of a 
framework for record classification and linkage. 
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Computational time in milliseconds 
Number of 

Words SPARCL 
algorithm 

Original 
Soundex 

algorithm 

Levenstein 
distance 

algorithm 
200 105.8 94.6 127.8 
500 613.3 587.1 807.1 
1000 2506.8 2371.5 3241 
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Abstract— Different models that rely on financial technical 

indicators to predict stock movements have been suggested 

by researchers. These models, however, ignore the 

importance of selecting the proper time windows to be used 

by these indicators. In this work, we choose the time 

windows used in these indicators by maximizing the Fisher 

Discriminant Ratio (FDR). Fifteen commonly used 

indicators are then employed as inputs to a Naïve Bays (NB) 

classifier that is trained to predict the stock movement 

directions of ten companies for the period from 1/1/2000 to 

1/2/2012. The accuracy of the NB classifier has improved by 

around 20% using our suggested time windows compared to 

the default values that are used in practice. 

Keywords: Technical Indicators, Fisher Ratio, Stocks  

 

1. INTRODUCTION 

HE use of technical indicators to predict stock 

movements has been addressed by many researchers and 

applied by practitioners. Researchers use these indicators 

along with other data mining tools to predict the direction of 

stocks’ movements or their indices [1]. Based on 

information offered by these indicators, practitioners 

develop trading rules that tell them whether to hold, sell, or 

buy the stocks [2]-[4].  

 Using these indictors to predict the stock movement for 

next day would mean relying on information obtained from 

previous trading days. Some of these indicators would 

depend on one day earlier; others, however, would depend 

on the previous 1n days. Recommendations are usually 

given regarding the number of days, time windows, to 

consider for calculating these indicators. For example, the 

financial tool box in Matlab, http://www.mathworks.com, 

recommends using 10 periods to calculate Chaiken Volatility 

and 12 periods to estimate momentum [5].  

  The accuracy of any classifier that uses these indicators 

would largely depend on the quality of information provided 

by them. For this purpose, fine-tuning these indicators is 

important, which is the theme of this paper.  

 To tune these indicators, we try to maximize the Fisher 

Discriminant Ratio [6] (FDR), where the decision variable 

considered is the number of time periods needed to calculate 

 
 

the indicators. To check the validity of our hypothesis, we 

built a classification model to predict the stock price 

movements. The rule is a Naïve Bays [7] (NB) algorithm. 

The accuracy of the NB algorithm that uses tuned time 

windows is compared to a similar classifier that uses default 

time windows, as recommended by practitioners. The NB 

classifier attempts to predict the movement direction for 10 

stocks for the period from 1/1/2000 to 30/5/2012. The 

improvement obtained by tuning these indicators was more 

than 30%. 

 The importance of this work stems from the fact that 

tuning technical indicators is ignored in the research 

literature; however, it has a significant impact on any 

predication or classification algorithm. For instance, in [4], 

the time windows used to calculate the technical indicators 

are not mentioned, which makes the reader assume that the 

default values are used. On the other hand, the time windows 

to use are found via a trial-and-error methodology in [8]. 

Additionally, technical indicators to predict stock indices 

and intra-day prices are addressed more commonly in the 

literature than the closing prices of individual stocks. We 

show here how a simple model receiving its input from well-

tuned indicators can have high predictability over a number 

of stocks.   

 

2. Technical Indicators 

Numerous technical indicators have been suggested in 

past decades; however, not all of them gained the same 

reputation as being good measuring sticks for stocks’ 

behaviors. In this work, we only select indicators that are 

parametric: controlled by a time window parameter. We 

used the indicators coded in Matlab, 

http://www.mathworks.com, in addition to a number of other 

indicators cited in the research papers [1, 4, 8]. Table 1 lists 

these indicators, where Column One shows their abbreviated 

names, followed by their names and their respective 

formulas.   

 
TABLE 1 

Financial Technical Indicators 

Symbol Name Formula 

The Importance of Tuning Financial Technical Indicators to Predict 

Stock Movements 

Maysa Ammouri
1
 and Sameh Al-Shihabi

2
 

1
Industrial Engineering Department, German-Jordan University, Amman, Jordan 

2
 Industrial Engineering Department, University of Jordan, Amman, Jordan 
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where tC , tL and tH  represent the closing price, lowest price 

and highest price in day t , respectively. On the other hand,

tUp  represents the upward closing price change in day t , 

while tDw  is the downward closing price change. The 

)( nMFve is the summation of MF  the past n days when

01  tt TPTP , while )( nMFve  is the opposite. 

 As noticed from the formulas above, parameter n controls 

the value of all the financial indicators; except for MACD 

since three parameters are needed.  

 

3. Fisher discriminant ratio 

  The Fisher Discriminant Ratio [6] assumes that data 

points belong to two different classes. It tries to find a plane 

such that projecting the data points on this plane maximizes 

the accuracy of classification. This plane maximizes the 

distance between the centers of the two projected clusters, 

intra-distance, while minimizing the distances between the 

points belonging to the same class, inter-distance.    

This ratio is given by 
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where:  

)(wJ : is the Fisher Discriminant Ratio. 

:w  is the projection plane. 

c
~ : is the mean value of the projected points belonging to 

cluster c=1, 2.  

cS
~

: is the variance of projected points belonging to class 

c=1, 2. 

 The plane w is found by maximizing the above value, 

which is given by 
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where the symbols in the equation stand for the original data, 

not their  projections.  

For each financial indicator FI , we try to maximize the 

value of )(wJ corresponding to the indicator FI , denoted by

)(wJ i . In our work, class 1 or 2 refers to the instance 

classification based on the stocks’ direction the next day. 

Using a full enumeration approach, we maximize the value 

of )(wJ i by controlling the time window(s) used by 

indicator i .  

 The optimization equation becomes:  

          FI(n)
n

J  max                (3) 

such that  

 

.        ULnLL            (4) 

 

   

4. Naïve Bayes Classifier 

 

The stock movement prediction problem can be 

considered as a binary classification problem. This is due to 

the fact that when the stock’s price remains the same or 

decreases, then it can have a value of 0, while it will have a 
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value of 1 if the price increases. A Naïve Bays (NB) 

classifier is used in this work due to its simplicity.  

   Assuming that we have two classes, U and D, and one 

feature F, the NB classifier estimates 
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For more than one attribute, this equation becomes 
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As the NB classifier assumes independence among the 

features, this last equation can be calculated using 
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The conditional probabilities }/Pr{ Uf i can be calculated 

for each feature ni ,...2,1 . The instance is classified by 

solving the following optimization model: 
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     (8) 

As the inputs from the technical indicators are continuous 

variables, calculating the conditional probabilities can be 

done by either assuming that the features follow a normal 

distribution function or after binning the features and dealing 

with them as a discrete probability distribution function. The 

former method works as follows: after classifying the 

instances to the corresponding classes, the mean and 

variance of the feature, for each class, is calculated. The 

probability that feature if  has value Y is calculated.  

 Given its name, in the binning method, the features are 

binned after classification, and the conditional probabilities 

of having a certain class in any bin are estimated. In this 

work, the binning scheme is adopted to calculate the 

conditional probabilities.   

 

5. Experimental study 

 

The first step conducted in the experimental part of this 

work is tuning the technical indicators, as explained earlier. 

The study shows that the different stocks would require 

different time windows for the same indicator. These 

indicators are used with the Naïve Bays classifier to predict 

stock movements. The indicators would use the default 

values in one experiment and the tuned values in the other. 

The difference in performance is then summarized.   

 

The stocks chosen for this study were taken from five 

different industries, namely, basic materials, conglomerates, 

consumer goods, financial, and industrial goods. Table 2 

shows these stocks, where the second column shows the 

company name, followed by its industry, and the first 

column represents the symbol used in the stock market, or 

the ticker name.   

 

 

 
TABLE 2 

STUDIED STOCKS 

Symbol Name Industry 

DOW Dow Chemicals Basic Materials 

RTK Rentech Inc.  Basic Materials 

DHR Danaher Corp.  Conglomerates 
MMM 3M  Conglomerates 

PEP Pepsi Co.  Consumer Goods 

PHG Philips Electronics Consumer Goods 
C Citigroup Financial 

JPM JP Morgan Financial 

GE General Electronics Industrial Goods 
CAT Caterpillar Inc.   Industrial Goods 

 

5.1. Parameters Tuning 

In this experiment, we maximize the value of the FDR 

using full enumeration. For each indicator, time windows 

ranging from 2 days to 30 days were tested. Table 3 

summarizes the results obtained. It is interesting to note 

that for some indicators, the optimum values covered the 

entire range. The SMA, EMA, CV, HH, LL, MFI, and 

VOLROC indicators show that the time windows used 

need to be greater than the ones known for investors. The 

rest of the indicators show that it needs to be as small as 

possible. For the different companies, different optimum 

time windows were calculated for the same technical 

indicator. 

 
TABLE 3 

Comparison Between Default and Tuned Time Windows 

Symbol Default                 Average                 Range 

SMA  10  17.1 2-30 

EMA 10 16.4 2-30 

CV 10 12.9 10-30 

HH 14 15.4 6-30 

LL 14 24.1 2-30 

WILL%R 14 3.8 2-9 

MFI 14 8.5 4-25 

VOLROC 12 5 0-16 

MOM 12 2 2 

ROC 12 2 2 

RSI 14 7.3 2-29 

%K 10 3.7 2-12 

%D 3 2 2 

S%D 3 2 2 

MACD (12,26,9) (2,3,2.5) (2,3,2-3) 
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5.2 Classification Experiment 

Using WEKA software, 

http://www.cs.waikato.ac.nz/ml/weka/ 

, an NB classifier is built using the twelve above 

mentioned indicators as inputs.  As stated earlier, we 

binned the values obtained by each indicator in 10 bins. 

The experiment conducted divided the data into training 

data and testing data. One third of the data is used to train 

the NB, while the other two thirds are used to test the 

model and to report the results.   

In the first experiment, the default time windows were 

used. This experiment was repeated with the time windows 

selected in the first experiment. 

The following table shows the difference in classification 

accuracies between the two experiments. 

 
TABLE 4 

Naïve Bays Classification Accuracy Using the Default Time 

Windows and the Tuned Ones 

Symbol Default Tuned                                          Difference                                        

DOW 61.42 85.31 23.88 

RTK 63.81 96.70 32.89 

DHR 65.05 84.26 22.21 

MMM 60.01 81.16 21.12 

PEP 60.36 85.73 25.37 

PHG 61.69 86.28 24.59 

C 60.84 89.06 28.22 

JPM 59.84 83.40 23.56 

GE 61.04 81.05 20.01 

CAT 59.68 83.26 23.58 

 

 

As seen from Table 4, the accuracy of the Naïve classifier 

has dramatically improved after tuning the financial 

indicators.  

 

6. Conclusion and Future Research 

This work shows the impact of tuning the technical 

indicators on the accuracy of a simple classifier algorithm. 

Before using complicated and hybrid classifiers, 

researchers should tune the indicators when using them.  

More investigation is needed to support the hypothesis 

presented in this work. Currently, the impact of tuning 

these indicators on the accuracy of predicting stock 

indices is under investigation. The impact of the tuning 

these indicators on other simple classifiers is being 

investigated as well.     
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Abstract— Self-Organizing Maps (SOMs) are often 

visualized by applying Ultsch’s Unified Distance Matrix (U-

Matrix) and labeling the cells of the 2-D grid with training 

data observations. This does not provide two key pieces of 

information when considering real world data: (a) While 

the U-Matrix indicates the location of possible clusters on 

the map, it typically does not accurately convey the size of 

the underlying data population. (b) When mapping data 

onto the the SOM, multiple observations often are mapped 

onto a single cell of the grid. We address these 

shortcomings with two complementary visualizations. First, 

we increase or decrease the 2-D size of each cell according 

to the number of data elements it contains. Second, we 

determine the within-cell location of each mapped training 

observation according to its similarity in n-dimensional 

feature space to each of the immediate neighbor nodes that 

surround it on the 2-D SOM grid. When multiple 

observations are mapped to a single cell then the plot 

locations will convey a sense of the data distribution within 

that cell. These techniques lend themselves to additional 

applications and uses which we demonstrate. 

 

Keywords- Self organizing feature maps; Data 

visualization; Data mining; cartogram 

1.  Introduction 

Kohonen’s self-organizing maps (SOM) [1] employ an 
artificial neural network to reduce the dimensionality of an 


n dataset while preserving the topology of its data 

relationships. The SOM network is typically constructed and 
visualized as a regular two-dimensional grid of cells, each 
representing a single node. Thus, each node has both a 

feature-space 
n
 value and a 2-D (x,y) position visualized as 

a cell in the SOM grid. (When we speak of the neighbors of 
a node, we mean those nodes whose 2-D grid positions are 
adjacent to that of the indicated node.) 

During training, adjustments to each node’s n-
dimensional values are also partially applied to nodes found 
within a time step sensitive radius of its 2-D grid position. 
Thus, changes in feature-space values are smoothed, forming 
clusters of similar values within the local neighborhoods on 
the 2-D grid. 

Clustering is often indicated by shading each cell to 
indicate the average distance in feature-space of the node to 

its 2-D grid neighbors; this is the Unified Distance Matrix 
(U-Matrix) [2]. To map training data to this grid, the node 
nearest in feature-space to a training observation is 
identified. This is the “best-match” node for that observation 
and the observation is plotted in the grid cell of that node [3].  
This is done for all training instances. Often, multiple 
observations map to the same cell in the grid. 

This standard visualization of the SOM is a powerful tool 
for gaining understanding of the overall structure of a 
dataset, but it can obscure important information about 
individual data. It does not reliably show the size of the 
underlying data population within the clusters. The 
straightforward labeling of cells with their data does not 
provide any insight into the feature-space distribution of the 
data within that cell.  

To remedy the cluster size representation problem, we 
expand and contract the 2-D SOM grid cells in proportion to 
the number of data points plotted in each. This shows 
clusters in proportion to their population and it also opens up 
space within the more populous cells for plotting the data 
more informatively. The resulting plot is called a cartogram 
and is a technique borrowed from geography [4]. To 
visualize the data distribution within each cell, we show the 
feature-space separation between each observation and its 
corresponding node on the grid. Data points that are most 
similar to the node (in feature space) appear at or near the 
center of the 2-D grid cell. Data points that are less similar to 
the node are moved toward the grid neighbors, which they 
are most similar to in feature space. The spread of the data 
around the center of the cell also indicates the quantization 
error.  The quantization error is a measure of “goodness of 
fit” and is defined as the feature space distance between a 
training data point and its best matching node on the map [1]. 

A comparison of the standard visualization and our 
enhancements is shown in Figure 1. In Figure 1(a) we show 
a standard U-Matrix visualization of the familiar iris data set 
[5][6] and in Figure 1(b) we show our enhanced visualization 
of the same SOM using the cartogram and the visualization 
of the quantization error.  It is easy to see that the maps have 
three main clusters.  In the map in Figure 1(b) the size of the 
cells have been resized in the proportion of data points 
mapped to the cells.  The data positions within the cells of 
the map in Figure 1(a) are random jitter and therefore contain 
no information.  In our visualization, Figure 1(b) the within 
cell positions are meaningful and are computed from the 
data. 
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Mapping plot

   
                                   (a)                                                                                                      (b) 

Figure 1.  (a) The typical SOM visualization combining U-Matrix shading with randomly assigned data positions within the cell. (b) Our enhancements. 

The SOM has been constructed from the Fisher/Anderson “iris” data set; darker shading indicates cluster boundaries (greater feature-space distance 

between cells). Plot symbols correspond to iris species (class). The linearly separable setosa species is on the right (square symbols). 

2. Cartogram 

A cartogram is a geographical map that has been 
distorted so that the area occupied by each region of the map 
corresponds to the value of some parameter related to that 
region. For example, countries of the world might be shown 
scaled in proportion to their population, per-capita income, 
or any other metric of interest. In our cartogram 
visualization, we have adopted the diffusion method of 
Gastner and Newman [7]. 

The goal of a cartogram is to reshape the features of the 
map so that the average density of the metric of interest – 
e.g., population – is uniform throughout the map. The 
diffusion cartogram achieves this by calculating the density 
gradient at each vertex in the map and moving the vertices 
along the gradient toward the less-dense area. Areas where 
the metric is greater than the average are expanded (and so 
made less dense) and areas where the metric is less than 
average are reduced in size (increasing their density). This 
process repeats until the reshaped map stabilizes: all areas 
are at the average density and so the gradients are zero. (A 
more complete, two-page description of the algorithm in 
pseudo-code is available online as a “Supporting Text” to the 
original paper [8].) 

To construct a cartogram for our visualization, we start 
with the hexagons or rectangles that outline each of the 2-D 
cells of the SOM map. The initial density within these 
polygons is calculated as a function of the number of data 
points mapped to that cell.  

Using the ‘sp’ (Spatial Polygons) package [9][10], we 
transfer our original map of polygons – hexagons or 
rectangles – and their population density values to a fine 
rectangular mesh that can be processed efficiently by the 
‘Rcartogram’ package [11] – an interface to Newman’s 
implementation of the diffusion cartogram algorithm in C 
[12]. The “cart” object returned is used to translate grid 
polygon points to their new positions on the cartogram 
visualization. 

3. Data Mapping Within the Cell 

To position the each training observation within the 
cartogram-expanded cell, we begin (as do other 

visualizations) by selecting its best-match node in feature-
space; the observation will appear within that node’s cell.  
Then: 

 a feature-space vector from that best-match node to 
each of its neighbors is calculated,  

 the relative length of the orthogonal projection of the 
training observation along each neighbor vector is 
calculated in feature-space, and 

 a 2-D offset vector is calculated and added to the 
best-match node’s position in the 2-D grid.  
 

The resulting location meaningfully and consistently 
places the observation on the map.  

3.1. Selecting the Best-Match node 

The data point to be plotted (x) is compared to each 
node’s feature-space value (mi) using some metric such as 
the least Euclidian distance [13], 





x mb min
i

x mi ,  or

b  argmin
i

x mi 
 

Node b is the node nearest to the data point in feature 
space: the best-match node.  

3.2. Finding Vectors to Neighbors 

The feature-space vectors to each of the j neighbors (mj') 

are calculated simply by subtracting the 
n
 feature-space 

value of the best-match node, mb, from that of each neighbor 
mj (a linear translation,), 

 mj'= mj–mb (2) 

Likewise, the data point’s translated vector is, 

 x'= x–mb (3) 

Applying the same translation to the best-match node 
itself confirms its role as the origin for the calculations that 
follow (its value is 0 in every coordinate axis), 
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Figure 2.  Orthogonal projection (x'') of a training instance vector (x') onto 

a neighboring node vector (mj'). These calculation is generalizable to the 

n feature space of the SOM [8].  

 0 = mb–mb (4) 

3.3. Orthogonal Projection 

In order to determine how far a data point should shift 
from its best-match node toward each neighbor node, we 
consider its orthogonal projection onto each neighbor vector 
in the n-dimensional feature space of the SOM. The 
translated data point vector (x') can be thought of as the sum 
of two component vectors: one (x'') directly along the vector 
to the neighbor node (mj') and the other at right angles to the 
first. The vector x'' is the orthogonal projection of the data 
point vector onto the neighbor node vector. As shown in 
Figure 2, the orthogonal projection is equal to the product of 

some scalar value j and the translated neighbor vector.   

This j value (proportional projection toward the 
neighbor) is found using the dot product (inner product) of 
vectors [14], 





 j 
x  m j

m j  m j

 

If the data point is on the “other side” of the origin 

(headed away from a neighbor), the value of j will be 

negative. Neighbors with positive  values will “pull” the 
data point in their direction on the grid while neighbors with 

negative  “push” the data point away. 

3.4. Calculate and scale the 2-D Offset 

Again taking the center of best-match node b as the 
origin (this time in 2-D grid space: gb), the translated grid 
coordinates of each neighbor gj are multiplied by the 

proportional length j and added together to form a raw 2-D 
offset vector r, 





r   j g j  gb 
j neighbors 

  

Typically, several neighbors contribute to this raw offset, 
exaggerating the data point’s distance from its best-match 
node. For example, if the neighbor to the left has a positive 

, pulling the data point to the left, the neighbor to the right 

might very well have a negative  and push the data point 
even further to the left. Diagonal neighbors can push or pull 
along both axes.  

If the raw offset is used, the data point will frequently 
appear outside the area of its best-match node’s cell; this 
incorrectly suggests that some other node is nearest. We have 
found that the simplest satisfactory scaling function is to 
divide the raw offset by the number of neighbors 
surrounding the best-match node, 

 s = r ÷ ||{neighbors}|| (7) 

There is an aesthetic and practical tension between 
ensuring that data points are displayed within the area of 
their best-match nodes while not limiting offsets to a range 
too small to be perceptible. Alternate approaches to scaling 
are possible and continue to be explored but this simple 
scaling scheme described here seems to work appropriately.  

Finally, the scaled offset s is added to the 2-D 
coordinates of the best-match node (gb), giving the plotted 
grid position of the datum, gd , 

 gd = gb + s (8) 

3.5. Visual representation 

An appropriate symbol or label is drawn at the position 
gd calculated in Equation 8. We also add a thin line 
connecting each symbol back to the center of its cell, gb. This 
visually reinforces the interpretation of the plotted position 
as a vector with respect to the best-match node.  

On occasion, the cartogram reshaping of the map can 
produce cell outlines where the true center is not 
immediately obvious. An example may be found in the 
second-to-last cell in the bottom-right corner of our 
cartogram map in Figure 1(b). Despite the distortion of the 
shape of the cell, one can perceive that the data point plotted 
there is at the center because the connecting line has length 
zero and so disappears. 

Intuitively, all data points should appear somewhere 
within the grid cell representing their best-match node. If a 
map has very high quantization errors, data points might be 
pushed into adjacent grid cells. The connecting line makes 
this immediately evident; without it, the data points might be 
seen as belonging to the wrong cells.  

4. Examples 

For our first experiment we selected the very-well-known 
Fisher/Anderson “Iris” data [5][6] to demonstrate this 
visualization. This dataset is included in R’s built-in datasets 
package. Plot symbols are assigned to three iris species: 
square=setosa; circle=versicolor; and triangle=virginica.  

4.1. Cluster Population Size 

Each of the three iris species is observed 50 times. In 
Figure 1, we see that the versicolor species appears in 28 of 
the 98 grid cells, virginica in 30, and setosa in only 23. (19 
cells are empty.) In the cartogram representation of the map 
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Figure 3. Visualization of the quantization error of a poorly 

trained SOM. 

 
Figure 5. This SOM cartogram emphasizes cells in which more than one 

species of iris are mapped. 

 
Figure 6.  Neither the U-Matrix distances (gray levels) nor data density 

(cell size) provide insight into the map of cardiotocography data set. 

the cells have been rescaled according to the number of data 
points mapped to each cell of the SOM. 

4.2. Quality and Quantization Error 

The average distance in the 
n
 feature space between 

each training observation and its best-match node measures 
the overall fit of the map to the data. Maps which minimize 
this average quantization error are to be preferred [13]. In 
Figure 3, we have deliberately created a poor quality SOM 
with high quantization error by limiting the number of 
training iterations. Despite this, the standard U-Matrix 
visualization is almost indistinguishable from the map in 
Figure 1(a). One subtle indication is that there are more 
empty cells, but that is not very informative. Our 
visualization in Figure 3 clearly shows the high quantization 
error with numerous data pushed to and over the edges of 
their respective cells.  In order to emphasize the quantization 
error we did not apply the cartogram cell expansions in this  
particular visualization. 

5. Cartogram Variations 

In Figure 1(b), the cartogram scaling parameter is the 
number of data points mapped to a cell – the data density of 
the map. It is possible to use other metrics such as the U-
Matrix distance or the number of classes found within a cell 
as scaling parameters for cartogram visualizations. 

In Figure 4, we used the as the U-Matrix distances as a 
scaling parameter: areas where the U-Matrix distances are 
low – i.e., areas within clusters [2] – are expanded, area 
where the U-Matrix distances are high are contracted. This 

produces an effect similar a contour map or wireframe model 
where the clusters appear to form “hills” separated by 
“valleys.”  While the standard U-Matrix shading is still 
shown for reference, it is redundant and could be replaced 
with some other shading such as a color code for class. 

The cartogram technique can also be utilized to draw 
attention to areas of interest, treating the plot as a sort of 3-
dimensional pliable surface [15] and pulling the areas of 
interest “toward” the viewer. The iris data includes three 
classes (species): one is easily separated, but the other two 
overlap. In Figure 5, the SOM cells showing this overlap are 
expanded and so drawn to our attention.  

6. Additional Experiments 

The iris data set is useful for initial exploration of new 
techniques, but with only 150 observations and 4 attributes, 
it is not a good representative of the very large, very-high-
dimensional data sets often encountered in real-world 
settings. The UCI Machine Learning Repository [16] 
provides a variety of more extensive data sets. 

We selected the Cardiotocography [17] data set for 
further experimentation. A cardiotocogram is a recording of 
both uterine contractions and fetal heartbeat [18] used in 
obstetrics. This data set contains results of 2126 
examinations each with 21 measured real- or integer-valued 
attributes plus two additional classification attributes 
assigned by the consensus of three expert obstetricians. One 
classification attribute indicates one of ten classes of events 

 
Figure 4. A visualization based on the unified node distance as the 

cartogram parameter. 
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Figure 7.  SOM of the cardiotocography data set using the expert assessment of risk as cell size. Numbers are expert-assigned class labels. 

being observed such as “calm sleep” or “decelerative 
pattern.” The second classification attribute is a risk 
measure: “normal,” “suspect,” or “pathologic.” 

After normalizing the 26 measured attributes with R's 
scale function, we constructed a 40×20 rectangular SOM. 
The expert interpretations (risk and category) were not used 
to train the SOM. Neither the U-Matrix visualization nor the 
data density based cartogram of this SOM showed any clear 
pattern of clustering (Figure 6).  There were two pockets of 
higher U-Matrix distances but no clear divisions between 
regions. A data density cartogram expansion was not very 
helpful because the training data are evenly distributed 
through the map, with cell densities ranging from 0 to 10 
with a mean around 2.6 and standard deviation about 1.8. 

We obtained a much more interesting plot when we used 
the cartogram expansion to show the average risk 
classification (1=normal; 2=suspect; 3=pathologic) of the 
examination observations mapping to a given cell (Figure 7). 
This risk assessment was not used to train the SOM, but it 
seems to correspond to a particular region in the data-space 
which maps to the lower-left corner of the SOM. The 
cartogram expansion of that high-risk area gives us more 
room to see data markers (omitted in Figure 6); the high-risk 
region is dominated by the codes “largely decelerative” 
(code 8) and “decelerative” (code 7) of the fetal state classes. 
As with the risk assessment, the state codes were not used to 
train the SOM. 

Simple color coding would, of course, be able to show 
the high-risk region, but it would hide the U-Matrix and 
would not facilitate the closer examination of the data 
allowed by the cartogram expansion. 

7. Related Work 

Vesanto [19] demonstrated two methods for showing the 
quantization error in a SOM. In one, the SOM map is tilted 
back into a 3-D perspective and bars corresponding to the 

quantization error project upward. For the second, a circle 
whose area corresponds to the quantization error surrounds 
the grid cell. These approaches seem to be appropriate when 
only a few cells are of interest. They do not lend themselves 
to seeing the quantization error for the entire map: the bars 
and circles would obscure each other. Some existing 
packages will shade the grid cells according to the 
quantization error (for example, the “quality” map of the 
‘kohnen’ package [20]), but this prevents using shading to 
show the U-Matrix feature-space distances between cells. 

Vesanto [19] also offers methods to visualize the number 
of data within a cell, potentially helping to understand the 
size of a cluster. In one, the cell is progressively filled from 
the center, such that the area of the shape in the center of the 
cell corresponds to the number of data. The second projects 
bars upward, making a sort of 3-D histogram. The third 
“scatters” the data (much like the visualization shown in 
Figure 1(a)), randomly placing one dot per data sample in the 
cell. None of these offer any information about the 
quantization error. 

In the Emergent Self-Organizing Map [21][22], Ultsch 
takes the U*-Matrix – a combination of distance and density 
– as a height value for the grid. This is shown in 2-D as a sort 
of topographic contour map that is also colored as in a 
geographic map (from blue seas to white peaks); the image is 
also rendered in 3-D. Boundaries are shown as “mountain 
ranges” separating the “valleys” of the clusters themselves. 
In our visualization, the cartogram technique, can also 
present a sort of 3-D appearance as seen in Figure 4. The 
reshaped edges of the polygons are strongly reminiscent of 
contour lines on a topographic map. 

We have not found any work using a cartogram to aid in 
the visualization of a SOM, though we did find one paper 
where the SOM helps to construct a cartogram [23]. 
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Figure 8.  User-time to perform calculations for Figure 7. 

8. Implementation in R 

8.1. Existing packages 

Various packages for training self-organizing maps are 
available through the Comprehensive R Archive Network 
(CRAN) [24]. These include ‘class’ [25], ‘RSNNS’ [26], 
‘som’ [27] and ‘kohonen’ [20]. A few other packages offer 
application-specific visualizations of SOM objects.  

Of these, only the ‘kohonen’ package includes a data 
mapping visualization. It positions the plotted locations of 
data points using a randomized normal distribution about the 
center of the cell, as seen in the “standard” visualization 
shown in Figure 1(a).  

8.2. Our implementation 

Our implementation of the cartogram visualization is part 
of a larger package of SOM visualization and manipulation 
methods for the R system [28] currently in development. 
Key features include: 

 an S4 adapter class provides a common interface to 
allow use of SOM objects created by other packages 
such as ‘som’[27] and ‘kohonen’[20] 

 visualizations use the ‘grid’ graphics system [29] to 
facilitate subsequent manipulation and reuse  

 support for both square and hexagonal maps 

 GPL license 
 
The visualization functions include the capability to 

construct and display a variety features, including control of: 

 cell background shading (i.e., to show the U-Matrix, 
quantization error, or some other measure), 

 individual cell borders, 

 the outer borders of contiguous groups of cells (i.e., 
for outlining clusters), 

 the connected components of the map [30] (enhances 
the display of clusters seen with the U-Matrix), 

 data mapping onto the grid and within grid cells, and 

 cartogram expansion of the grid. 
 
We anticipate releasing this software through R-forge 

[31] in mid-2012. 

9. Computational complexity 

In practice, we find that the calculation of the SOM itself 
requires far more effort than calculating the data projection 
within the cell or the cartogram. There are many variations 
on the basic SOM algorithm; an examination of the 
implementation in the kohonen package of R shows it to be 
O(i×d×m×n) where i is the number of iterations over which 
to train the map; d is the number of observations in the 
training set; m is the number of nodes in the map; and n is 
the number of dimensions in the feature space. 

At the conclusion of SOM training, the best-match node 
for each training observation is known and may be saved. 
Otherwise, finding best-match nodes is a O(m×d×n) 
operation as each node in the map must be examined for 
each observation. With this information, to locate a single 

observation within its cell requires a small handful of 

operations in 
n
 space; it need never consider more than 8 

neighbors, so we may say the time required is O(n) for a 
single observation or O(d×n) for a set of data.  

Time required process the cartogram is dominated by a 
Fast Fourier transform: O(c log c) where c is the number of 
intersections in the rectangular mesh upon which the 
cartogram is calculated [7]. We have found that meshes as 
coarse as 128×128 give acceptable results, though we usually 
use 256×256. The runtime of the ‘sp’ package’s “overlay” 
method is a product of the number of points (intersections in 
the cartogram mesh, c) and the number of polygon edges (a 
small multiple of the number of nodes in our map). Thus in 
our use of it,  the complexity of “overlay” is O(c×m). 

To quickly confirm our expectations and experience, we 
used R’s system.time() function to display the user-time 
taken for several of the main computational steps required to 
produce Figure 7. Figure 8 shows how the SOM calculation 
itself (274 seconds) far exceeded the time required for other 
calculations (23.6 seconds). Time to render the illustration 
itself is not included.  

The primary system available for testing and 
development is a commercially-available notebook computer 
running 64-bit R 2.13.0 under Windows 7. This machine's 
CPU (Intel Core i7-2820QM @ 2.30GHz) has four cores, but 
no computation was ever observed to use more than a single 
core. R's memory use peaked under 200MB, a very modest 
footprint. Time tests were repeated at least twice and did not 
vary by more than one percent of the reported value despite 
leaving numerous other applications running on the system. 

10. Conclusion and Future Work 

With this visualization, we have overcome two 
limitations of the standard SOM visualization: (a) data 
population visualization for clusters and (b) visualization of 
the quantization error of a map. Our application of the 
density diffusion cartogram to the U-Matrix scales clusters in 
proportion to their population. Information about the 
quantization error and structure of data points mapped to 
individual cells is revealed by positioning each point 
according to its similarity to neighbors.  

Some further work is warranted to refine the method of 
scaling the 2-D data offsets. Furthermore, support for 
toroidal SOMs (where the edges of the maps are joined) in 
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the data position calculations would extend our cartogram 
technique to a few more applications of the SOM. 

The cartogram’s adaptability to represent any of a variety 
of different aspects of the data is quite intriguing. It nicely 
complements shading/coloring and labeling, adding another 
layer of information to the SOM visualization without 
overwhelming our ability to understand the image. We 
intend to investigate additional ways to use this capability in 
data mining and exploration. 
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Abstract— Self-organizing maps are a type of artificial neu-
ral network extensively used as a data mining and analysis
tool in a broad variety of fields including bioinformat-
ics, financial analysis, signal processing, and experimental
physics. They are attractive because they provide a simple
yet effective algorithm for data clustering and visualization
via unsupervised learning. A fundamental question regarding
self-organizing maps is the question of convergence or how
well the map models the data after training. Here we
introduce a population based convergence criterion: the
neurons of the map represent one population and the training
data represents another population. The map is said to be
converged if the neuron and the training data populations
appear to be drawn from the same probability distribution.
This can easily be tested with standard two-sample tests.
This paper develops the underpinnings of this approach and
then applies this new convergence criterion to real-world
data sets. We demonstrate that our convergence criterion
can be considered an appropriate model selection criterion.

Keywords: self-organizing map, convergence, quantization error,
two-sample test

1. Introduction
Self-organizing maps (SOMs) are a type of artificial neural

network extensively used as a data mining and analysis tool
in a broad variety of fields including bioinformatics, financial
analysis, signal processing, and experimental physics [9].
The straight forward nature of the SOM training algorithm
and the way in which the visualization of a SOM can
be easily and intuitively interpreted make it appealing as
an analysis tool. However, as with any analysis tool, and
especially with competitive learning-based tools, questions
pertaining to the reliability and the convergence of the tool
naturally emerge. Here we view convergence as a measure
of how well a model represents the underlying data space.
In SOMs, convergence, and therefore the quality of the
produced visualization, critically depends on the number
of neurons selected and the number of training iterations
applied to those neurons. If we view SOMs as models of
the training data then any convergence criterion essentially

becomes a model selection criterion allowing us to distin-
guish “good models" from “poor models."

Several measures have been developed in order to analyze
the convergence of a given SOM. One such measure, the
quantization error, is the error function proposed by Kohonen
and is the de facto standard measure of the convergence of
a given SOM [9]. The quantization error of a given training
observation is the smallest distance between that training
observation and any neuron in the SOM. The quantization
error of a training set is typically the mean sum squared
quantization error of all training instances. The goal of
the SOM algorithm then, is to minimize this value during
training. Attempting to minimize the quantization error in a
radical fashion (minimize it to zero, for example) can lead to
overfitted models which may be ineffective at representing
the data at hand because they may end up modelling noise
in the training data which is not characteristic of the general
population from which the training data sample was drawn.
Since one can make the quantization error arbitrarily small
by increasing the complexity of the model by adding neurons
to the map and by increasing the training iterations, it is
clear that the quantization error does not lend itself as a
model selection criterion, since it cannot answer the question
“When is the quantization error good enough?"

Another approach to obtaining measurable convergence
criteria is to modify the SOM training algorithm itself so that
statistical measures or other objective analysis techniques
can be imposed. Bishop’s generative topographic mapping
(GTM) [3] and Verbeek’s generative self-organizing map
(GSOM) [11] seem to fall into this category. The GTM
and GSOM attempt to model the probability density of a
data set using a smaller number of latent variables (i.e.
the dimensionality of the latent space is less than or equal
to that of the data space). A non-linear mapping is then
generated which maps the latent space into the data space.
The parameters of this mapping are learned using using an
expectation-maximization (EM) algorithm. Algorithms such
as the GTM and the GSOM should be viewed as alternates
to the SOM as opposed to modifications of it, even though
they share properties similar to the SOM. Other scholars
have taken an energy function approach, imposing energy
functions on the SOM and then attempting to minimize
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these energy functions [8, 6]. Both of these approaches,
namely altering the algorithm or imposing energy functions
on the SOM, seem to take away from the SOM’s appeal
as a simple, fast algorithm for visualizing high dimensional
data, especially since the alterations tend to be much more
complex than the SOM learning algorithm itself.

Yet another approach is to calculate the significance of
neighborhood stabilities in order to analyze whether or not
data points close together in the input space remain close
when projected onto the SOM. By analyzing many maps
which were trained with bootstrap samples drawn from the
training data, this approach by Cottrell et al [4] provides
a sound set of statistical tools to analyze SOMs while
leaving the original SOM algorithm unchanged. However,
this stability based approach is computationally unwieldy
drastically increasing the amount of time associated with the
analysis of a given data set. The increased time cost is due to
the creation of many maps using bootstrapped samples of the
training data (typically 100-200 maps; Efron recommends
using at least 200 samples when bootstrapping statistics [5])
and the analysis of each pair of training data over each map
after all of the maps have been created.

In this paper, we propose a population based approach for
analyzing SOM convergence. Under some minor simplifying
assumptions, Yin and Allison [12] showed that, in the limit,
the neurons of a SOM will converge on the probability
distribution of the training data. This seems to validate
Kohonen’s claim that a SOM will in effect model the prob-
ability distribution of the training data [9]. Hence, a simple
two-sample test can be performed in order to see if the
SOM has effectively modelled the probability distribution
formed by the training data or not. This population based
approach lends to a fast convergence criterion, based on
standard statistical methods, which does not modify the
original algorithm, hence preserving its appeal as a simple
and fast analysis tool.

The remainder of this paper is structured as follows.
Section 2 describes the basic SOM training algorithm. In
Section 3 we investigate convergence properties of this
algorithm in the limit following [12]. We look at model se-
lection and quantization error in Section 4 and we introduce
our population based convergence criterion in Section 5.
We illustrate our convergence criterion with examples in
Sections 6 and 7. Finally, we state our conclusions and
further work in Section 8.

2. The Basic Algorithm
Here we describe the training algorithm for SOM as

introduced by Kohonen [9] following the notation used
by Yin and Allison [12]. The canonical training algorithm
for SOM uses a set of neurons, Y, usually arranged in
a rectangular grid formation to form topology preserving
discrete mappings of an N -dimensional input space X ⊂
RN . Each element x ∈ X is considered a training instance

and is a vector x = [x1, x2, . . . , xN ]T and each neuron
indexed by c ∈ Y is a vector wc(t) ∈ RN with

wc(t) = [wc,1(t), wc,2(t), . . . , wc,N (t)]T , (1)

where t is a time step index. Each neuron is a weight
vector of the same dimensionality as the input space and
the weights are adjusted at each discrete time step t during
training with t ≥ 0. At each time step t a randomly selected
input vector x(t) ∈ X is chosen and is used to compute a
winning neuron ω(t),

ω(t) = arg min
c∈Y

‖ x(t)−wc(t) ‖ . (2)

Here the winning neuron ω(t) has the smallest Euclidean
distance ‖ x(t) − ω(t) ‖ from the training instance x(t).
Once the winning neuron has been found the weights of the
neurons on the map are updated according to the following
rule,

wc(t+ 1) = wc(t) + α(t)hc,ω(t)(t) [x(t)−wc(t)], (3)

for all c ∈ Y. Here α(t) is the learning rate at time step
t (typically a small constant with 0 < α(t) < 1 for all t
decaying as t grows large) and hc,ω(t)(t) is the neighborhood
function at time step t indexed by c and the winning neuron
ω(t). The neighborhood of a winning neuron, Nω(t)(t), is
defined as a set of neurons in proximity of and centered
around the winning neuron according to the grid formation
of the map. The neighborhood is time step sensitive and
usually starts out as a large set,

Nω(t)(t) ≈ Y, (4)

at t = 0 and shrinks over time,

Nω(t)(t) = {ω(t)}, (5)

with t� 0. With this we define the neighborhood function
as the step function,

hc,ω(t)(t) =

{
1 if c ∈ Nω(t)(t)
0 otherwise (6)

This implies that the neighborhood function controls which
neurons on the map are updated according to the rule in (3)
and which are not. This “focussing” of neuron updating is
crucial in the successful training of SOMs. Training usually
continues for a fixed number of time steps.

3. Probabilistic Convergence
Some observations on the training of a SOM. Training

instances are drawn from the input space X randomly and
independently and are presented to the map; at time step t
we can view the randomly chosen training instances as the
set,

X(t) = {x(i) ∈ X | i = 0, . . . , t}, (7)
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with X(t)
t→∞−→ X. At time step t, each neuron c ∈ Y is

trained with a subset of instances Xc(t) ⊆ X(t) where,⋃
c∈Y

Xc(t) = X(t). (8)

At the beginning of the training process, when the neigh-
borhoods are still large, i.e., Nω(t)(t) ≈ Y, these subsets
are maximally overlapped with each other. As training
progresses and the neighborhoods shrink to a single element,
i.e., Nω(t)(t) = {ω(t)}, these subsets eventually become
mutually separated with,

Xc(t)
⋂

Xc′(t)
t→∞−→ ∅, (9)

for all c, c′ ∈ Y and c 6= c′. Furthermore, as time tends to
infinity we have,

Xc(t)
t→∞−→ Xc, (10)

the final subsets.
Now, let p(x) be the probability density function over the

input space X, then the probability of a training instance
x(t) belonging to a subset Xc(t) is,

P (Xc(t)) =

∫
x∈Xc(t)

p(x)dx, (11)

for all c ∈ Y. As t→∞ this becomes,

P (Xc) =

∫
x∈Xc

p(x)dx. (12)

Yin and Allison [12] have shown under some mild assump-
tions that for a given map, Y, the neurons will converge in
the limit on the centroids mc of the final subsets Xc,

wc(t)
t→∞−→ mc =

1

P (Xc)

∫
x∈Xc

x p(x)dx, (13)

for all c ∈ Y.

4. Model Selection and Quantization Er-
ror

We define the quantization error for a map Y at time step
t as,

EY(t) =
∑
c∈Y

∑
x∈Xc(t)

‖ wc(t)− x ‖2, (14)

and it is easy to see given (13) that the learning algorithm
converges on the minimal quantization error as time tends
to infinity,

EY(t)
t→∞−→ EY =

∑
c∈Y

∑
x∈Xc

‖mc − x ‖2 . (15)

If we view map construction as a model building process
and if we view the quantization error as a model selection
criterion (as suggested in [9]) we run into problems in that
optimality is defined only in the limit. There is no statistical
measure on the quantization error that suggests when a
quantization error is “good enough.” To complicate things

even further, adding neurons to the map and rerunning the
training algorithm will likely reduce the quantization error
because now the algorithm will split the training set into a
larger number of final subsets (one per neuron) with fewer
training instances in them which will give rise to a lowered
quantization error. Again, no statistical measure based on
the quantization error exists that would suggest an optimal
number of nodes.

Given what we have developed so far and assuming that
the topology of the input space X can be projected onto two
dimensions with minimal distortion, then it is possible to
reduce the quantization error to zero by constructing a large
enough map. To see this, let nx be the number of elements
in the input space X and let ny be the number of neurons
in the map Y. First assume that the map only consists of
a single neuron, ny = 1. That means in the limit we have
P (Xc) = P (X) = 1 and therefore the single neuron will
converge on the mean mx of the input space,

wc(t)
t→∞−→ mx =

∫
x∈X

x p(x)dx, (16)

for the only element c ∈ Y. This implies of course a large
quantization error,

EY(t)
t→∞−→ EY =

∑
x∈X

‖mx − x ‖2 . (17)

Now assuming that we have as many neurons in our map
as there are training instances, ny = nx, and making use of
our assumption that the topology of the input space can be
projected onto two dimensions with minimal distortion, then
our final subsets could be singleton sets Xc = {xc} for all
c ∈ Ywhere, ⋃

c∈Y

Xc = X, (18)

and ⋂
c∈Y

Xc = ∅. (19)

In the limit, each neuron of the map will then converge on
the training instance xc in its final subset,

wc(t)
t→∞−→ xc =

1

P ({xc})

∫
{xc}

x p(x)dx, (20)

for all c ∈ Y. It is easy to see that the quantization error
in the limit will be zero in this case. This means that
quantization error as a model selection criterion dictates that
the neurons of the SOM have to model the training data
precisely. But statistical theory tells us that models that fit
their training data precisely are usually overfitted since, by
modeling training data precisely, these models also model
any inherent noise.
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5. Population Based Convergence
As we have seen in the previous section, the quantization

error is not an adequate model selection criterion because
we can make the errors as small as desired by increasing the
complexity of the model. It is required of a model selection
criterion that it allows us to determine when a model is
“good enough” which the quantization error does not allow
us to determine.

However, by slightly shifting perspective, another look
at equation (20) reveals something interesting about SOMs:
given enough neurons the SOM training algorithm attempts
to recreate the training samples. This insight allows us to
formulate a new convergence criterion:

A SOM is converged if its neurons appear to be
drawn from the same distribution as the training
instances.

This formulation naturally leads to a two-sample test [10]
as a convergence criterion. We can view the training data as
one sample from the probability space X having probability
density function p(x) and we can treat the neurons of the
SOM as another sample. We can then test to see whether or
not the two samples appear to be drawn from the same prob-
ability space. If we operate under the simplifying assumption
that each of the N coordinates (or features) of the input
space X ⊂ RN are normally distributed and independent
of the others, we can test each of the features separately.
This assumption lends to a fast algorithm for identifying
SOM convergence which is based on statistically analyzing
similarites between the features as expressed by the training
data and as expressed by the neurons in the SOM. We define
a feature as converged if the variance and the mean of that
feature appear to be drawn from the same distribution for
both the training data and the neurons. If all the features are
converged then we say that the map is converged.

The following is the formula for the (1 − α) ∗ 100%
confidence interval for the ratio of the variances from two
random samples [10],

s21
s22
· 1

fα
2 ,n1−1,n2−1

<
σ2
1

σ2
2

<
s21
s22
· fα

2 ,n1−1,n2−1, (21)

where s21 and s22 are the values of the variance from two
random samples of sizes n1 and n2 respectively, and where
fα

2 ,n1−1,n2−1 is an F distribution with n1 − 1 and n2 − 1
degrees of freedom. To test for SOM convergence, we let s21
be the variance of a feature in the training data and we let
s22 be the variance of that feature in the neurons of the map.
Furthermore, n1 is the number of training samples (i.e. the
cardinality of the training data set) and n2 is the number of
neurons in the SOM. We say that the variance of a particular
feature has converged (or appears to be drawn from the
same probability space) if 1 lies in the confidence interval
denoted by equation (21), that is, the ratio of the underlying

variance as modeled by input space and the neuron space,
respectively, is approximately equal to one, σ2

1/σ
2
2 ≈ 1, up

to the confidence interval.
In the case where x̄1 and x̄2 are the values of the means

from two random samples of size n1 and n2, and the
known variances of these samples are σ2

1 and σ2
2 respectively,

the following formula provides (1 − α) ∗ 100% confidence
interval for the difference between the means [10],

µ1 − µ2 > (x̄1 − x̄2)− zα
2
·

√
σ2
1

n1
+
σ2
2

n2
, (22)

µ1 − µ2 < (x̄1 − x̄2) + zα
2
·

√
σ2
1

n1
+
σ2
2

n2
. (23)

We will say that the mean of a particular feature has
converged if 0 lies in the confidence interval denoted by
equations (22) and (23). That is, we say the mean of a
particular feature has converged if the difference of the
means as modeled by the input space and the neuron space,
respectively, is approximately equal to zero, µ1 − µ2 ≈ 0,
up to the confidence interval.

We will say that a SOM has converged on a feature, or
that a feature has converged, if both the mean and variance
converged in accordance with the above criteria. We can
then form a measure for SOM convergence as follows for
N features,

convergence =

∑N
i=1 ρi
N

, (24)

where

ρi =

{
1 if feature i has converged,
0 otherwise.

The convergence score (24) proposed here is essentially a
fraction of the number of features which actually converged
(i.e. whose mean and variance were adequately modelled by
the neurons in the SOM).

6. Example Using Iris Data
The convergence measure proposed in the previous section

was applied to the Fisher / Anderson iris data set [1]
using 95% confidence intervals for both the mean and the
variance tests. In the following plots fConv represents the
convergence measure as defined in the previous sections,
ssMean is the quantization error as defined in (14), and
iterations represents the number of iterations that the SOM
training algorithm was run. Each data point represents the
data associated with a unique randomly initialized SOM
which was trained for the number of iterations indicated
on the plot. For instance, when fConv is plotted against
iterations (Figure 1), the data points on the map, which are
connected via lines for visualization purposes, represent the
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Fig. 1: Convergence measure, fConv, plotted as a function
of iterations.

Fig. 2: ssMean plotted as a linear function of fConv.

convergence score for unique, randomly initialized SOMs
which were trained for the indicated number of iterations.

In Figure 1, we can see that the our convergence measure
increases as the amount of training increases. This is ex-
pected for any valid convergence criterion. We can also see
that SOM has fully converged after about 20,000 iterations.
Figure 2 shows the convergence measure related to the
quantization error. We can see that as the convergence score
increases, the quantization error decreases. Most interesting
is the fact that fully converged maps (points at the bottom
right) do not necessarily have a quantization error of zero
making our convergence score a suitable model selection
criterion as the neurons in these converged maps adequately
model the input data without overfitting. This also implies
that if the convergence score falls substantially short of the
value 1, then we can improve the models by either training
longer, adding neurons, increasing the learning rate, or all
of the above. Each of these steps enables the SOM to more
easily capture the variance of the training data, thereby
increasing the possibility of convergence.

7. Example Using Wine Data
In this section, our convergence measure was applied to

Stefan Aeberhard’s wine data set [2] using 95% confidence
intervals for both the mean and the variance tests. The data
was normalized before training the SOM. This data has
thirteen dimensions and consists of chemical characteristics
for three types of wine and we would expect three clusters
to be shown on converged maps. Again as above, in the
following plots fConv represents the convergence measure
as defined in the previous sections, ssMean is the quan-
tization error as defined in (14), and iterations represents
the number of iterations that the SOM algorithm was run.
Each data point represents the data associated with a unique
randomly initialized SOM which was trained for the number
of iterations indicated by the data point.

Fig. 3: Convergence measure, fConv, plotted as a function
of iterations.

Fig. 4: ssMean plotted as a linear function of fConv.

In Figure 3, we can see that, as expected, our convergence
score trends upwards as the amount of training increases.
Note also that this occurs even though each of the maps
are randomly initialized. We can also see that maps fully
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converge after about 325,000 iterations. Figure 4 shows us
that the convergence measure is inversely related to the
quantization error. We can see that as convergence increases,
the quantization error decreases. As before, fully converged
maps (points at the bottom right) do not necessarily have
a quantization error of zero. The neurons in these maps
adequately model the input data without overfitting.

In Figures 5 and 6 we present two SOMs constructed
using the wine data set, one with a low convergence score
and one with a high convergence score, respectively.

Fig. 5: Map trained using the wine data set for 5,000
iterations achieving a convergence score of 15.8%.

The map in Figure 5 has a convergence score of about
15% after 5,000 training iterations and one can easily see
from the map that the cluster with elements ‘2’ was broken
into two parts: one part can be seen in the top left corner
and the other in the bottom right. This is contrary to
our expectation of being able to identify three contiguous
clusters. In Figure 6 the map achieved a 100% score with
500,000 training iterations and produced the expected clus-
ters. Here we can identify all three contiguous clusters. The
cluster representations were created using a slightly modified
version of the connected components approach as given in
[7]. As expected, these maps seem to indicate that the quality
of a map is directly correlated to its convergence score: the
higher the convergence score, the better the map. That means
that our convergence score is an appropriate model selection
criterion as desired.

8. Conclusion and Further Work
Self-organizing maps are a popular data analysis and visu-

alization tool. However, attempts to provide a convergence
criterion for SOMs either resulted in a modified training

Fig. 6: Map trained using the wine data set for 500,000
iterations achieving a convergence score of 100%.

algorithm or computationally complex constructions. In the
case of the quantization error we have shown that it is not
suited to be considered a convergence criterion. Here we
presented an efficient alternative that treats the neurons as
a data sample and convergence of the SOM is established
if the neuron sample appears to be drawn from the same
distribution as the training data. This two-sample test can
be efficiently computed based on the features of the train-
ing data. Our examples demonstrated that our convergence
criterion is inversely related to the quantization error; con-
vergence increases as quantization error decreases. However,
convergence does not necessarily imply a zero quantization
error which means that our convergence criterion avoids the
overfitting tendencies of quantization error based modeling
approaches. Furthermore, our examples seem to indicate that
the quality of the maps produced is directly correlated to our
convergence score making it an appropriate model selection
criterion.

Our next step is to compare our convergence criterion
to established convergence criteria such as Cottrell et al’s
stability measure [4]. Some preliminary studies are en-
couraging in that our convergence criterion always implies
Cottrell’s stability criterion. Our goal is to incorporate this
new convergence criterion into a comprehensive SOM toolkit
R package under development at the University of Rhode
Island to be made available to the public.
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Abstract—Nowadays, financial data analysis is becoming 

increasingly important in the business market. As companies 

collect more and more data from daily operations, they expect to 

extract useful knowledge from existing collected data to help 

make reasonable decisions for new customer requests, e.g. user 

credit category, confidence of expected return, etc. Banking and 

financial institutes have applied different data mining 

techniques to enhance their business performance. Among these 

techniques, clustering has been considered as a significant 

method to capture the natural structure of data. However, there 

are not many studies on clustering approaches for financial data 

analysis. In this paper, we evaluate different clustering 

algorithms for analysing different financial datasets varied from 

time series to transactions. We also discuss the advantages and 

disadvantages of each method to enhance the understanding of 

inner structure of financial datasets as well as the capability of 

each clustering method in this context. 

 
Keywords-clustering; partitioning clustering; density-based 

clustering; financial datasets 

I. INTRODUCTION 

ODAY, we have a deluge of financial datasets. Faster 

and cheaper storage technology allows us to store 

ever-greater amounts of data. Due to the large sizes of the 

data sources it is not possible for a human analyst to come up 

with interesting information (or patterns) that will help in the 

decision making process. Global competitions, dynamic 

markets, and rapid development in the information and 

communication technologies are some of the major 

challenges in today’s financial industry. For instance, 

financial institutions are in constant needs for more data 

analysis, which is becoming more very large and complex. As 

the amount of data available is constantly increasing, our 

ability to process it becomes more and more difficult. 

Efficient discovery of useful knowledge from these datasets 

is therefore becoming a challenge and a massive economic 

need.  

On the other hand, data mining (DM) is the process of 

extracting useful, often previously unknown information, 

so-called knowledge, from large datasets (databases or data). 

This mined knowledge can be used for various applications 

such as market analysis, fraud detection, customer retention, 

etc. Recently, DM has proven to be very effective and 
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profitable in analysing financial datasets [1]. However, 

mining financial data presents special challenges; 

complexity, external factors, confidentiality, heterogeneity, 

and size. The data miners' challenge is to find the trends 

quickly while they are valid, as well as to recognize the time 

when the trends are no longer effective. Moreover, designing 

an appropriate process for discovering valuable knowledge in 

financial data is a very complex task. 

 Different DM techniques have been proposed in the 

literature for data analysing in various financial applications. 

For instance, decision-tree [2] and first-order learning [3] are 

used in stock selection. Neural networks [4] and support 

vector machine [5] techniques were used to predict 

bankruptcy, nearest-neighbours classification [6] for the 

fraud detection. Users also have used these techniques for 

analysing financial time series [7], imputed financial data [8], 

outlier detection [9], etc. However, there are not many 

clustering techniques applied in this domain compared to 

other techniques such as classification and regression [2]. 

In this paper, we survey different clustering algorithms for 

analysing different financial datasets for a variety of 

applications; credit cards fraud detection, investment 

transactions, stock market, etc. We discuss the advantages 

and disadvantages of each method in relation to better 

understanding of inner structure of financial datasets as well 

as the capability of each clustering method in this context. In 

other words, the purpose of this research is to provide an 

overview of how basic clustering methods were applied on 

financial data analysis.  

The rest of this paper is organised as follows. In Section II, 

we present briefly different financial data mining techniques 

that can be found in the literature. Section III describes briefly 

different clustering techniques used in this domain. We 

evaluate and discuss the advantages and disadvantages of 

these clustering methods in Section IV. We conclude and 

discuss some future directions in Section V. 

II. DATA MINING IN FINANCE 

A. Association Rules 

Association Rule is a DM technique known as association 

analysis, which is useful for discovering interesting 

relationships hidden in large datasets. These relationships can 

be represented in the form of association rules or sets of 

frequent itemsets [2]. This technique can be applied to 

analyse data in different domains such as finance, earth 

science, bioinformatics, medical diagnosis, web mining, and 

scientific computation.  

In finance, association analysis is used for instance in 
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customer profiling that builds profiles of different groups 

from the company’s existing customer database. The 

information obtained from this process can help 

understanding business performance, making new marketing 

initiatives, analysing risks, and revising company customer 

policies. Moreover, loan payment prediction, customer credit 

policy analysis, marketing and customer care can also 

perform association analysis to identify important factors and 

eliminate irrelevant ones.  

B. Classification 

Classification is another DM approach, which assigns 

objects to one of the predefined categories. It uses training 

examples, such as pairs of input and output targets, to find an 

appropriate target function also known informally as a 

classification model. The classification model is useful for 

both descriptive and predictive modelling [2]. In finance, 

classification approaches are also used in customer profiling 

by building predictive models where predicted values are 

categorical. Financial market risk, credit scoring/rating, 

portfolio management, and trading also apply this approach to 

group similar data together.  

Classification can be considered as one of the important 

analytical methods in computational finance. Rule-based 

methods [2][3] can be used for the stock selection. Besides, 

bankruptcy prediction can use its geometric methods [4][5] 

where classification functions are represented with a set of 

decision boundaries constructed by optimising certain error 

criteria. Other methods such as Naïve Bayes classifiers [10], 

maximum entropy classifiers [11] were applied in bond rating 

and prototype-based classification methods such as 

nearest-neighbours classification was moreover used for the 

fraud detection. 

C. Clustering 

Like classification, cluster analysis groups similar data 

objects into clusters [2], however, the classes or clusters were 

not defined in advance. Normally, clustering analysis is a 

useful starting point for other purposes such as data 

summarisation. A cluster of data objects can be considered as 

a form of data compression. Different domains can apply 

clustering techniques to analysis data such as biology, 

information retrieval, medicine, etc. In the business and 

finance, clustering can be used, for instance, to segment 

customers into a number of groups for additional analysis and 

marketing activities. As clustering is normally used in data 

summarisation or compression, there are not many financial 

applications that use this technique compared to classification 

and association analysis. We will survey some approaches in 

Section III. 

D. Other methods 

Other mining techniques that can be applied for financial 

datasets are grouped in three categories: optimization, 

regression and simulation. For instance, portfolio selection, 

risk management and asset liability management can use 

different optimisation techniques such as genetic algorithms 

[12], dynamic programming [13], reinforcement learning 

[14], etc. Besides, linear regression [2] and wavelet 

regression [15] are popular methods in the domain of 

financial forecasting, option pricing and stock prediction. 

III. CLUSTERING METHODS 

A. Partitioning Methods 

K-means clustering [16] method aims to partition n 

observed examples into k clusters. Each example belongs to 

one cluster. All examples are treated with the equal 

importance and thus a mean is taken as the centroid of the 

observations in the cluster. With the predetermined k, the 

algorithm proceeds by alternating between two steps: 

assignment step and update step. Assignment step assigns 

each example to its closest cluster (centroid). Update step 

uses the result of assignment step to calculate the new means 

(centroids) of newly formed clusters. The convergence speed 

of the k-means algorithm is fast in practice but the optimal k 

value is not known in advance. 

In [17], the author uses k-means algorithm to categorise 

mutual funds. The created clusters are assigned according to 

self-declared investment objectives and are compared to 

explain the difference between expectation and financial 

characteristics. Besides, in order to determine the number of 

clusters (k), the author applied the Hartigan’s theory by 

evaluating the following formula: 
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where k is the result with k clusters and ESS represents the 

sum of squares and n is the dataset’s size. The number of 

clusters is the minimum k such that (1) is false. 

 

B. Density-based 

Another clustering approach is density based [2] which 

does not partition the sample space by mean centroid, but 

instead density based information is used, by which tangled, 

irregular contoured but well distributed dataset can be 

clustered correctly. 

OPTICS [18] is a density based clustering technique to get 

insight into the density distribution of a dataset. It makes up 

for the weakness of the k-means algorithm for lack of 

knowledge of how to choose the value k. OPTICS provides a 

perspective to look into the size of density-based clusters. 

Unlike centroid-based clustering, OPTICS does not 

produce a clustering of a dataset explicitly from the first step. 

It instead creates an augmented ordering of examples based 

on the density distribution. This cluster ordering can be used 

by a broad range of density-based clustering, such as 

DBSCAN. And besides, OPTICS can provide density 

information about the dataset graphically by cluster 

reachability-plot [18], which makes it possible for the user to 

understand the density-based structure of dataset. 
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Fig.1 2-D dataset sample and corresponding reachability 

plot 

 

Fig.1 gives the reachability-plot of the 2 dimensional 

dataset and the number of the valleys indicate that there are 3 

density-based clusters. 

However, OPTICS needs some priori, such as 

neighbourhood radius () and a minimum number of objects 

(MinPts) within , by which directly density-reachable, 

density-connected, cluster and noise are defined as in [18]. 

DBSCAN [19] is based on density-connected range from 

arbitrary core objects, which contains MinPts objects in 

-neighbourhood. In OPTICS, cluster membership is not 

recorded from the start, but instead the order in which objects 

get clustered are stored. This information consists of two 

values: core-distance and reachability-distance. For more 

details on DBSCAN and OPTICS ordered dataset are 

provided in [18]. 

Core-distance of an object p is defined as: 

core- dis tancee ,MinPts(p) =
Undefined, if neighboure (p) <MinPts

MinPts - dis tance(p),otherwise
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Reachability-distance of an object q w.r.t object o is 

defined as: 
 

reachability- dis tancee,MinPts(q,o)

=
Undefined, if neighbore (o) <MinPts

max(core-dis tance(o),dis tance(o,q)),otherwise

ì
í
ï

îï

 

 

Since reachability plot is insensitive to the input 

parameters, [18] suggests that the values should be “large” 

enough to yield a good result with no undefined examples and 

reachability-plot looks not jagged. Experiments show that 

MinPts uses values between 10 and 20 always get good 

results with large enough e . Briefly, reachability-plot is a 

very intuitive means to get the understanding of the 

density-based structure of financial data. Its general shape is 

independent of the parameters used. 

C. Data stream clustering 

[9] applied an on-line evolving approach for detecting of 

financial statements’ anomalies. The on-line evolving method 

[20] is a dynamic technique for clustering data stream. This 

method dynamically increases the number of clusters by 

calculating the distance between examples and existing 

cluster centres. If this distance is higher than a threshold 

value, a new cluster is created and initialized by the example. 

This clustering algorithm can be summarised in three main 

steps:  

 

(1) Calculate the distance DiJ between data object xi to all 

existing cluster centres CcJ, find the minimum distance Dik 

and compare it to the radius Rk of cluster Ck.  

(2) If Dik < Rk then xi belongs to cluster Ck, else find the 

nearest cluster Ca and evaluate Sa= Dia + Ra against a 

threshold .  

(3) If Sa >  then create a new cluster for xi else xi belongs to 

cluster Ca and update Ra = Sa/2. 

 

In this algorithm, the number of clusters is not predefined. 

However, the distance calculation and the threshold value 

needs expert to provide prior knowledge and so does label of 

newly formed cluster. 

[21] applied a hierarchical agglomerative clustering [2] 

approach to analyse stock market data. The authors proposed 

an efficient metric for measuring the similarity between 

clusters; a key issue for hierarchical agglomerative clustering 

methods. This similarity between two clusters C = {C1, 

C2,…Ck} and C’ = {C’1, C’2…C’k} is defined as follows: 
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The authors also mentioned that some pre-processing 

techniques such as mapping, dimensionality reduction and 

normalisation should also be applied to improve the 

performance. Moreover, they used Precision-Recall method 

[21] to increase the cluster quality. 

[7] also applied [21]’s approach for analysing financial 

data i.e. stock market. Besides, the authors defined a new 

distance metric based on the time period to cope with time 

series data. Concretely, the distance between stock i and stock 

j is given by: 
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si(t) is the stock value i at time t. The authors stated that 

hierarchical agglomerative clustering fed by normalised 

percentage change after filtering outliers gives the best result. 

However the identification of outliers needs a priori 

threshold. Moreover, the authors combine neural networks 

and association analysis with the clustering technique to 

analyse stock market datasets. 
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IV. EVALUATION AND ANALYSIS 

A. Datasets  

Different financial datasets have been discussed in this 

section. Some of the Ri, j =
Si + S j

M i, j

 were selected by the 

authors’ approaches. For instance, [17] used data obtained 

from Morningstar including 904 different funds classified in 

seven different investment objectives: World Wide Bonds, 

Growth, SMEs, Municipal NY, Municipal CA, Municipal 

State and Municipal National. Each fund has 28 financial 

variables and all are normalised before analysis. Meanwhile, 

[9] used synthesis datasets with 1000 documents containing 

financial statements. In [21] the authors used Standard and 

Poor 500 index historical stock dataset. There are 500 stocks 

with daily price and each stock is a sequence of some length l 

where l  252. In [7] they analysed stock price datasets from 

91 different stocks, which can be found at link 

http://finance.yahoo.com. The data covers three years; from 

November 1, 1999 to November 1, 2001.  

We analyse moreover two financial datasets with k-means 

and density-based clustering approaches: German credit card 

and Churn. Both of these datasets are provided by UCI 

machine learning repository [22]. German credit dataset 

contains clients described by 7 numerical and 13 nominal 

attributes to good or bad credit risks. The data contains 1000 

sample cases. The Churn dataset is artificial but are claimed 

to be similar to real-world measurement. It concerns 

telecommunications churn and contains 5 nominal attributes, 

15 numerical attributes and 3333 examples. We analyse the 

dataset without the help of nominal attributes for several 

reasons, e.g. numerical attributes are taken internally within 

the commercial activities or business market while nominal 

attributes are stated by external concepts defined by market 

experts, whose significance is not promised. Moreover, 

nominal attributes are usually hierarchically dependent and 

can be missing while data mining models should have the 

capability to bypass these optional constraints to understand 

the structure of sample cases. 

B. Criteria 

The criteria used to evaluate clustering methods depend on 

each approach. For instance, [17] applied a relevant value of k 

by using the formula (1) and then discuss on results obtained 

from the running of k-means algorithm to classify mutual 

funds.  

[7] uses normalised change Pi(t) of stock i to overcome the 

discrete essence of time and difficulties to treat deviations or 

first difference of prices due to the wide range of possible 

stock prices. External clustering statics such as entropy and 

purity are used to define the closeness within an industry, and 

internal statistics such as separation and the silhouette 

coefficient to tell what degree the industries’ are separate 

from each other. 

[9] does not give a clustering criterion but claims that their 

work is the first step to building robust financial statements’ 

anomaly detection system but it highly depends on the 

operator monitoring the process. 

In this paper, we use well-known internal criteria to 

evaluate the clustering behaviour. Davies-Bouldin Index 

(DBI) [23] is used as a first internal criterion for clustering, 

which is defined as follows: 





N
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N

DBI
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where N is the number of clusters and Di  is the tightness 

criteria of a clusterCi , which takes the worst case scenario 

and is defined as: 
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where i and j are cluster indexes, Ri, j  is summary 

evaluation of two clusters of ratio between sum of tightness of 

two clusters and  looseness between two centres. 

 

Sk  is the average internal Euclidean distance of the cluster 

indexed by k, and M i, j
 is the Euclidean distance between 

two clusters. 
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Mi, j = Ai - Aj 2
 

 

where Ai  is the centroid of the clusterCi , Ti  is the size of 

Ci , Xi  is an n dimensional feature vector assigned to Ci . 

The smaller DBI value is, the more efficient clustering is. 

Dunn index (DI) is used as a second internal criteria for 

clustering, which is defined by: 

DI =min
1£i£N

min
1£ j£N , j¹i

d(Ai,Aj )

max
1£k£N

Dk
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where Dk  is various types of size notation of a cluster, it 

could be farthest two points in side a cluster, mean distance 

between all pairs or distance of all the points from the mean. 
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and d(Ai,Aj )  is the closest distance between clusters 
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Unlike DBI, the larger DI is the better is the clustering. It 

evaluates the inter-cluster and intra-cluster distances. 

However, like DBI, the best clustering loses most general 

structural information about the dataset. 

The main difference between DBI and DI is that DBI 

indicates the average tightness while DI is a worst-case 
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indicator. 

C. Partitioning Methods 

As in [17] group mutual funds with different investment 

objectives, they claimed that cluster analysis is able to explain 

non-linear structural relationships among unknown structural 

dataset. They found that over 40% of the mutual funds do not 

belong to their stated categories, and despite the very large 

number of categories stated; three groups are very important. 

Clustering helps simplifying the financial data classification 

problem based on their characteristics rather than on labels, 

such as nominal labels (customer gender, living area, income 

or the success of the last transaction, etc.). Besides, nominal 

labels may be missing or not provided. Thus our effort is to 

understand the detailed structure of financial data 

classification without the given class labels.  

We give the DBI and DI of K-Means clustering of both 

normalised and un-normalised two datasets (German credit 

dataset and Churn dataset) to figure out what are the optimal k 

values for given datasets. To avoid information overfitting 

and loss of generality, we test k from 2 to 20. We normalise 

the attributes values between [0:1] in order to avoid 

large-scale attributes dominating the dataset features.  

x ' =
x - xmin

xmax - xmin

 

where the xmax and xmin are the max and min value of 

rescaled attribute. 

From Fig.2, k=12 is optimal by DBI and k=8 is the optimal 

value by DI for the original German credit dataset, k=8 is the 

optimal value for the normalised German credit dataset by 

both DBI and DI. From the result, we know that attribute 

scale affects the clustering evaluation since the DI of 

clustering original dataset is around 0. Normalisation unifies 

the results of both average tightness and worst case. 

From Fig. 3, k=12 is optimal by DBI and k=17 by DI for 

original churn dataset. k=2 is the optimal value by both DBI 

and DI for normalised dataset. Again, we notice that 

normalisation unifies the optimal clustering scheme while 

original attribute scale giving two clustering solutions. 

Fig. 5 shows that normalised German credit dataset is well 

density distributed. When MinPts=10, by setting 

reachability-distance equal to 0.33, the dataset is partitioned 

into 23 density-based clusters and 1 noise cluster. There are 

841 valid examples and 159 noise examples. When MinPts = 

20, with the same reachability distance, dataset is partitioned 

into 15 density closed clusters and 1 noise cluster. There are 

681 valid examples and 319 noise examples. 

Despite the visualization of density distribution, from 

Table I, the clustering suffers from large proportion of noise 

and larger DBI values and lower DI values compared to 

K-means clustering. We can conclude that German credit 

dataset is more suitable for centroid-based clustering rather 

than density-based clustering.  

 

Fig.2 DBI and DI of K-means clustering German dataset 

 

 

 
Fig.3 DBI and DI of K-means clustering churn dataset 

 

 

 
Fig. 4 Reachability-plot of original German credit dataset 
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Fig. 5  Reachability-plot of normalized German dataset 

 

Table I. DBSCAN clustering for normalized German credit 

dataset 

Reachability 

distance 

MinPts Noise DBI DI 

0.33 10 No 2.529 0.236 

  Yes 2.843 0.033 

0.33 20 No 2.465 0.250 

  Yes 2.793 0.020 

 

Fig.6 shows that original churn dataset cannot partitioned 

into clusters based on density; the entire dataset behaves as a 

whole. 

 
Fig. 6.  Reachability-plot of original Churn dataset  

 

 
Fig. 7  Reachability-plot of normalized Churn dataset  

 

Fig.7 shows that there are mainly two valleys when MinPts 

= 10 or 20, which indicates there are two incentive clusters in 

the churn dataset. 

From Table II, DBSCAN without noise examples gets 

good DBI while getting poor DBI with noise. However, 

DBSCAN clustering suffers from large proportion of noise 

again, which has over 980 noise examples (around 30％ of 

noise). For financial dataset, noise should be very small and 

the data recorded should be generally trusted. Financial 

datasets are not usually density distributed, and therefore, 

density-based clustering is not appropriate. 

 

Table II. DBSCAN clustering and DBI for Churn dataset 

Reachability 

distance 

MinPts Noise DBI DI 

0.32 10 No 1.596 0.182 

  Yes 3.568 0.106 

0.33 20 No 1.572 0.195 

  Yes 4.435 0.080 

 

D. Data stream clustering 

In [9] the authors use an on-line evolving clustering to 

update the parameters: cluster number and cluster radius. 

Two levels of anomalies detection have different financial 

statement features. The first level is based on internal 

information related to the account, e.g. equipment, employee, 

etc. For every combination of the two parameters, at least one 

cluster is created. But the authors do not give a good reason 

for it. The second level is based on document type. However 

the distances among different types are different, which is a 

prior knowledge from expert as well. The threshold values for 

creating new clusters are determined by the experts for the 

first level and pre-defined distance for the second level. The 

monitoring process involves experts heavily to approve or 

disapprove the documents as well. The authors categorise 

their method as the first step to anomalies detection. They are 

committed to reduce the reliance on experts and combine 

off-line and on-line approaches in the future work. 

In [7] the authors use hierarchical agglomerative clustering 

for the time-based normalised stock market data. Percentage 

change is chosen to be a good comparative measure and 

time-based normalisation is used to remove the overall trend 

of stock market and improve the accuracy caused by outliers. 

The approach removes all items as outliers if the average 

normalised distance across all the items exceeds a specified 

threshold, which requires domain expert knowledge. 

Moreover, the degree of correlation of time-series is decided 

in advance. The authors found complete link and Ward’s 

Method performs reasonably well by better purity and 

filtering out fewer outlier stocks. By treating the outlier, the 

overall purity decrease only about 6%, the author claims 

time-series clustering can determine the industry 

classification given the historical price record of a stock. 

However, we notice that data stream clustering needs too 

much prior or domain knowledge and a lot of tuning for 

different features of even a single domain. Clustering 

approaches of different fields are different in essence. Thus 

clustering is a good method to understand the financial 

time-series classification but not logically clear and efficient. 

Distance measure becomes even more complex due to time 

related nature because clustering does not have the capability 

to scale time related influence intelligently between examples. 

Experts have to determine that instead, e.g. length of 

periodicity, etc. Recurrent neural networks [24] and Gaussian 
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Process [25] are more promising approaches and are more 

likely to handle time-series or periodical financial data 

classification. 

V. CONCLUSION AND FUTURE WORK 

We show that density-based clustering does not suit 

financial dataset. Normalised centroid-based clustering with 

higher DI or lower DBI gives the best number of clusters to 

help understanding financial data classification. Original 

attribute scales do not reflect the behaviour similarity since 

Euclidean distance is dominated by large scaled attributes, 

best average tightness does not indicate the best case by 

departing the worst case. However, we still find some 

constrains, e.g., K-means clustering tends to find spherical 

clusters, centroid-based clustering does not handle the noise, 

etc. 

This work can be seen as the first step to look into the 

structure of financial dataset by using clustering. We would 

further apply other techniques on financial datasets. This 

includes: (1) discover other centroid-based clustering 

approaches for financial datasets. (2) Find if nominal 

attributes are significant and introduce other criteria to 

evaluate the clusters. (3) Introduce weighted Euclidean 

distance instead of standard Euclidean distance to re-evaluate 

centroid-based clusters, as to overcome the limitations of 

K-means. (4) Introduce and compare different kinds of 

nonlinear classifiers to strengthen the recall and accuracy and 

improve prediction, interpretability of the results. These 

techniques include decision tree, nonlinear SVMs, different 

structures of neural networks and Gaussian processes with 

different kernel functions, etc.  
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Abstract - Ugly duckling (UD) concept assumes that nevi 
in the same patient tend to share some morphological 
features so that dermatologists identify a few similarity 
clusters. UD is the nevus that does not fit into any of those 
clusters, likely to be suspicious. Our research program was 
to model the ability of dermatologists to identify the 
perceived similarity clusters (PSC) as an additional tool for 
computer-aided melanoma diagnosis systems. In the present 
study, nine dermatologists participated to do the clustering 
of nevi and to identify the UDs using dermoscopic images of 
nevi of 80 individuals. Dermatologists identified all 
confirmed melanomas as UDs and tend to be concordant 
about the identification of PSCs. We combined the multiple 
clusterings of dermatologists to find the consensus 
clustering, which yields a stable and robust final clustering. 
We demonstrated the limited variability of nevi patterns per 
individual (2.45 PSCs in average), whatever the number of 
nevi, which human brain has a natural intuitive ability to 
perceive. 

Keywords: consensus clustering, expert’s agreement, 
melanoma diagnosis, Medicine Data Mining. 

 

1 Introduction 
Despite major progress in the treatment of advanced 

malignant melanoma (MM), prognosis of melanoma is still 
depending on our ability to detect these tumors as early as 
possible. There are several popular analytical methods to 
help the clinician to differentiate between benign and 
melanoma lesions, such as the ABCD rule [1], [2], the rule 
of "seven points of Glasgow Revisited" [3] for example. 
However, it has been argued that facing very similar 
pigmented skin lesions, dermatologists rather rely an 
unconscious process to detect MM, favoring in a first step 
intuition over analytical processes [4], [5] Whatever the 
approach, the diagnosis and subsequent management 
recommendations are based on morphological features, 
considered having absolute values, i.e. independent on the 
patient (morphological analysis). 

The concept of Ugly Duckling (UD) introduced in 1998 
[6] takes the patient context into account, implying that most 

nevi in a given individual tend to be similar, and can be 
classified into one or a few clusters of nevi sharing most 
morphological characteristics, the so called “Perceived 
Similarity Clusters” (PSC). It assumes that a lesion that does 
not fit into the main clusters of nevi of the given individual 
is suspicious. Conversely, a lesion that fits into the clusters 
of the individual is unlikely to be dangerous, even though it 
may be considered suspicious in terms of ABCD criteria. If 
the considered lesion shares its morphologic aspect with 
some of the other nevi of the individual, it should not be 
subjected to histological analysis. Grob and Bonerandi 
proposed that comparative analysis, illustrated by the 
concept of UD, is an important component in the ability to 
identify suspicious lesions, which has been confirmed by 
others [7], [8].  

We designed an experimental study, to test the hypothesis 
that observers can build consistent PSCs in patients, in order 
to model this comparative process. Nine dermatologists 
participated to do the clustering of nevi and identify the 
UDs. Consensus clustering [9], also called aggregation of 
clustering, refers to the situation in which different 
clusterings have been obtained for a particular dataset from 
different inputs and it desired to find a single clustering 
which is better fit than the individual clusterings. Such 
problem was encountered for example in a knowledge reuse 
framework by Strehl and Ghosh (Market-baskets analysis) 
[10]. Consensus clustering is widely used in the domain of 
unsupervised learning (i.e. Clustering) to represent the 
consensus across multiple runs of a clustering algorithm (K-
means, model-based Bayesian clustering, etc.), to determine 
the number of clusters in the data, to assess the stability of 
the clusters, and to reveal the significant differences between 
them.  

In this part of study, a model of “consensus clustering” 
was built in order to make the best possible representation of 
nevi diversity in each patient. The ability of the brain to 
build unconsciously PSC, when the nevi of a patient are 
examined, is probably crucial for dermatologists’ ability to 
detect UD and melanoma. Understanding this process may 
be very useful for the early diagnosis of melanoma, and for 
the development of computer-aided diagnosis systems. 
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2 Materials and methods 
2.1 Data Collection 
 Digital dermoscopic images of all the pigmented skin 
lesions of 208 volunteers were collected between November 
2009 and March 2011 (A total of 6249 images) from the 
French hospital “La Timone” at, Marseille. These 24-bit 
color RGB images in JPEG format were obtained with a 
numeric camera (SONY W120) attached to a dermoscope 
(HEINE Delta 20). An external dermatologist expert 
selected 80 individuals from the collected data with a total of 
2089 images (mean: 26 images/individual; range: 8-81 
images) to best represent the diversity of the entire dataset 
based on individual’s age, sex, number and morphological 
diversity of pigmented skin lesions. This subset includes 7 
histologically confirmed melanomas. 

2.2 Observers 
 Nine observers, senior dermatologists specialized in nevi 
and melanoma, participated to this study. The panel of 
observers included five international leaders in the field 
from different countries, three of them leaders in the field of 
dermoscopy, a very experienced office-based dermatologist 
specialist of dermoscopy and three senior dermatologists 
from the research group. 

2.3 Experiment 
 The experiment was conducted in a designated research 
room within the university of Aix-Marseille (École 
Supérieure d’Ingénieurs de Luminy) in Marseille, using 
iMac 21.5-inch (processor, 3.06 GHz; resolution, 1920 x 
1080 pixels) and a secondary screen, Apple LED Cinema 
Display 24-inch (resolution, 1920 x 1200 pixels), for each 
observer. A web application has been created allowing a 
manual grouping of images. For each individual, a series of 
images was submitted directly to the screen so the observers 
can group these images by simple manipulations. Once the 
test has been completed for one individual, the observer was 
submitted a randomly new series of nevi of another 
individual.  

The observers had to fulfill the experimental three-step 
process: The first step of the experiment (UD’s identification 
step) explores the process of identification of UD. For each 
individual, the observer had to detect one or, more rarely, 
several UDs defined as “obviously different from 
individual’s other nevi”. The second step (clustering step) 
investigates the concept of PSC, in other words, the ability 
of human brain to recognize reliable morphological common 
characteristics among the nevi of an individual and to use 
them to identify the abnormal nevi. Observer was asked to 
group the nevi that are similar for a given individual, in as 
many clusters as needed.  

The third step (hierarchical clustering step) studies the 
magnitude of similarity between nevi, as it is perceived by 
human brain. Observer was asked to merge the PSCs built at 
the second step, starting by the two most similar PSCs until 
getting a single cluster including all PSCs and UDs. The 
observer was asked to indicate the degree of reluctance to do 
each merging, as the difference perceived by him between 
the nevi of these clusters (low, medium, high and very high). 
This step provides a hierarchical clustering representing the 
degree of similarity between different nevi, as it is 
intuitively and subjectively assessed (The hierarchical 
clusterings obtained from this step weren’t used in this 
paper). 

The images were displayed with a low resolution such as 
50 pixels per centimeter (clinical close-up), which refers to 
human visual perception of the morphological characteristics 
of the nevus unaided by a dermoscope, in order to obtain a 
clinical intuitive clustering experiment. Observers passed 
around 4 hours to complete the experiment. 

2.4 Data analysis and statistics 

2.4.1 Assessment of concordance between observers 
about UD 

 Cohen's Kappa (!) is used here to measure the 
"concordance" between the observers, as far as UD is 
concerned. Cohen's kappa coefficient is a statistical measure 
of inter-rater agreement or inter-annotator agreement [11] 
for qualitative items. It is generally thought to be a more 
robust measure than simple percent agreement since ! takes 
into account the agreement occurring by chance. The 
similarities between the observers were represented in a 
similarity matrix of ! values. ! varies from 0, no agreement 
among the raters other than what would be expected by 
chance, to 1 where the agreement between the raters is 
complete. The interpretation of ! values is based in the scale 
published by Fleiss [12]: ! values of 0.00 to 0.40 represent 
poor agreement, 0.41 to 0.75 fair to good agreement, and a 
value above 0.75 is considered as almost excellent 
agreement. 

2.4.2 Assessment of concordance between observers 
about PSC 

 This is a more complex issue, since observers’ individual 
tendency to partition into more or less groups may 
jeopardize fundamental concordance between them. To 
compare the clustering between observers, we used the 
BCubed metric defined in [13] as algorithm. Briefly, 
BCubed metric combines B3 Precision (the averaged 
precision of all items) and B3 Recall (the averaged recall of 
all items) of the given partitions using the F1-score (1). 

F R,P =2×
B3Precision×B3Recall
B3Precision+B3Recall

                                 1  
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Item precision represents how many items in the same 
cluster of the concerned item in partition 1 belong to the 
same cluster of this item in partition 2 (specificity by item) 
(See Fig. 1). Symmetrically, Item recall represents how 
many items from the same cluster of the item in partition 2 
appear in the same cluster of this item in partition 1. B3 

supports the constraints presented by Amigo et al. in [14], 
which are very relevant to our problem. It values cluster 
homogeneity (items belonging to the same cluster in 
partition 1 should be grouped in the same cluster in partition 
2), cluster completeness (items belonging to the same cluster 
in partition 2 should be grouped in the same cluster in 
partition 1), rag bag criteria (introducing disorder into 
disordered cluster is less harmful than introducing disorder 
into a clean cluster), and cluster size rather than number of 
clusters (small error in a big cluster should be preferable to a 
large number of small errors in small clusters). 

 

Fig. 1. Example of computing the B3 precision and recall for one item (from 
Amigo et al. [12]). Circle shapes represent partition 1, and textures 
represent partition 2. 
 

Other popular cluster validity metrics, such as, VI-
measure [15], Adjusted rand index [16], Jaccard-index [17], 
and Mutual information [18], do not satisfy at least one of 
these constraints. B3 permits to limit some potential biases in 
the assessment of concordance between partitions of 
different observers. These biases can be linked to the 
number and the size of initial clusters (clusters of the second 
step of this study), and the tendency to make a group with all 
nevi that cannot be clustered in a homogeneous group. 

2.4.3 Extract the consensus clustering 
The observers produced nine clusterings of the same 

individual. These clusterings were not identical, but had 
significant overlap. We need a “consensus clustering” that 
reconcile the nine observers partitions in order to represent 
the ability of observers to build consistent PSCs, and to 
model this process (i.e. the comparative analysis of nevi). 
Several approaches have been developed to solve the 
consensus clustering problems over recent years [18], [19–
21]. To combine the multiple partitions of nevi of an 
individual into a single consolidated clustering, we need 
firstly to define a consensus matrix, which assess the 
similarity between the nevi. Following the Cluster-based 
Similarity Partitioning Algorithm (CSPA), proposed by 

Strehl and Ghosh [18], the similarity between a pair of nevi 
in an individual was estimated as the number of observer’s 
partitions in which the two nevi were clustered together. In 
our hands, similarity varies from 0 to 9, since nine experts 
are concerned. For each individual, a matrix of similarity 
between all his nevi was calculated, and given as input to a 
hierarchical clustering algorithm [22], which seeks to create 
a hierarchy of clusters (dendrogram) grouping similar nevi. 
We evaluated the dendrogram obtained by four linkage 
criteria (single-linkage, complete-linkage, weighted average-
linkage, and Ward’s method [23–26]). In order to choose the 
appropriate method, we used the cophenetic correlation 
coefficient [27], which measures how faithfully a 
dendrogram preserves the pairwise distances between the 
original data. 

In contrast to most clustering methods (i.e. K-means, K-
medoids, etc.) there is no need to determine the number of 
clusters in the hierarchical clustering algorithm a priori. 
Nevertheless, the process of cluster detection in hierarchical 
clustering is referred to as tree cutting, or branch pruning. 
We should choose a cutoff through the dendrogram to 
represent the most natural division into clusters, leading to 
the “best” consensus clustering that can be derived from the 
nine observers’ expertise. The most common unsupervised 
cutting method, the fixed height branch cut method, defines 
each contiguous branch below a fixed height cutoff as a 
separate cluster.	  Another way to cut the tree and extract the 
clusters, is based on the inconsistency coefficient method 
[28]. It associates a label to each link in the hierarchy by 
calculating the inconsistency coefficient of the link, which 
shows how much the two clusters connected by this link are 
similar. It compares the length of the link with the average 
length of other links at the same level of the hierarchy. The 
higher the value of this coefficient, the less similar the 
clusters connected by the link. [29], [30]. Cluster is 
preserved while the coefficient is lower than a predefined 
threshold. Clusters extracted in this way, do not necessarily 
correspond to a horizontal cut across the tree at a certain 
level, which is definitely more flexible. We adopt this 
unsupervised cutting method to find the clusters. We 
proposed also a supervised cutting of the hierarchy by 
applying the B3 metric on each subtree of the hierarchy to 
find the optimal consensus clustering that had the highest 
agreement with the partitions of the nine observers. 

2.4.4 Visualizing the similarity 
Multidimensional scaling (MDS) [31] belongs to a set of 

related statistical techniques often used in information 
visualization for exploring similarities or dissimilarities in 
data. MDS is a special case of ordination. An MDS 
algorithm starts with a matrix of item–item similarities (or 
dissimilarities) and then assigns a location to each item in N-
dimensional space, where N is a priori specified. This 
algorithm is used here to visualize the distances between the 
observers and between the nevi in two-dimensional and 
three-dimensional spaces. 

Precision(x)=3/5 Recall(x)=3/6 

x x 



3 Results 
 The number of nevi considered as UDs by observers is 

highly variable (Fig. 2), with a trend for some of them to see 
much more UDs than others. Observers see a mean number 
of one UD per individual (range, 0.49-2.04). There was an 
overall “fair to good” agreement between observers on the 
nevi identified as UDs, with a ! statistic of 0.50 in average 
(range, 0.43-0.55).  

 

Fig. 2. Number of UDs identified by observers, with the agreement between 
each one and the others (mean pairwise !; in red). 
 

Of the 254 nevi identified as UDs by at least one observer, 
54 (21% of total UDs) were identified as such by at least 5 
observers, and 20 (8% of total UDs) by all 9 observers. In 
this study, nevus was considered as UD if it was perceived 
as such by at least 5 observers (consensual UD). All 7 
melanomas were considered as UDs by the nine observers 
and subsequently as consensual UDs (sensitivity 100%), 
whereas only 47 of the 2082 benign nevi were perceived as 
consensual UDs (specificity 97.75%).  

 

Fig. 3. Number of PSCs identified by observers, with the agreement 
between each one and the others (measured by B3; in red). 
 

The observers identified 2.73 PSCs in average per individual 
(Fig. 3). Differences between observers are smaller than for 
UDs. There was a good interobserver agreement on the 
created PSCs (B3 mean, 0.66; range, 0.60-0.68). A 
statistically significant positive correlation is observed 
between the mean number of identified PSCs per individual 
and the number of nevi per individual but the net increase in 
the number of PSCs with the number of nevi per individual 
is moderate: 1.95 to 3.67 mean PSCs identified per 
individual face to 8 to 80 nevi per individual. The average 
values over all individuals of the cophenetic coefficient 
correlation for hierarchy was 0.81, 0.86, 0.89, 0.84 for the 
single-linkage clustering, the complete-linkage clustering, 
the weighted average-linkage, and the ward’s method, 
respectively. 

Table I shows the results of applying an unsupervised 
cutting on these hierarchies, setting the inconsistency 
coefficient threshold to one. The weighted average 
clustering had identified 6 melanomas out of 7 as different 
from other nevi (sensitivity 85.7%). The sensitivity of this 
method for consensual UDs detection was 66.7%. Single-
linkage clustering was the method with the highest 
agreement with the clusterings of the nine observers 
(B3, 0.61).  

We applied the supervised cutting, using B3 metric on the 
same hierarchies obtained by the four linkage methods 
(Table II). The results of weighted average-linkage 
clustering were the most convincing with 100% sensitivity 
for MMs detection as well as for consensual UDs detection. 
The four methods had a good agreement with the clusterings 
of the nine observers.  

TABLE II 
Supervised Cutting towards a Consensus Clustering 

Methods PSC B3 UD Sensitivity 
UD 

Sensitivity 
MM 

Single 2.25 0.7583 2.8 100% 100% 
Complete 2.64 0.7517 1 94.4% 100% 
W-Average 2.45 0.7582 1.5 100% 100% 
Ward 2.64 0.7485 0.8 85.2% 100% 
PSC: Average number of PSCs identified per individual; B3: Average 
agreement with the observers, measured by B3; UD: Average number of 
identified UDs per individual. Sensitivity UD: Sensitivity for consensual 
UDs detection, Sensitivity MM: Sensitivity for MMs detection. 
 

TABLE I 
Unsupervised Cutting towards a Consensus Clustering 

Methods PSC B3 UD Sensitivity UD Sensitivity 
MM 

Single 3.2 0.6085 3.5 50% 57.1% 
Complete 6.1 0.5809 1.5 53.7% 71.4% 
W-Average 6.3 0.5768 2 66.7% 85.7% 
Ward 7 0.5575 0.8 31.5% 71.4% 

 
PSC: Average number of PSCs identified per individual; B3: Average 
agreement with the observers, measured by B3; UD: Average number of 
identified UDs per individual. Sensitivity UD: Sensitivity for consensual 
UDs detection, Sensitivity MM: Sensitivity for MMs detection. 
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Fig. 4. Clinical close-up of the consensus clustering (left panel) of an individual with 19 nevi (right panel). The consensus clustering obtained by a 
supervised cutting on the weighted average-linkage hierarchical clustering and projected in two-dimensional space using MDS. The method had identified 
the two consensual UDs (lesion 1 and lesion 14) as different from patient’s other nevi. Lesion 1 (right panel) was a malignant melanoma histologically 
confirmed that was apparent as UD for nine observers as well as for the consensus clustering (left panel). 
 
Fig. 4 illustrates an example of a patient with 19 nevi (2 
consensual UDs, 1 MM confirmed histologically) with the 
consensus clustering obtained by a supervised cutting 
applied on the hierarchy of weighted average-linkage 
clustering. The agreement between the consensus clustering 
and the clusterings of the nine observers was 0.75, and the 
cophenetic coefficient was 0.95. The consensus clustering 
identified the 2 consensual UDs as different from 
individual’s other nevi. 

4 Discussion and Conclusion  
In this paper, we conducted an experimental study to test 

the ability of nine dermatologists to build consistent clusters 
in patients, according to the Ugly Duckling concept. We 
showed that, whatever the number of nevi in a patient, 
observers were able to reduce morphological diversity of 
nevi to a mean of 2.45 main patterns (PSCs) at clinical 
examination, with a good inter-observer concordance. Their 
sensitivity for the identification of malignant melanomas as 
different from patient’s other nevi was 100%. The nine 
dermatologists have provided different partitions but no 
absolute gold standard (i.e. consensus clustering). When 
different input partitions differ significantly, the consensus 
by simple averaging is really a brut-force voting and there is 
no real “consensus” in their original meaning. We proposed 
a method to establish the consensus clustering of experts’ 
partitions by using hierarchical clustering on the consensus 
similarity matrices between nevi. 

We applied a supervised cutting on the hierarchy, using B3 
metric, to find the clustering with the highest agreement with 
the nine experts. We evaluated the hierarchical clusterings of 

four linkage criteria. The weighted average-linkage method 
was the most convincing with the highest agreement with the 
observers and the highest cophenetic correlation value. The 
sensitivity of this method for the melanoma detection was 
100%. The consensus similarity matrices between nevi, in 
this paper, were calculated from the clusters created at the 
second step of the experiment. In future work, we wish to 
use the clusters created at the third step of the experiment 
(with the degree of similarity between clusters) to extend the 
consensus function for hard clustering used in this study 
(CSPA) to a consensus function for soft clustering. 

The consensus clustering provides a model of the diversity 
of nevi in each patient, which can be used to find the 
different suspicious nevus (i.e. ugly duckling). Such 
information can be used to optimize melanoma diagnosis by 
comparative analysis and ugly duckling sign, and to enhance 
the computer-aided diagnosis. As already pointed out by 
Argenziano et al., a system that would make a decision from 
the analysis of all the nevi of a patient, and will be able to 
determine whether a nevus is different from patient’s other 
nevi, is likely to be much more efficient and specific than a 
system based just on the analysis of single nevus features. 

To model the comparative analysis of multiple nevi, we 
should learn the similarity measure relative to the consensus 
clustering. The problem of training a clustering algorithm to 
produce desirable clusterings is known as supervised 
clustering: given sets of items and complete clusterings over 
these sets, we learn how to cluster future sets of items [32], 
[33]. In our future work, we wish to use the consensus 
clustering extracted in this part of the study in a supervised 
clustering method. 
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Abstract—fast and high-quality Intrusion Detection 

algorithms play an important role in providing security 

management component by organizing large amounts of 

information into a small number of meaningful clusters. In 

particular, clustering algorithms that build meaningful 

groups of data via network log file are ideal tools for their 

interactive visualization and exploration as they provide a 

powerful mechanism to detect malicious sessions. This paper 

focuses on data stream algorithms that build such detection 

solution and (i) present a comprehensive study data stream 

clustering algorithm that use different functions and schemes 

to solve different problems in this area, and (ii) presents a 

new class of clustering algorithms called Divide and 

Conquer stream clustering algorithms, which combine 

features from both partitional and agglomerative approaches 

that allows them to reduce the early-stage errors made by 

agglomerative methods and hence improve the quality of 

clustering solutions. The experimental evaluation shows that, 

Proposed method lead to better solutions than previous 

algorithms; making it ideal for clustering large amount of 

datum network log file due to not only their relatively low 

computational requirements, but also higher clustering 

quality. Furthermore, the proposed method consistently leads 

to better solution when there is no cluster in a window of data 

and data is monotonous, as well.  
Index Terms— Data mining, data stream clustering, Intrusion 

Detection, divide and conquer.   

I. INTRODUCTION 

 

During the last decade many applications have been 

developed that they should manage massive amount of data 

which causes limitation in data storage capacity and 

processing time. Furthermore, many applications must 

operate in real-time to achieve their objectives. As an 

important case for these kinds of application, Network 

Intrusion Detection System (NIDS) can be pointed where it 

generates a huge data and this data should be process in real 

time to discover suspicious data. However, some difficulties 

against this problem list as below: 

 Stream data may only be visit once because of huge data 

and time constraint. 

 Algorithm should be operated in resources constraints 

especially for memory. 

 Data is monotonous during a period of time; consequently, 

data clustering is meaningless. 

 

 Number of clusters may be unknown in advance and the 

characteristics of clusters may change over time. 

 Novel attack detection. 

 Many data stream mining methods such as classification 

need to construct a model to classify and detect malicious 

data which is obviously time consuming and not suitable 

for real time environments. 

It is desirable to have algorithms which are able to detect 

clusters of objects with evolving intrinsic with considering 

this point that visiting of data is possible once. In addition, 

resource constraints and outliers detection are others aspects. 

Therefore, the main objective for this paper is to propose a 

method to overcome the above mentioned problems. 

Moreover, the parameters in extracting general components 

and determining the suitable quality measurements will be 

studied. This paper focuses on data stream clustering makes 

two key contributions.  

First, motivated by recent advances in data stream clustering, 

we revisited the question of whether or not data stream 

clustering approaches generate superior clusters result than 

traditional or other approaches and performed a 

comprehensive experimental evaluation of proposed method 

using standard dataset. We compare two recently most 

popular studies that have been shown to produce high-quality 

solutions with the method that studied vector space model and 

silhouette criterion to employ for processing high scaled 

dataset. Our experiments show that proposed 

condensation-based method generates hierarchical clustering 

solutions that are consistently and substantially better than 

those produced by the previous algorithms. These results 

suggest that condensation clustering algorithms are ideal for 

obtaining effective solutions of large datasets due to not only 

their relatively low computational requirements, but also 

better performance in terms of cluster quality. 

Second, we present a new class of condensation algorithm 

called Divide and Conquer stream clustering algorithm 

(DC-STREAM) in which we introduce micro clusters 

obtained by condensation clustering algorithm based on 

vector model to constraint the space over which 

agglomeration decisions are made. This algorithm generates 

the clustering solution by using divide-and-conquer method to 

build a hierarchical structure for each partition of cluster. Our 

experimental evaluation shows that these methods 

consistently lead to better solutions than recent methods. The 

rest of this paper is organized as follows. Section 2 provides 

an overview for most popular and recent studies for Intrusion 
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Detection with data mining approaches and data stream 

clustering methods. Section 3 explains some preliminary 

information on how divide and conquer are employed and 

how the vector space is represented. Section 4, 5 describes 

methodology as well as silhouette criterion and DC-STREAM 

algorithm. Section 6 provides the detailed experimental 

evaluation of the proposed data stream clustering method with 

taking into account limitations in Intrusion Detection dataset. 

Section 6 analyzes the impact of proposed method on the 

quality of the results. Finally, Section 7 provides some 

concluding remarks. 

II. LITERATURE REVIEW 

If we want to categorize intrusion detection methods, we will 

recognize two main aspects for grouping approaches, which 

one group refers to type of attack includes host based and 

network based. Another group of approaches refers to 

solutions techniques which are signature based and anomaly 

detection methods. In continue we review these techniques 

with their pros and cons. 

 

Table 1 Intrusion Detection methods 
Methods based on 

type of attacks 

pros cons 

Host based[1] HIDS monitor only 

the 

host, it can 

determined intrude 

more accurate. 

It does not need to 

install extra hardware 

or software because 

everything is on the 

host. 

Encrypted messages 

are not serious 

problem because they 

received in the host 

and can be decrypted 

more easily 

It cannot detect some 

types of attacks that 

they need to monitor 

traffic of network e.g. 

DOS and DDOS. 

Redundancy is an 

important problem in 

HIDS especially when 

we want to install this 

system for a network, 

because we should 

have a HIDS for each 

host. 

Because of the fact 

that HIDS should be 

installed in each host, 

it is clear that expense 

of system will be 

increased. 

Network based[2, 

3] 

Detection of some 

attacks such as DOS 

and DDOS need to 

monitor traffic of 

whole network and it 

is possible by NIDS. 

Low expense is 

brilliant advantage for 

NIDS because it is not 

necessary to install 

many monitoring 

systems. 

Losing some data 

during the process of 

detection. 

Encrypted data are 

problematic in NIDS. 

In large-scale network 

more facility is 

required to monitor 

network; thus, 

scalability is another 

significant problem in 

NIDS. 

 

On the other hand, there are two main solutions for IDS in 

terms of algorithms which are employed. We divide 

approaches in two main groups: misuse detection which the 

main study is the classification algorithms and anomaly 

detection which the main study is the pattern comparison 

(association rules and sequence rules) and the cluster 

algorithms.  

 

 

 

 

Table 2 General approaches for IDS 
approach pros cons 

Signature 

based[4] 

Specifying exact 

class of attacks. 

Efficiency is high and 

complexity is low. 

Many false positives: 

prone to generating 

alerts when there is 

no problem in fact. 

Cannot detect 

unknown intrusions. 

Anomaly[5, 6] 

detection 

Anomaly detection 

can detect novel 

attacks to increase the 

detection rate. 

Compared to 

supervised methods, 

unsupervised 

approach breaks the 

dependency on 

attack-free training 

datasets. 

Obviously, not all 

typical behaviors are 

attacks or intrusion 

attempts[7]. 

 

It is clear from table 2 that most efforts and solutions have 

been focused on anomaly detection methods. In other word, 

data mining methods are the most significant tools in this area. 

Among data mining approaches, data stream clustering has 

received most attractions due to its advantages in comparison 

of other methods.  In fact,  properties of data stream clustering 

such as being unsupervised, no need to have model, 

considering time and space constraints, working in high 

scaled datasets and eventually detecting novel class of data 

makes it most suitable to solve intrusion detection problem 

[8-13].  

 

Generally, we can categorize data stream clustering from 

framework perspective in two main groups: on-line and 

off-line components; consequently, stream clustering take 

places in two steps on-line and offline. This kind of 

framework was proposed for the first time by [14] and in 

continue they have applied this framework to solve other 

problems in data stream clustering[15-19]. As it mentioned 

before main problems in data stream clustering are visiting 

data once and concept drift. Thus, Micro clustering and 

Macro clustering are utilized in two main components. It also 

employs a pyramid structure for organizing macro clusters 

during the time to answer user’s question during tilted time 

and experimental results has demonstrated acceptable 

accuracy and efficiency. Generally speaking, approaches 

which are applied K-Means or K-Medians suffer from lack of 

accuracy when there are a lot of outliers. Beside, K-Means is 

also sensitive to value of outliers. These methods are not 

suitable for discovering clusters with non-convex shapes or 

clusters of very different size. Number of clusters should be 

determined as value of parameter K. Aforementioned 

weaknesses motivated researchers to employ some other 

techniques, e.g. [20] have developed a connectivity based 

reprehensive points to cluster data stream. Accuracy is 

outstanding in their research but it exhibits low performance. 

Another point is using a repository for previous data so it is 

unable to give us a history in different scale time. Ref[21]  
proposed a new framework for online monitoring clusters over 

multiple evolving streams by correlations and events. The 

streams are smoothed by piecewise linear approximation, and 

each end point of the line segment can be regarded as a trigger 

point. At each trigger point, for clusters that have trigger 

streams, they update the weighted correlations related to trigger 

streams in clusters. Whenever an event happens, the clusters are 

modified through efficient split and merge processes. In [22] a 
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new entropy based method has been developed for mixed 

numeric and categorical data stream clustering. They also use 

online and off line components to process data.  

BIRCH can be considered as a primitive condensational 

method which is not component-based [23]. It works based on 

two steps: first it scans dataset and builds a tree which 

includes information about data clusters. In second step 

BIRCH refines tree by removing sparse nodes as outliers and 

concrete original clusters. STREAM is the next main method 

which has been designed especially for data stream clustering 

[24]. In this method K-Medians is leveraged to cluster objects 

with SSQ criterion for error measuring. There are some other 

approaches that they are not component-based 

methods[25-28]. We summarize the problems and solutions 

which are depicted in table 3. 

 
Table 3 Major problems and solutions for data stream clustering 
Problem  solution pros cons 

Scan data 

once (time 

and space 

constraints

) 

Condensation-based[15

, 29-31]  

Having 

summary of 

data (global 

view) 

 

Resource 

constraints, 

speed up 

 

Data sampling[32]  speed up Low quality 

Density -based[33] Arbitrary 

shaped 

clusters 

Applicable 

in low 

dimension 

Grid-based[34, 35] Arbitrary 

shaped 

clusters 

Applicable 

in low 

dimension 

Evolving 

data and 

concept 

drift 

Fading function(decay 

concept)[30, 34, 36] 

Managing 

evolving 

data 

efficiently 

threshold  

boundary 

value 

,missing 

clusters 

Tree structure[37, 38] No need to 

determining 

extra 

parameters  

Inflexibility 

 

In addition we have some minor problems in data stream 

clustering which are open issues in this area: 

 High dimensional data 

 Detecting noise and outliers 

 Space constraints 

 Uncertainty data  

 Different data types 

 Spherical shaped clusters vs. arbitrarily shaped 

clusters 

 Number of determined parameters  

III. PRELIMINARIES 

Clustering is grouping samples into some classes 

unsupervised with unknown label. Let consider space with 

samples which are defined with vectors: 

},...,,{ 21 nVVVS  as each vector has own properties that is 

shown with v1, v2,… so 
d

ji RV   means j
th

 property of Vi and 

R
d
 is a space with d dimensions. 

A. Divide AND Conquer method 

When the size of a data set is too large to be stored in the main 

memory, it is possible to divide the data into different subsets 

that can fit the main memory and to use the selected cluster 

algorithm separately to these subsets. The final clustering 

result is obtained by merging the previously formed clusters. 

This approach is known as divide and conquer [39, 40]. On 

the other hand, most of the clustering techniques based on 

divide and conquer method ignore the fact about the different 

size or levels – where in most cases, clustering is more 

concern with grouping similar objects or samples together 

ignoring the fact that even though they are similar, they might 

be of different levels. For really large data sets, data reduction 

should be performed prior to applying the data-mining 

techniques which is usually performing dimension reduction. 

The main question is whether some of these kind of prepared 

and preprocessed data techniques can be discarded without 

sacrificing the quality of results. Due to this reason, each 

stream of data can be divided to some subsets based on their 

levels and clustering is applied on each subset instead of the 

whole stream of data.  

B.  Equivalency AND Similarity  

  A binary relation R on set S is called equivalence relation if 

and only if it is reflexive, symmetric and transitive. 

A binary relation R on set S is called compatible relation if 

and only if it is reflexive and symmetric.   

Claim: We can get a result from above definitions that each 

equivalence relation is also a compatible relation but a 

compatible relation is not necessarily an equivalence relation. 

Let R be an equivalence relation on a set S. the equivalence 

class of Sx is the set }|{][ yRxSyx  , and the set of 

all equivalence classes of R is denoted by R(S). 

Lemma.1. Each equivalence relation R can divide S into some 

partitions (classes) s1,s2,…,sn where      

jissc

sb

Ssa

ji
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i
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Proof can be seen in Discrete Mathematics Structure [43]. 

 

Lemma.2. Length of vector is an equivalence relation where 

length is defined by 



d

i

ivVL
1

2)( , where d and vi are for 

number of dimensions and value of i
th

 feature respectively.  

Proof: 

)()()()()()(:,,

)()()()(:,

)()(:

kikjjikji

jijjiji

iii

VLVLVLVLVLVLSVVV

transitive

VLVLVLVLSVV

symmetric

VLVLSV

reflexive





   

Outcome of lemma 1, 2 is the important result that implies 

length of vector can divide our problem space into some 

subsets with equivalency property. Although, vectors in one 

subset are in the same level but they might be in different 

directions. The radius of subset is L (Vi) for all vectors inside 

of that subset as Vi belongs to subset. 

Lemma.3. Similarity is a compatible relation where similarity 

is defined by Minkowski distance[41]: 

nd
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Or cosine measure that is used inner product for similarity 

among vectors: 
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j
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i
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Proof  
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Similarity is not an equivalence relation because it doesn’t 

have transitive property.  

IV. METHODOLOGY 

We are going to design an algorithm in two steps. First it 

divides entire space into some subsets based on length of 

vectors. As it mentioned before, samples in each subset are 

same size but not necessarily similar. For this purpose we 

cluster samples based on their size or length. In second phase 

K-Means algorithm is employed in each subset. It is suitable 

to overcome clustering problem for large datasets with high 

dimensions instead of using clustering on entire data. 

Data Dividing: We divide arrival data in stream into some 

subsets by K-Means algorithm based on length of vector 

which is equivalency relation. Length of vectors are input for 

K-Means algorithm and output will be some partitions which 

elements inside them are same size and ready to clustering. In 

other word all samples in one partition have almost same size 

but might be dissimilar. 

Subsets clustering: after finding subsets, clustering algorithm 

is applied on each subset and outcomes final group. Although 

samples in different subsets may be similar based on COSINE 

criterion but they are in different levels.  

Silhouette refers to a method of interpretation and validation 

of clusters of data[41]. The technique provides a succinct 

graphical representation of how well each object lies within 

its cluster. Assume the data have been clustered via any 

technique, such as k-means, into clusters. For each datum i, let 

a(i) be the average dissimilarity of i with all other data within 

the same cluster. We can interpret a(i) as how good was i 

match to the cluster that it was assigned to (the smaller the 

value, the better the matching). Then find the average 

dissimilarity of i with the data of another single cluster. 

Denote the lowest average dissimilarity to i of any such 

cluster by b(i) . The cluster with this average dissimilarity is 

said to be the "neighboring cluster" of i as it is beside to the 

cluster i is assigned that is the cluster in which i fits best. We 

now define s(i), value of the silhouette for object i as below: 

 
In other word: 

 
where   -1≤s(i)≤1 

Based on silhouette mean value we are able to compare 

quality of clusters from point of view both compactness and 

separateness. In addition, we utilize mean silhouette value 

criterion for finding the best value for number of clusters as it 

will be described further.  

 Dataset description: The 1998 DARPA Intrusion Detection 

Evaluation Program was prepared and managed by MIT 

Lincoln Labs. The objective was to survey and evaluate 

research in intrusion detection.  A standard set of data to be 

audited, which includes a wide variety of intrusions simulated 

in a military network environment, was provided.  The 1999 

KDD intrusion detection contest uses a version of this dataset. 

Lincoln Labs set up an environment to acquire nine weeks of 

raw TCP dump data for a local-area network (LAN) 

simulating a typical U.S. Air Force LAN.  They operated the 

LAN as if it were a true Air Force environment, but peppered 

it with multiple attacks. The raw training data was about four 

gigabytes of compressed binary TCP dump data from seven 

weeks of network traffic.  This was processed into about five 

million connection records.  Similarly, the two weeks of test 

data yielded around two million connection records. A 

connection is a sequence of TCP packets starting and ending 

at some well defined times, between which data flows to and 

from a source IP address to a target IP address under some 

well defined protocol.  Each connection is labeled as either 

normal, or as an attack, with exactly one specific attack 

type.  Each connection record consists of about 100 bytes. 

Attacks fall into four main categories: 1) DOS: 

denial-of-service, e.g. syn flood; 2) R2L: unauthorized access 

from a remote machine, e.g. guessing password; 3) 

U2R:  unauthorized access to local super user (root) 

privileges, e.g., various ``buffer overflow'' attacks; 4) 

probing: surveillance and other probing, e.g., port scanning.  

 Most of the connections in this dataset are normal, but 

occasionally there could be a burst of attacks at certain times. 

Also, each connection record in this dataset contains 42 

attributes; whereas, all 34 continuous attributes will be used. 

V. DIVIDE AND CONQUER STREAM 

CLUSTERING (DC-STREAM) 

Our proposed algorithm for on-line component includes two 

main steps: 

Step 1:  

1. Compute length of vector for all samples in each group of 

data. 

2. for  I=2 to k  find clusters with max value for average of 

silhouette, If this value is less than 0.25 then ignore 

subset dividing and return. 

3. Return I as the number of subsets. 

Step2: In this step we can assume two different strategies for 

arriving and processing data with different results. First, data 

arrive one by one and assign it to suitable micro cluster. 

Therefore, managing evolving data and concept drift should 

be carried out by employing fading function and decay 

concept. Second, processing data can be done in batch; 

namely, Clustering must be done for entire data in one 

window. Thus, novelty detection is carried out automatically 

by finding the new micro clusters and concept drift is 

managed by frequent micro clusters statistics merging and 

splitting.  In this study we employ second strategy to 

overcome data stream difficulties.      

1. Input I as a number of subsets 

2. If average of silhouette is more than 0.999 or I=0 then no 

need to cluster data in window and return entire of data in 

window as the one cluster. Go to next window of data.  

3. for each subset is : 

Find the best number of clusters in each subset in the 

window based on value of the mean silhouette.  
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If mean of silhouette value is less than 0.25 for one cluster 

inside the subset and the total number of clusters<=k/I then 

re-cluster of this sub cluster.  

Summarize and gather statistics information for each 

cluster as the micro cluster and add it to list of micro 

clusters. 

4. Update list of micro clusters: 

 If number of samples in one micro cluster is less 

than threshold (minimum number of samples) 

which is determine by user then it is identifying 

as the outlier.  

 Merge micro clusters which not only their means 

but also mean of silhouette is near to each other.  

 Split micro cluster when its standard deviation 

becomes larger than minimum standard 

deviation or mean of silhouette is less than 0.25 

into two micro clusters and then newly 

generated micro clusters are inserted into micro 

clusters set. 

 Identify micro clusters which have not received 

data during long time as the expired micro 

clusters. 

VI. EVALUATION 

The proposed method will be evaluated by number of subsets 

analysis and scalability. 

Number of subsets analysis: one of the most important 

parameters which may significantly impact the clustering 

quality and speed up is the number of subsets in each window. 

As discussed earlier, this was defined based on length of 

vectors relationship and dividing data in window into some 

subsets of vectors which are in the same level. Finding best 

value for number of subsets can affect on time complexity and 

thus increase efficiency. We find this value by applying 

k-means algorithm five times for avoiding local minima in 

each window for length of vectors for 100000 samples and 

calculating mean of silhouette for different value of k from 2 

to 10. As demonstrated in Figure 1, there is the most stable 

value for silhouette mean in k=2. Furthermore, null value or 

value close to 1 (0.999) for mean(s) imply that the entire data 

in window are same level and window of data can be 

considered as one cluster. Therefore, the number of subsets in 

each window was set to 2 for all experiments in this paper. 

 

 
Figure 1 the mean of silhouette value for number of subsets in 

each window 

We compare window 12, 13 as an instance to show how the 

number of subsets can help to group samples more efficient 

(Figure 2). All samples in window 12 are same size and it does 

not require to cluster but for window 13 only k=2 lead us to 

correct clustering. 

 

 
Figure 2 Mean of silhouette for window 12 and window 13 in 

difference values of k 

 

One novel feature of DC-STREAM is it can create a set of 

micro clusters for each data window with considering both 

novelty and outliers. Furthermore, we expect this method to 

be more effective than current algorithms at clustering rapidly 

evolving data streams. We will show the effectiveness and 

high quality of method in detecting network intrusions. We 

compare the clustering quality of our method with STREAM 

and ConStream using the Network Intrusion dataset. All 

experiments for this dataset have shown that proposed method 

has substantially higher quality than STREAM and 

ConStream. Figure 3 shows some of our results, where stream 

speed = 1000 which means that the stream window length is 

1000. We run each algorithm 5 times and compute their 

average of silhouette. As shown in the figure, DC-STREAM 

is always better than others. For example, at first window, the 

average silhouette of DC-STREAM is close to 1 whereas 

others achieved only 0.3 for mean(s). Surprisingly, the high 

clustering quality of DC-STREAM is achieved from its good 

design. On the one hand, the divide and conquer enables 

DC-STREAM to approximate a hierarchical structure based 

on level of objects as closely as desired. This is contrast with 

other clustering algorithms that only based on the k-means 

data stream clustering with its weaknesses such as initial value 

for clusters and outlier detection.  

 
Figure 3 Clustering Quality of STREAM, ConStream and 

DC-STREAM for h=1000 

Furthermore, an efficient method is required in order to 

maintain evolving data and concept drift. Therefore, our 

experiments also demonstrated that DC-STREAM is more 
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reliable than STREAM and ConStream whereby it always 

returns the same results in most of the time.  

For example, at window 9, all the connections belong to the 

Smurf attack type. The micro-cluster maintenance algorithm 

always absorbs all data points in the same micro-cluster. As a 

result, DC-STREAM will successfully cluster all these points 

into one macro-cluster. This means that it can detect a distinct 

cluster corresponding to the network attack correctly.  

Scalability results: The key to the success of the clustering 

method is high scalability of the micro-clustering algorithm. 

This is because this process is exposed to a potentially large 

volume of incoming data and needs to be implemented in an 

efficient and online fashion. On the other hand, some part of 

micro-clustering process required only a (relatively) 

negligible amount of time. This is because divide and 

conquers method in each window can reduce the size of 

problem and complexity. The most time-consuming and 

frequent operation during micro-cluster maintenance is on 

finding the micro clusters in batch. It is clear that the 

complexity of this operation increases linearly with the 

number of micro-clusters which is calculated based on 

mean(s) in order to obtain a high quality clustering.  

VII. DISCUSSION 

Our experiments have shown that DC-STREAM can facilitate 

cluster evolution analysis. By taking the Network Intrusion 

dataset as an example to show how such the analysis is 

performed in our experiments, we assume that the network 

connection speed is 1000 connections per each window. First, 

by comparing the data distribution for window start 9000 to 

10000, all data is grouped into two clusters based on their 

length with mean(s) close to 0.999 so we can obtain only one 

micro clusters which includes all samples in the window. By 

checking the original dataset, we find that all samples in this 

kind of window (window 9) are attack connections (Smurf).  

More interestingly, all samples in window 9 are same size and 

type. Consequently, this step identifies the window as one 

micro cluster and the process is terminated. For other 

windows, there would be have the same situation and it will 

decrease time complexity. Another important point that 

should be mentioned here is differences between batch and 

online update. Although, batch processing in each window 

might be time consuming but it avoids some disadvantages 

such as determining extra parameters e.g. radius of micro 

clusters for detecting outliers or specific time for novel 

detecting. Split and merge which occur automatically after a 

window frame in the proposed method.  

VIII. CONCLUSIONS 

In this paper we have demonstrated some difficulties in data 

stream clustering which is its data mostly in high scale and 

high dimensions. New method need to be developed for 

processing these huge data sources. Furthermore, concept 

drift is nature of data and should also be managed by the new 

method. On the other hand, efficiency in terms of accuracy is 

one of the most critical measurements which are mostly 

defined by compactness and separateness for those data that 

their labels are unknown (for known labels we can use 

precision and recall). We discussed a new method for 

clustering and outlier detection of high scaled data with stream 

processing strategy. In order to achieve this goal, we used a 

compact representation of the clusters and a vector space 

model with considering divide and conquer approach which 

was utilized to construct an additive data stream mining 

algorithm. The resulting algorithm was applicable over 

Intrusion detection dataset with minor modifications. In 

addition, the technique can be applied to study the nature of 

the outliers and the evolution in the underlying stream. In 

addition, since the approach stores summary data about the 

clusters, it can be used in conjunction with a second level of 

clustering based on user-specified parameters. In most real 

applications, a stream may be monotonous during a specific 

window, thus entire of window can be considered as a micro 

cluster without any extra processing. For such cases, the first 

step of DC-STREAM can predict this situation and avoid 

further clustering which is particularly useful at the cost of 

processing time. The algorithm was tested on intrusion 

detection data sets. We found the algorithm to be highly 

effective in being able to quickly adapt to monotonous data in 

the data stream and recognize the number of subsets in each 

window. We also tested the method against the recent stream 

clustering methods known as CONStream and STREAM 

using silhouette measure that includes both compactness and 

separateness. In such cases, our method turns out to be much 

more effective, and the advantage was greater when the entire 

samples in the window are same size. As the future work, we 

will study global factor of the dataset and the relationship 

between successive subsets. On the other hand more 

experiments will be conducted in order to evaluating speed up 

and memory consumption.    
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Abstract— Cluster and outlier detection has always been
one of data mining research interests. Numerous approaches
have been designed to find clusters and detect outliers in
various types of data sets. In this paper, we present our
research on analyzing data sets with constant changes.
We design approaches to keep track of status of clusters,
the movement of data points, and the updated group of
outliers. Different from the traditional approaches which
are focused on two-dimensional or low-dimensional data
spaces, we aim to analyze data sets in multi-dimensional
data spaces. We also propose to adjust the clusters and
outliers simultaneously, since they are two concepts that are
closely related.

1. Introduction
Everyday a large amount of real data sets are generated

in many disciplines. Data mining approaches are designed
to analyze those data sets. Cluster and outlier detection has
always been one of the focuses of data mining research.
Cluster analysis specializes in techniques for grouping sim-
ilar objects into a cluster in which objects inside a cluster
exhibit certain degree of similarities, and separates dissimilar
objects into different clusters. It is a method of unsupervised
learning, and a common technique for statistical data anal-
ysis used in many fields, including machine learning, data
mining, pattern recognition, image analysis and bioinformat-
ics. Existing clustering algorithms can be broadly classified
into four types: partitioning [10], [11], [12], hierarchical
[21], [7], [8], grid-based [18], [15], [3], and density-based
[5], [9], [4] algorithms.

Partitioning algorithms construct a partition of a database
of n objects into a set ofK clusters, whereK is an
input parameter. In general, partitioning algorithms start
with an initial partition and then use an iterative control
strategy to optimize the quality of the clustering results
by moving objects from one group to another. Hierarchical
algorithms create a hierarchical decomposition of the given
data set of data objects. The hierarchical decomposition is
represented by a tree structure, called dendrogram. Grid-
based algorithms quantize the space into a finite number of
grids and perform all operations on this quantized space.

These approaches have the advantage of fast processing
time independent of the data set size and are dependent
only on the number of segments in each dimension in the
quantized space. Density-based approaches are designed to
discover clusters of arbitrary shapes. These approaches hold
that, for each point within a cluster, the neighborhood of a
given radius must exceed a defined threshold. Density-based
approaches can also filter out outliers.

Each of the existing clustering algorithms has both advan-
tages and disadvantages. The most common problem is rapid
degeneration of performance with increasing dimensions [9],
particularly with approaches originally designed for low-
dimensional data. To solve the high-dimensional clustering
problem, dimension reduction methods [3], [2], [14] have
been proposed which assume that clusters are located in a
low-dimensional subspace.

An outlier is a data point that does not follow the
main characteristics of the input data. Outlier detection is
concerned with discovering the exceptional behaviors of
certain objects. It is an important branch in the field of data
mining with numerous applications, including credit card
fraud detection, discovery of criminal activities, discovery
of computer intrusion, etc. In many applications outlier
detection is at least as significant as cluster detection. There
are numerous studies on outlier detection [19], [17], [20],
[13].

In this paper, we analyze data sets with constant changes.
We design approaches to keep track of status of clusters,
the movement of data points, and the updated group of
outliers. Different from the traditional approaches which
are focused on two-dimensional or low-dimensional data
spaces, we aim to analyze data sets in multi-dimensional
data spaces. We also propose to adjust the clusters and
outliers simultaneously, since they are two concepts that are
closely related.

2. Related Work
Numerous approaches have been designed to analyze data

sets with constant changes. For example, Abrantes etc. [1]
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proposeda data clustering method that extends well-known
static clustering algorithms, applying a motion model to
track clusters that deform and translate. The method uses
centroids, or points of reference within the data cluster that
are drawn towards the center of clusters. The clusters are
defined by their relevance to the centroids. In every instance
of tracking the previous centroids are used to calculate
translations and deformations of the cluster, and establish
new centroids, based on previous calculations. They also
demonstrated examples of this process in the context of
object tracking using pixels and three dimensional linear
calculations.

Garcia etc [6] proposed a method for clustering data with
a dissimilarity measure and a dynamic procedure of splitting,
giving examples of the method by using plot graphs of two-
dimensional data sets. The dissimilarity measure uses the
optimum path between each successive datum. The optimum
path is chosen by finding the shortest distance between two
successive vertices. This measure allows the clusters to take
a unique shape, rather than clustered into quadrants. The
optimal partitioning can be performed using the previous
optimum path as a comparison, so clusters that are dense
will be less likely to assume outliers or data belonging to
another cluster. The authors also described a method to scale
and smooth the derivatives.

Our approach is different from the previous work in that,
instead of solely focusing on clustering analysis, we keep
track of the change of clusters and outliers, and always keep
them in the most updated status. The characteristic of certain
data points in clusters and certain outliers are also changed
dynamically. Furthermore, we design our approach in multi-
dimensional data spaces instead of two-dimensional or low-
dimensional data spaces.

3. Analyzing Dynamic Data Sets

A lot of algorithms have been designed for cluster analysis
and outlier detection. It is difficult to detect clusters and
outlier with a high accuracy for multi-dimensional noisy data
sets, especially when the data sets change constantly. For
example, Figure 1 shows a two-dimensional data set whose
data points move dynamically over the time. The directions
of the movement for certain data points are unpredictable.

Figure1: An example of dynamic data set

In this section we discuss how to design an approach
to keep track of the status of clusters, the movement of
data points, and the updated group of outliers. In order to
describe our approaches, we shall introduce a few notations
and definitions. Letn denote the total number of data points
and d be the dimensionality of the data space. LetDk be
the kth dimension, where k = 1, 2, ..., d. Let the inputd-
dimensional data set be

DS = {X1, X2, ..., Xn},
which is normalized to be within the hypercube[0, 1]d ⊂ Rd.
Each data pointXi is a d-dimensional vector:

Xi = [xi1, xi2, ..., xid]. (1)

Our approach is designed to keep track of the variation
of clusters and outliers for a give data set with multiple
dimensions. For a given step, let the current number of
clusters bekc and the current number of outliers beko;
let the set of clusters beC = {C1, C2, ..., Ckc}, and the set
of outliers beO = {O1, O2, ..., Oko}.

For each clusterCi ∈ C, i=1,2,...,kc, we define its size.
For data sets in a two-dimensional space, a traditional way
is to use the radius to represent how large is cluster is:

radius(Ci) = max
Xp∈Ci

(d(Xp,mci)), (2)

wheremci is the centroid of ClusterCi, Xp is any data point
in ClusterCi, andd(Xp,mci) is the distance betweenXp

and mci under certain distance metric, normally Euclidean
distance for two-dimensional data space.

However, as the dimensionality of the data space goes
higher, the radius of a cluster will increase dramatically. This
is because as shown in equation 2, the distance between
a data point in a cluster and its centroid is calculated
by d(Xp,mci) using Euclidean distance, and it is well
known that Euclidean distance increases very fast when
the dimensionality goes higher. This is called the "curse of
dimensionality".

We can also analyze the case in another way. In a two-
dimensional data space, a cluster is represented by a circle.
The volume of the circle for a cluster can be calculated
as πr2, where r is the radius of the cluster. In a multi-
dimensional data space, a cluster will be represented by a
hyper-sphereS. There may be many empty regions which
contain no data, and the bounding hyper-spheres of two
different clusters may overlap. The volume v of the hyper-
sphereS in a d-dimensional data space is calculated as

v =
2πd/2rd

dΓ(d
2 )

, (3)

The gamma functionΓ(x) is defined as:

Γ(x) =
∫ ∞

0

tx−1e−tdt, (4)
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whereΓ(x + 1) = xΓ(x) andΓ(1) = 1.
From equation 3 and equation 4 we can see that the

volume v of the hyper-sphereS for a cluster increases
dramatically as dimensionality goes higher.

Here we apply a different approach to define the size of a
cluster. LetDk be thekth dimension, where k = 1, 2, ..., d,
the lower bound of the value range onDk be the smallest
value of the data points onDk, and the upper bound of the
value range onDk be the largest value of the data points on
Dk. For a given data set DS in ad-dimensional data space,
we represent the size of a cluster C in DS as a group of
intervals:

Size(C) = {[l1, h1], [l2, h2], ..., [ld, hd]}, (5)

where lk and hk are the lower bound and upper bound
of the value range onDk , k = 1, 2, ..., d. The reason
we define the size of a cluster C in this way is that,
when the dimensionality goes higher, the size of C will
not increase dramatically like what the Euclidean distance
causes. Instead, there will be just more pairs of lower bound
and upper bound added in the size of the C.

In our approach, we closely keep track of the change of
clusters and outliers based on the movement of the data
points in a data set DS. Based on how fast the data points in
DS change their positions and availabilities, a time interval
t is assigned to DS.

At each time intervalt:
1) For each clusterCi ∈ C, we check the change of

position for each data pointXp ∈ Ci, and count the
numberni of data points inCi whose new value(s) on a
certain dimension or certain dimensions are out of the value
intervals defined in{[l1, h1], [l2, h2], ..., [ld, hd]}. If a data
point no longer exists in DS, i.e., it is deleted from DS, it
will also be counted intoni.

If ni exceeds a certain threshold, we will modify the in-
tervals in{[l1, h1], [l2, h2], ..., [ld, hd]} so it will still contain
those data points, because in this case the majority of data
points in Ci are moving out of the range ofCi, thus the
size and shape ofCi need to be adjusted to still form a
valid cluster. If ni does not exceeds the threshold, which
means those data points are the minority inCi, they should
be removed fromCi. For each of those data points, we will
check to see if it resides in the new range of other clusters in
C. If it does, we will assign it to the new cluster, otherwise,
we will assign it as a new outlier.

2) For each outlierOj in O, we will check to see if the
new position ofOj resides in the new range of a clusterCq

in C. If it does, we will assignOj as a new data point in
Cq, otherwise,Oj remains as an outlier.

The dynamic cluster-outlier adjustment algorithm is de-
scribed in figure 2.

Algorithm: Dynamic data set process
Begin

a) Generate the groups of clusters and outliers
from the initial data setDS = {X1, X2, ..., Xn}.
Various algorithms can be adopted to perform
the initial clustering and outlier detection step,
such as [16], etc.

b) Define a time intervalt based on the frequency
of change for positions and availabilities of data
points in DS.

c) Monitor and record the change of data points’
positions and availabilities dynamically.

d) At each intervalt, perform step 1) and 2)
mentioned in the last subsection.

e) Keep performing the algorithm until the data set
no longer changes or the user interrupts the
process.

f) Output the currently updated data set DS, the
current set of clustersC = {C1, C2, ..., Ckc}, and
the current set of outliersO = {O1, O2, ..., Oko}.

End.

Figure2: Algorithm: Dynamic Data Set Process

3.1 Time and space analysis
Suppose the size of the data set is n and the dimensionality

is d. Throughout the process, in each time interval, we need
to keep track of the change of values of all points, which
collectively occupiesO(dn) space.

In each time interval, and for each cluster, we need to
calculate the valueni which is the number of data points
whose values are out of the value intervals of its cluster. The
time required for this process isO(dn). Suppose there areTn

intervals before the algorithm is terminated. The processing
time is O(Tndn).

4. Experiments
Various experiments were performed to evaluate and

demonstrate the effectiveness and efficiency of the proposed
approach. Our experiments were run on Intel(R) Pentium(R)
4 with CPU of 3.39GHz and Ram of 0.99 GB.

A synthetic data generator was generated to test the
scalability of our algorithm over data size, dimensionality
and time intervals. It produces data sets with normalized
distributions. The sizes of the data sets vary from 2,500,
5,000, ... to 20,000, with the gap of 2,500 between each two
adjacent data set sizes, and the dimensions of the data sets
vary from 5, 10, ... to 40, with the gap of 5 between each two
adjacent numbers of dimensions. To simulate the dynamic
change of the data set, we applied the following strategies: 1)
A time trigger was designed; 2) Every time the time trigger is
randomly turned on: 2.1) A random subset RA of data points
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from the data set are selected to have their values changed,
2.2) A random subset RB of data points are removed from
the data set, 2.3) A set RC of randomly generated data points
are inserted into the data set. With these steps the data sets
are constantly changing.

Figure 3: Running time of the algorithm on data sets with
increasing dimensions

Figure 4: Running time of the algorithm on data sets with
increasing sizes

Figure 5: Running time of the algorithm on a data set with
increasing time intervals

Figure 3 shows the running time of groups of data sets
with dimensions increasing from 5 to 40. Each group has a
fixed data size (from 2,500, 5,000, ... to 20,000). And we
set the time interval as 1 second.

Figure 4 shows the running time of groups of data sets
with sizes increasing from 2,500 to 20,000. Each group has
fixed number of dimensions (from 5, 10, ... to 40). And we
set the time interval as 1 second. The two figures indicate
that our algorithm is scalable over dimensionality and data
size.

Figure 5 shows the running time of a data set with 10000
data points and 5 dimensions. The time interval changes

from 1 to 10 seconds, with the gap of 1 second between
each two adjacent time intervals. Figure 5 indicates that our
algorithm is scalable over the time intervals.

5. Conclusion and discussion
In this paper, we present a novel approach to analyzing the

dynamic multi-dimensional data sets, which always keeps
the clusters and outlier in the most updated status when
the data points in the data sets change their positions and
availabilities constantly. We will further conduct more exper-
iments on synthetic and real data sets to test and demonstrate
the efficiency and effectiveness of our approach.
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ABSTRACT 

Extraction of knowledge from massive and complex data sets 

generated from peta-scale simulations poses a major obstacle to 

scientific progress. We propose a new approach to solving this 

problem by utilizing an innovative feature extraction technique in 

combination with specialized data mining algorithms which can 

be incorporated as part of the scientific visualization pipeline.  In 

this paper we show how data from simulations as well as many 

other real life examples can be represented in a form of 

multivariate time series.  Accordingly, we have adapted a 

multivariate time series analysis data mining technique to handle 

simulation data.  The technique extracts global features and 

metafeatures in the 2D simulation dataset in order to capture the 

necessary time-lapse information. The features are then used to 

create a static, intermediate data set that is suitable for analysis 

using the standard supervised data mining techniques.    The 

viability of the new algorithm called MineTool-M2 is 

demonstrated through its application to the problem of automatic 

detection of flux transfer events (FTE) in the simulation data.   

MineTool- M2 built model led to a high FTE classification model 

accuracy of 95.56% correctly classified instances where the 

model produced one of three outputs of non-FTE, across cut FTE, 

and tangent cut FTE.  For comparison, two other means of 

treating the time series data including a common summary 

statistics technique yielded much lower accuracies of 48% and 

62% correctly classified instances, illustrating the complexity of 

this problem and the need for advanced techniques to handle such 

data.   

Keywords 

Multimedia Mining, Temporal and Spatial Data Mining, 

Multivariate Time Series Classification, Regression/Classification 

1. INTRODUCTION 
Scientific simulations have been used in a variety of fields to aid 

the understanding of a variety of scientific processes and enable 

scientific discovery. In space sciences for example, where 

progress relies on use of computer simulations in close ties with 

in situ and remote spacecraft measurements, the data challenge is 

particularly acute and has reached a critical stage. The advent of 

petascale computing has led to a significant increase in the size of 

the simulations. Our largest simulations include over 3.2 trillion 

particles, and 15 billion cells, and are run for several days using 

200 K cores on Jaguar. We achieve about 7-9 million particle 

pushes per core for Cray machines. Knowledge discovery from 

these increasingly complex and large data sets is a major 

bottleneck to progress in a variety of scientific fields today.  

There is an eminent need for automated, intelligent methods to 

enable analysis and knowledge discovery in simulation data.   

There are at least a couple of ways one can analyze data utilizing 

automated approaches and avoiding the time-consuming and 

error-prone human eye in tracking an event in large simulation 

data repositories.  One obvious way would be to think of a 

simulation as a series of images, and analyze a ‘time series’ of 

image data.  This approach would entail an image representation 

that would encompass the important areas of the image, and 

presenting it in a series.  Another way would be to concentrate on 

the particular area of the simulation that is of interest and focus on 

the features being created and changed in time.  We adopted the 

later approach, as it decreases the complexity of the problem, to 

be able to emphasize the creation and evolution of the events in 

the simulation, in order to describe them, create a predictive 

model and obtain the ability to classify them.  Our approach 

entails collecting a certain spatial and temporal information, or 

features of the event in the simulation window (as in a series of 

point coordinate values (x,y)), in addition to the other variables 

available, that describe the (x,y) simulated measurements.  These 

features, or set of points being tracked over time, in effect add 

another dimension to the time series data at the input.  In the 

sections below we describe how we devise and collect the 

simulation features as the series of data points, or “cuts” in the 

example simulation domain, and utilize intelligent data mining 

classification tools to extract knowledge from them.   

   In the recent years we introduced a technique called MineTool 

[10] with distinct advantages over standard data mining 

techniques.  Besides offering high accuracy of the resulting 

predictive models, a key advantage of MineTool-like approach is 

that it makes data mining more accessible, by offering a self-

contained step by step procedure for model building.  MineTool 

was created to handle static (non-time series) data and further 

expanded to a multivariate time series analysis technique which is 

naturally incorporated into the MineTool modeling process, 

suitable for time series data analysis. Some of the immediate 

applications of the resulting method, called MineTool-TS (for 

MineTool-TimeSeries), include multiple event detection and 

event classification [11].  

   In this paper, we adapt MineTool-TS to handle simulation data 

and illustrate its pattern recognition capabilities applied to 

simulation data.  The paper is organized as follows.  Section 2 

discusses the simulations; Section 3 discusses the time series 

analysis and the underlying algorithm of MineTool-TS. Section 4 

describes the application to simulation data.  Summary and 

discussion are presented in Section 5. 

2. SIMULATION DATA 
The example that we consider here is the 2D global hybrid 

simulations (where electrons are modeled as fluid particles, and 

ions as fully kinetic) of the Earth’s magnetosphere [8][9] where 

interaction of the solar wind plasma and magnetic fields 

impinging on the Earth’s dipole field is modeled. The simulations 
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are 2D in a sense that only spatial variations of the parameters in 

two dimensions are retained but all three components of the 

vectors such as the magnetic field are kept.  One feature of 

particular interest is the so-called flux transfer events [5] which 

were first observed in spacecraft data and are thought to be 

magnetic flux ropes formed at the Earth’s magnetopause. Many 

details regarding the FTEs remain poorly understood but peta-

scale simulations are enabling us to finally settle many questions 

regarding their formation, structure, and evolution. Figure 1 

shows several examples of FTEs in a 2D global simulation.  The 

simulation box is 2000 x 2000 ion skin depths or about 20 earth 

radii in each direction.  The size of FTEs is small compared to the 

overall size of the magnetosphere and they appear as regions with 

density enhancements in this figure. FTEs have complex 

structures in velocity and magnetic field (not shown). Simulations 

have one major advantage to spacecraft observations in that one 

has in effect a very good spatial coverage of FTE at any given 

time and can track its evolution in time. In contrast, a single 

spacecraft or even four-spacecraft as in the case of Cluster 

mission, have limited spatial coverage.  Figure 1 shows three 

sample spacecraft trajectories. Our goal in this particular study 

was to determine whether data mining algorithms can distinguish 

between these different cuts which include cuts scheming the 

surface of the FTE (cut-A), across an FTE (cut-B), or cuts away 

from FTEs (cut-C). If successful, this would imply that data 

mining algorithms can equally be applied to spacecraft data to 

distinguish among these three cuts.  It would also imply that there 

are distinct features among the variables that, for example, would 

enable the algorithm to distinguish between cuts across and along 

an FTE.  

 

Figure 1.  2D simulation of the Earth’s magnetosphere showing 

three examples of FTEs, and the three sample spacecraft 

trajectories (A, B and C). 

 

3. TIME SERIES DATA ANALYSIS 

3.1 Multivariate Time Series Data 

In time series forecasting, one is interested in deciphering and 

quantifying temporal patterns in the data.  In multi-variate time 

series data analysis, the relationship among the variables, each 

represented by a time series, can also be important.  Time series 

analysis has become one of the most important branches of 

mathematical statistics and data mining, and a variety of 

techniques have been developed.   The techniques range from a 

single time series forecasting (e.g., using the ARIMA method), to 

time series modification to allow certain patterns to be observed 

more easily (e.g., using FFT in signal processing), to multivariate 

time series classification.   The latter is the focus of our work 

presented here.  

3.2 Multivariate Time Series Classification 
A data mining technique called MineTool-TS was introduced 

which captures the time-lapse information in multivariate time 

series data through extraction of global features and metafeatures 

[11].  In this paper we expand MineTool to handle not only static 

and time series data, but image, and simulation data as well, and 

call it MineTool-M2 for MineTool-MultiMedia. 

 

Time series data containing multiple variables (i.e. multivariate 

time series data) commonly occurs in a wide variety of fields 

including biology, finance, science and engineering.  A time 

series (or more generally temporal data) is a sequence of 

measurements that follow non-random orders and can be 

generated either from a fixed point measurements at several time 

intervals or a convolved spatial-temporal variations as measured 

from a moving detector.  Multivariate time series analysis is used 

when one wants to model and explain the interactions among a 

group of time series variables such as the field and plasma 

variables in the space physics domain.  Much of the scientific data 

is in form of multivariate time series.  Examples include ECG 

measurements, in situ field and plasma measurements of bow 

shock crossings, flux transfer events, turbulence in the solar wind, 

sign language hand movements, among others.   

Multivariate time series classification attempts at classification of 

a new time series based on past observations of time series 

examples, rather than providing an analysis of a single-variate 

time series.  Just like in any other classification problem, we are 

given examples of labeled data in order to build a predictive 

model.  Historically, Hidden Markov Models (HMMs), recurrent 

Artificial Neural Networks (recurrent ANNs) and Dynamic Time 

Warping (DTW) have been used to build predictive models of 

multivariate time series data for classification tasks [15][21][24].  

Even though these techniques are useful for certain tasks, they 

have several disadvantages which make them impractical for large 

datasets.  In case of HMMs, for example, the number of 

parameters that needs to be set and examined is very large, even 

for small HMMs, determining the number of states for a certain 

dataset is just an educated guess, leading to many iterations of 

examining and setting the parameters.  HHMs also do not handle 

continuous values very well, and make several major assumptions 

not readily available in a real-world scientific dataset. Recurrent 

ANNs suffer from several of the same problems as HMMs and 

require the user to experiment and choose many parameters and 

decide on the appropriate network architecture.  The result is also 

in the form of a black-box which makes it difficult to understand.   

If one could replace the time series by a static data consisting of 

variables that capture the relevant and interesting features (e.g., 

number of zero crossings, slope, extreme values) of the time 

series, then the standard MineTool technique could be used.   Two 
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ideas for reduction of time series data immediately come to mind.  

First, one can randomly select several time instances of the data 

and treat each instance as a static data.  The number of instances 

selected can be smaller than the total number of time instances 

available.  Second, one can create summary statistics data, i.e., the 

time series data is replaced by its statistical measures such as the 

mean, standard deviation, minimum and maximum values, etc.  

As we will show shortly, even though these techniques are 

somewhat successful for a small number of simple datasets and 

problems, neither of these two approaches yields high accuracy 

results in modeling real life, complex time series data.   Instead 

we use a more sophisticated approach to extract features from 

multivariate time series data that yields much higher accuracy 

[7][11].    

3.2.1 MineTool for Static Data 
The core data mining algorithm that underlies MineTool-TS is 

MineTool [10]. The advantages of MineTool over traditional 

algorithms such as support vector machine and artificial neural 

net (ANN) are its automated steps that make it more accessible 

and applicable in a variety of domains, accuracy, robustness and 

the analytical form of the model at the output. 

   An important algorithmic issue in data mining is how to find the 

optimal complexity of the model or the fitting function. Too much 

complexity in the model can result in overfit, whereas not enough 

complexity can result in underfit. The mathematical foundations 

of MineTool are based on considerations to balance the 

competing dangers of underfit and overfit to identify the level of 

model complexity that guarantees the best out-of-sample 

prediction performance without ad hoc modifications to the fitting 

algorithms themselves [14][17][18][26]. MineTool creates a 

predictive model architecture that is linear in the parameters. The 

algorithm searches for a model M that best relates rows of the 

input variable values Xij to the appropriate target value yi (yi = 

M(Xij)), where i = 1,…,N and j = 1,…,K.  The model parameters 

are either linear combinations of the input (Xi’α, where prime 

indicates transpose of the vector, index i refers to the ith 

observation), linear transformations of the input variables (ζ(Xi)), 

or highly non-linear transformations of the input (Ψ(Xi,γ)). 

Equation 1 describes the general form of a MineTool model:  

1 1

( ) ' ( , ) '

QP

i
p q

y 

 

   i i p i q qX' α X δ Ψ X γ β

   (1) 
In its simplest form, the model would be a linear combination of 

the input parameters (i.e. a linear regression model). MineTool 

goes beyond a simple linear model by introducing the linear (such 

as level-1 and level-2 transformations producing cross-products, 

ratios, squares, cubes etc.) and non-linear transformation of the 

input variables, if their addition increases the model accuracy. 

The non-linear transforms Ψ are single hidden layer feed forward 

Artificial Neural Net (ANN)-like transforms, just like the ANNs 

of the same architecture, with the difference that the non-linear 

transformed inputs are combined into a linear model. 

3.2.2 Metafeature and Global Feature Detection 
To be able to process a (time) series dataset (represented with 

multiple rows of data describing one instance or observation) 

using MineTool, the data needs to be “flattened,” or made static.  

Nevertheless, this needs to be accomplished without losing the 

important information incorporated in sequential measurements 

varying with time.  Historically, this has been done either by 

summarizing the data and writing only the mean of the different 

row values of one observation, or recording the difference 

between the pairs of rows and then treating them as single 

instance entries.  These techniques work somewhat well on just a 

limited set of time series problems.  For real life, complex 

scientific datasets, these approaches are most often too weak to 

incorporate the important time changes in the data.  The 

MineTool-TS solution to this problem is to collect the important 

time-changing information that can occur in one of the time series 

variables.  While a value varies with time, it most often increases, 

decreases or stagnates.  There are other, more complex features 

one can record, that consist of the three basic changes, such as 

bipolar signature (relevant in case of flux transfer events), where a 

value goes up, then goes down crossing the axis, and goes up 

again (the sinusoid function has a demonstrates the bipolar 

behavior, for example).  Global features, just like the 

metafeatures, are used to extract the information from all the rows 

representing one observation.  Global features describe one 

instance rows using one measurement, such as: the maximum 

value, minimum values, mean, mode or the number of zero 

crossings.  Some of the metafeatures and global features included 

in the MineTool-TS algorithm are following: 

• Increasing Metafeature— An increasing metafeature is 

recorded for all the consecutive rising time-series 

measurements.  For each increasing event, we record its 

start point, duration, gradient and average value, so that the 

increasing events can be used for analysis and comparison.   

• Decreasing Metafeature— A decreasing metafeature is 

recorded for all the consecutive reducing time-series 

measurements.  For each decreasing event, similarly to the 

increasing events, we record starting point, duration, 

gradient (which is negative in this case) and average value.   

• Plateau Metafeature— A plateau metafeature is recorded 

for all the consecutive non-changing time-series 

measurements.  MineTool-TS allows for a small amount of 

noise to be ignored, so that the true plateaus are captured.     

• Bipolar Signature Metafeature— A bipolar signature 

metafeature is recorded for all the consecutive time-series 

measurements that increase, decrease and cross the zero, 

and increase again.    

• Global Minimum—For each single variable, the global 

minimum feature extracts the minimum value of all of the 

time observations belonging to one time series instance for 

the variable, and records it as the global minimum feature 

for that input channel. 

• Global Maximum—The maximum value of all of the time 

observations belonging to one time series instance for the 

variable, and is recorded as the global maximum feature for 

that variable. 

• Mean —The average value of all of the time observations 

belonging to one time series instance for the variable, and is 

recorded as the global mean feature for that specific 

variable. 

• Mode —The mode value of all of the time observations 

belonging to one time series instance for the variable, and is 

recorded as the global mode feature for that specific input 

variable. 

• Number of Zero Crossings —Lastly, the number of zero 

crossings occurring during the time observation recorded 

measurements is written down as the number of zero 

crossings global feature. 
Next, once all the requested features are collected, the MineTool-

TS algorithm performs the feature space segmentation to group 
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similar features and make them have a higher predictive value for 

data mining.  More details on the algorithm can be found in [11]. 

3.3 MineTool-M
2
 Extension for Multimedia 

Data Mining 
The time series classification algorithm needed to be adapted to 

handle simulation (and other multimedia) data.  Figure 2 

illustrates the additions to the basic time series analysis algorithm: 

(i) Multimedia (i.e. simulation) data preparation 

(ii) Handling of the time series of uneven lengths 

3.3.1 Simulation Data Preparation 
The simulation data needs to be converted into a series dataset as 

the algorithm is designed for time series data.  A dataset 

containing a different type of a series data could be entered at the 

input as well, as the metafeature variables would track the 

changes that occur either from one point in time to another (as in 

time series data) or from one point in space to another (as in 

spatial data).  To prepare simulation data for being entered in 

MineTool-M2 we perform a preprocessing step (Figure 2) that 

converts the multimedia data into a series data set.  Section 4.2 

details our feature extraction step that converts the simulation data 

into a series “cuts” data and enables further analysis.   

 

 

             

Figure 2.  An Illustration of the MineTool-M2 algorithm. 

 

3.3.2 Time Series of Uneven Lengths 
To be able to effectively describe a set of points being tracked in 

the simulation window, the algorithm needed to be able to handle 

uneven lengths of the series data.  This means that one 

observation of interest could be tracking an event in the 

simulation from its creation to, for instance, the time = T117, 

whereas the other event evolution could end at the time of T59.  
 

Therefore, we adapted the basic method to accept different series 

observation lengths resulting in MineTool-M2 expecting an array 

at the input, listing the number of time observations (NTO) for 

each of the input series data instances.  The original algorithm 

assumed that all of the series streams are of the equal lengths. 

Figure 2 illustrates the basic steps of the MineTool-M2 method.  

First, the simulation data is converted into a multi-series form by 

adding a dimension to the expected time series data (resulting in 

extra columns of the input dataset).  Since the data may or may 

not be of equal length, the algorithm expects an array of the series 

data lengths at the input.  Consecutively, the multivariate time 

series classification steps of MineTool-TS are performed: 

metafeature and global feature collection, the feature space 

segmentation and reduction, following by the iterative model 

building and evaluation until the best model is selected. 

In the following section we illustrate the application of MineTool-

M2 to the Flux Transfer Event (FTE) simulation data. 

 

4. APPLICATION TO SIMULATION DATA 
To demonstrate the applicability of MineTool-M2 to mining time 

series multimedia data, we looked at the problem of automatic 

detection of Flux Transfer Events (FTE) in simulation data.   

FTEs are typically identified on the basis of clear isolated bipolar 

signatures in the Bn component of the magnetic field (in the LMN 

coordinate system).  The Cluster spacecraft magnetic field 

observations of 4-s resolution from the Fluxgate Magnetometer 

(FGM) [1] and plasma observations of 4-s resolution from the 

Cluster Ion Spectrometry (CIS) instrument [22] are commonly 

used for Cluster magnetopause crossings and FTE identifications. 

The measurements include a total of 11 input variables: Bx, By, 

Bz, |B|, Np, Vx, Vy, Vz, T||, T ,Tt   However, simulation is used to 

enable visualization of what the collected measurements mean, 

how these events occur in magnetosphere, and aid the scientist in 

evaluating novel algorithms and gaining better understanding of 

these events.  

4.1 Description of the Test Problem 
FTEs are usually detected based on the data signatures tangent to 

the FTE events.  The goal of the data analysis and modeling is to 

build a model that will be able to distinguish the cuts across the 

FTEs from the cuts tangent to FTEs (two classes), as well as 

differentiate non FTEs.  This is a challenging three-class, 

multivariate data series classification problem.   In FTE 

observations, scientists can identify FTEs only by looking at 

signatures tangent to FTEs and our goal is to, using simulation 

and the presented MineTool-M2 approach to data mining of 

multimedia time series data, improve this fact. 
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4.2 Data Collection and Preparation: “Cuts” 

Feature Extraction 
To analyze simulation data in tracking an event, we concentrate 

on the particular area of the simulations that is of interest and 

focus of these features being created and changing in time.  In this 

manner, we are able to emphasize the FTE events in order to 

describe them, model and classify them.  We introduce the “cut” 

feature, a novel computer vision feature extraction method that 

enables us to collect the important characteristic of the area of 

interest within simulation data window, while decreasing the 

complexity of the data selected for further analysis.  A “cut” or a 

“slice feature” is a line drawn at the site of the feature of interest, 

or at the site of the feature non-existence.  “Cuts” are modeled 

based on the spacecraft trajectories and, in effect, simulate what a 

spacecraft would observe while on a trajectory near an event or 

non-event. Our goal here was to determine whether data mining 

algorithms can distinguish between these different cuts. We have 

devised a cutting routine for making “cuts” or “slices” in the 

simulation data and creating a data file to be used in analysis and 

modeling.  Figures 3a, 3b and 3c show three sample spacecraft 

trajectories-guided cuts or slices in the 2D simulation data which 

include cuts scheming the surface of the FTE (cut-A), across an 

FTE (cut-B), or cuts away from FTEs (cut-C).  The variables that 

were observed in the cuts included:  

 

X, Y, BX_slice, BY_slice, BZ_slice, Density_slice, 

TPAR_slice, TPERP_slice, TTOTAL_slice,  

VIX_slice, VIY_slice, VIZ_slice, BTOTAL, event 
 

The simulation FTE data has been labeled with three labels: a) 

cuts tangent the FTE, b) cuts across to the FTE, and c) non-

events.   The dataset consists of series data and does not have to 

have the same length.  In this phase of the project, we collected 45 

of each of the types of FTE events, giving 135 total events, or 

streams of data.  Each of our events had up to 1000 data points 

representing one cut, however the length was varying.  We have 

prepared the data and converted in the form suitable for mining 

using our MineTool-M2 method for multivariate classification of 

multimedia time series data. 

 

 

Figure 3a.  A Cut in the Simulation Data Tangent to the FTE. 

 

 

Figure 3b.  A Cut in the Simulation Data Across the FTE. 

 

 

 

Figure 3a.  A Cut in the Simulation Data Away From the FTE. 

 

4.3 Modeling Results 
Our method first converted the simulation cuts data into series 

data, followed by going through the series data and collecting the 

metafeature information, such as increases, decreases and plateaus 

in one series.  Then, using this information each of the series was 

“flattened” into a static row of data and fed into the intermediate 

dataset.  This was completed for each of the 135 event examples.  

The flattened, static dataset was then fed into our MineTool 

algorithm, to discover the correlations among the input variables 

to the output variables. 

We contrast the modeling results of the flux transfer event (FTE) 

classification in simulation data performed in three different ways 

(as listed in Table 1): as a static dataset (where each row is treated 
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as an independent instance, and not as a part of a series), as a 

series data, using the summary statistics representation, where a 

series is converted into a single instance of data  using 

measurements such as mean, standard deviation, minimum, 

maximum, range, number of zero crossings, interquartile range 

(or, the spread) and the median value, for each of the variables in 

the data), and as the true series data, using MineTool-M2.  The 

MineTool- M2 approach requires the most computational time, 

followed by the summary statistics approach and static analysis 

approach.  However, the accuracy of the model (96.6% vs. 62.4% 

vs 47.6%) is a worth-while trade off.  Table 1 describes the results 

obtained in our study using standard data mining evaluation 

statistics (percentage of correctly classified instances, correlation 

coefficient, mean absolute error (MAE) and root mean squared 

error (RMSE)). 

 

 

 

event = 0.941734 

+ 39.9488*Btotal_Inc_14*den_Inc_5 

-3.51784*vix_Dec_5 

-359.589*tperp_Dec_4*tperp_Dec_6 

-57.0447*tperp_Inc_2*viy_Dec_5 

-5.70272*tperp_Inc_3 

+ 392.001*ttotal_Inc_10*ttotal_Dec_25 

+ 53.5713*ttotal_Inc_20*viy_Inc_2 

-14.6957*tperp_Inc_2*tpar_Dec_4 

+ 102.018*Btotal_Inc_10*vix_Dec_3 

+ 95.3943*den_Inc_8*bx_Dec_22 

-61.8677*viz_Inc_9*ttotal_Dec_7 

-15.0103*Btotal_Inc_5*den_Dec_16 
  
  Where :  
 Btotal_Inc_14 represents a time series  

 feature with the following average  

 description:  

average value of -> 0.330258   

mid time value of -> 552.96   

gradient value of -> 0.002956   

duration of -> 64.3565 

 

 den_Inc_5 represents a time series feature  

 with the following average description:  

 average value of -> 0.258179   

mid time value of -> 543.827   

gradient value of -> 0.00134285   

duration of -> 25.4539 

 

 vix_Dec_5 represents a time series feature   

 with the following average description:  

       average value of -> 0.347282   

mid time value of -> 747.303   

gradient value of -> -0.00113456   

duration of -> 40.228  etc. 

 

 

Figure 4.  The Predictive Model of FTEs. 
 

 

The modeling results are producing a model with 95.6% accuracy 

tested on a third of the data, set aside as holdout (test) data, and 

built on the 66% of the data as the training set, with each of the 

classes being equally represented in the training and test data.  

The model picks up on the most important metafeatures in the 

classification of an event as an across FTE, tangent FTE or non-

event, and is given in Figure 4. 

 

The predictive model created by the MineTool data mining 

method is in an analytical form, enabling insight into the most 

important metafeatures and global features detected by the 

algorithm in appropriately classifying a time series instance of 

data.  The model in Figure 4 shows that the specific total 

magnetic field (BTOTAL) together with the specific increments in 

density (which is a level-1 cross product linear transformation 

ζ(Xi)) from the Eq. 1)  positively correlates to a series cut variable 

being classified as an FTE, while if the VX_Dec_5 (a simple 

linear combination of the input variable Xi’α) is detected, it 

negatively correlates with an FTE event (there were no highly 

non-linear transformations Ψ(Xi,γ) in the model chosen by the 

method).  The model is also able to very accurately distinguish 

between an event label 1 and 2 (across and tangent FTE).    

 

Table1. Comparative analysis of MineTool-M2 vs. other methods. 

 

 

 

 

5. SUMMARY AND DISCUSSION 
In this paper we aim to contribute to the urgent need to 

understand and learn from the often massive, constantly 

increasing, complex, multimedia data, often collected or created 

in the form of simulation data, in an automated fashion.   

We adapt our multivariate time series analysis data mining 

technique to handle simulation data.  We extract the important 

information from the simulation data by introducing a novel 

computer vision feature extraction operator named “cuts” that 

collect the cuts-type of data in the simulation window.  The cuts-

data are then converted into a series data and input into 

MineTool-M2 for analysis and modeling.  We also expand the 

method to allow for uneven lengths of the series data at the input.  

The technique extracts global features and metafeatures in the 2D 

simulation dataset in order to capture the necessary time-lapse 

information. The features are then used to create a static, 

intermediate data set that is suitable for analysis using the 

standard supervised data mining techniques.     

The capability of the new algorithm called MineTool-M2 is 

demonstrated through its application to the problem of automatic 

detection of flux transfer events (FTE) in the simulation data.   

MineTool- M2 built model led to a high FTE classification model 

accuracy of 95.56% correctly classified instances where the 

model produced one of three outputs of across cut FTE, tangent 

Type of  

Analysis 

Correctly 
Classified 

Correlation 
coefficient 

 MAE RMSE 

Static Data 

Analysis 

 

47.6% 

 

0.376235 

 

0.5682 

 

0.6932 

Summary 
Statistics 
Analysis 

 

62.4% 

 

0.554823 

 

0.4951 

 

0.6351 

 

MineTool- M2 

 

95.6% 

 

0.952676 

 

0.1772 

 

0.2532 
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cut FTE, and non-FTE.  For comparison, two other means of 

treating the series data including a common summary statistics 

technique yielded much lower accuracies of 48% and 62% 

correctly classified instances, illustrating the imminent need for 

advanced techniques, such as MineTool-M2, to handle such data.   

Our future work will encompass the expansion of MineTool-M2 

to 3D simulation data, and other multimedia data as well. By 

applying and extending ideas from data mining, image and video 

processing, statistics, and pattern recognition, we are developing a 

new generation of computational tools and techniques that are 

being used to improve the way in which scientists extract useful 

information from data. 
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Abstract - Promotional campaigns implemented in web-based 

social networks are growing in popularity due to an 

increasing number of users in virtual communities. A study 

concerning an advertising campaign in a popular social 

network is presented in this article. Identification of the profile 

of a group of people responding positively to a banner ad 

allows for an effective management of marketing 

communications. Unfortunately, a small number of users 

clicking on ads leads to a situation in which researchers have 

problems with heavily skewed datasets. This article attempts 

to build hybrid predictive models based on clustering 

algorithm and decision trees. The choice of these analytical 

tools was to ensure a clear interpretation of the model using a 

set of  if-then rules instead of black boxes with a high 

predictive power. 

Keywords: social network, web advertising, class 

imbalanced problem, hybrid predictive models 

 

1 Introduction 

  On-line social networks have generated great 

expectations in the context of their business value. The 

straightforward approach of their monetization is to apply web 

banners (banner ad) campaigns. This form of online 

advertising entails embedding an advertisement into a web 

page, and the advertisement is constructed from an image. 

When viewers click on the banner, they are directed (click-

through) to the website advertised in the banner. According to 

the latest marketing  research customers actively avoid 

looking at online banner ads [1] and response rates to banner 

ads have fallen dramatically over time [2]. On the other hand, 

banner based advertisement campaigns on on-line social 

networks might be monitored in real-time and may be targeted 

in a comprehensive way depending on the viewers’ interests. 

On-line social network users are identified by a unique login 

and leave both declarative (self reported) and real behavioral 

data [3]. Access to behavioral data constitutes a particular 

competitive advantage of an online social network as 

compared to other web portals. In this research we would like 

to focus on this potential supremacy of behavioral data mining 

for marketing campaign management based on web banners. 

 The main research problem is to optimize a marketing 

banner ad campaign by targeting an appropriate user, and to 

maximize the response measure by the click-through rate 

(response rate). An empirical evaluation presented in this 

paper is based on a marketing ad campaign for a cosmetics 

company. The authors decided to built hybrid predictive 

models based on classification and regression trees (C&RT) 

algorithm and clustering algorithms. In addition to profiling 

users potentially interested in advertising the other major goal 

of research is overcoming class imbalance problem that very 

often occurs in such experiments. 

 The description of hybrid models and ensemble 

classifiers applied in analytical CRM (Customer Relationship 

Management) is presented in section II. In Section III there is 

a description of the variables used in the analysis where we 

focus on class imbalance problem, which constitutes here the 

biggest challenge for researchers. The authors discuss two 

main strategies applied in the case of highly skewed data, i.e. 

sampling techniques and cost sensitive learning. They also 

refer to the results of research conducted on the basis of the 

same dataset. In Section IV we present a scheme of 

construction of hybrid predictive models. A series of 

experiments in building an effective data mining model can be 

found in Section V. Finally, in Section VI the paper concludes 

with a summary of the experiments results. 

2 Hybrid predictive models – literature 

review 

 Advertisements click prediction models have long been 

of interest to many researchers. Many of their papers refer to 

the advertisements placed on search engines. Richardson et al. 

[4] use logistic regression and a set of independent variables 

relating mainly to the searched objects. 81 independent 

variables were grouped into five categories: appearance, 

capture attention, reputation, landing page quality, and 

relevance. Wang and Chen [5] compared the models obtained 

by using conditional random fields (CRF), support vector 

machines, decisions trees and back-propagation neural 

networks. Their effort was focused on choosing an 

appropriate analytical tool and selecting the best set of 

independent variables, for which they used a random 

subspace, F-score, and information gain. 

 In the literature there are also numerous papers related to 

data mining in social networks. In one of them [6] the authors 

grouped the users into cohesive subgroups from social 

networks. In the next stage they estimated preferences of 
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people belonging to each subset that were treated here as the 

probability of choosing a particular product. Calculations 

were based on past transaction data. A similar approach can 

be found in [7], where users were grouped into the so-called 

quasi social-networks. Authors assumed that people visiting 

the same social networking websites, photography sites, non-

professional blogs, etc. have similar preferences and 

comparable likelihood of purchasing particular products. The 

authors decided to use hybrid predictive models because, 

according to their best knowledge, this approach was not used 

in predicting clicks in social networks. 

 The term “hybrid predictive model” appears in 

marketing in the context of choice models. Ben Akiva et al. 

[8] proposed the so-called hybrid choice model, which 

integrates many types of discrete choice modelling methods, 

i.e. a random utility model with observable independent 

variables, a latent class model, and a latent variable model. 

When building predictive models in analytical CRM one often 

needs to use approaches that combine numerous tools of the 

same kind or several different analytical tools. In the literature 

there are two terms to describe such procedures. One is the 

so-called ensemble model (committee), which refers inter alia 

to the random forest [9] or boosted classification and 

regression trees based on bootstrap subsamples [10], [11]. 

Ensemble models are also built by combining classical 

statistical tools such as probit models [12], which were used 

to predict cross-selling. 

 Some authors [13] distinguish between the so-called 

within-algorithm ensemble (combination of results obtained 

with the use of the same analytical tool), and cross-algorithm 

ensemble (aggregation of results obtained with the use of 

different tools). They applied TreeNet and logistic regression 

in their predictive model that was built for cross-selling 

purposes. 

 The other term is 'hybrid models', which usually occurs 

in the context of combining different methods. These research 

works cover a wide range of areas related to the analytical 

CRM and database marketing. Some authors [14] combined 

results obtained from clustering algorithms (K-means, K-

medoid, self organizing maps, fuzzy c-means and Balanced 

Iterative Reducing and Clustering using Hierarchies) with 

results obtained from decision tree (C5.0). Their goal was to 

predict customer churn. In churn prediction combining SOM 

with decision trees was also called ‘two-stage classification’ 

[15]. Authors divided the sample into 9 clusters and built a 

separate decision tree model for the clusters where the 

percentage of churners was relatively high. 

 An example of combining clustering algorithm with 

decision trees can also be found in literature [16], where 

continuous variables (time series) and discrete variables were 

analyzed by using K-means method and C4.5 algorithm. In 

turn, [17] built a hybrid model to predict cross-selling. In their 

approach they employed logistic regression, AdaBoostM1 

algorithm and voting feature intervals (VFI). 

 Hybrid models were also used for bankruptcy prediction, 

where the authors combined genetic algorithms, fuzzy c-

means and Multivariate Adaptive Regression Splines (MARS) 

[18]. Another hybrid predictive model in this research area 

was based on genetic algorithm and neural networks [19]. 

 It is also noteworthy that there were attempts of 

combining decision trees with logit models. Combining 

CHAID algorithm with binomial logit model [20], and a few 

years later CART algorithm with logit models [21] can be 

regarded as the first attempts to build such a model. 

3 Description of data and class 

imbalance problem 

 The data set comprised 81,584 cases and 111 variables. 

The dependent variable referred to the positive response of an 

internet user to an internet banner ad of a cosmetics company. 

The positive response should be understood as clicking on the 

banner that resulted in visiting the cosmetics company 

website. The set of continuous and discrete independent 

variables referred to the five main areas: on-line activity of 

internet users, interaction with other people within the 

website, expenses, installed games and declarative 

demographic variables (gender, age, education). 

 The response category number of the dependent variable 

was very small (207 observations, i.e. 0.25% of the entire data 

set), which causes the researcher to confront here the problem 

of highly skewed data. This is a common and very 

troublesome inconvenience that appears while building 

predictive models for relationship marketing purposes. The 

disproportion between the number of 'ones' and the number of 

'zeros' (positive and negative categories) refers to the 

customer churn analysis, customer acquisition, cross-selling, 

and in other disciplines for fraud detection or medical 

diagnoses. 

 In general, there are two main approaches [22] how to 

deal with this problem. One is based on changing the structure 

of a learning sample (sampling techniques), while the other 

one pertains to cost-sensitive algorithms. For highly skewed 

data one can use sometimes the so-called one-class learning, 

especially when gathering information about a minority class 

is difficult, or when the investigated area itself is of 

imbalanced nature. 

 One can increase the number of cases belonging to the 

minority class while changing the structure of the learning 

sample. It is referred to as up-sampling (over-sampling), 

which can be realized randomly, directly, or by gathering 

synthetic cases [23]. It is also possible to reduce the size of 

the majority class, which is referred to as down-sampling 

(down-sizing, under-sampling). In the case when one of the 

methods of data structure modification is applied we speak 

about one-sided sampling technique, and when both methods 

are applied we speak about two-sided sampling technique. 

 Using previously gained experience and experiments 

with the construction of predictive models [24] the authors 

decided to employ under-sampling and two-sided sampling 

technique. In both cases it led to a situation where the 

proportions of classes in the learning sample were 10%-90%, 

while the proportions of classes in the test sample remained 
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unchanged. Detailed information on the size and structure of 

various sets of observations is given in Section V. 

 When taking into account cost-sensitive learning one can 

distinguish [25] a group of direct algorithms (e.g. ICET or 

cost-sensitive decision trees), and cost-sensitive meta-learning 

methods (e.g. MetaCost, CostSensitiveClassifier, Empirical 

Thresholding or cost-sensitive Naive Bayes). In general, the 

goal is to increase predictive accuracy by assigning different 

costs to different categories of dependent variables. The 

authors decided to use classification and regression trees 

algorithm (C&RT), since this method is one of the first that 

utilized misclassification costs and a priori probabilities. The 

additional advantage of this tool is that it also provides a set 

of clear rules describing a model, and is therefore 

comprehensible for managers. 

 In previous attempts of building the predictive model 

three algorithms were applied: C&RT, random forest (RF), 

and boosted classification trees. Despite the fact that the best 

results were achieved with RF, its biggest drawback was the 

lack of a clear interpretation of the model. Marketers very 

often need more than an effective black box with a high 

predictive power. They want to know the qualitative nature of 

the relationships between variables, which will enable them 

not only to efficiently select the target group, but also to more 

thoroughly understand the studied phenomenon. It is also 

worth noting that C&RT provided positive results from the 

financial point of view, and in certain combinations of 

classification costs, a priori probabilities and sampling 

techniques outperformed other tools. An additional advantage 

of this algorithm is the above mentioned ability to change 

misclassification costs and a priori probabilities of classes 

occurrence, which makes it potentially useful in solving the 

problem of imbalanced classes. All this resulted in the 

authors’ decision to create hybrid models in which the 

fundamental role is played by C&RT. 

4 Description of hybrid model 

4.1 Hybridization 

 Authors treat building of a hybrid model as a sequential 

combination of supervised and unsupervised models. Another 

reason for naming this approach a "hybrid" is a combination 

of classical statistical tools (K-means method) with the 

algorithm derived from data mining (C&RT). In the first stage 

objects were clustered by using K-means algorithm and self-

organizing maps (SOM), also known as Kohonen networks. In 

the second stage C&RT algorithm was applied, treating  

cluster membership of the objects as a new independent 

variable (model M1 and M3) and building different C&RT 

models for each cluster separately (model M2 and M4). 

Modeling procedure is shown in Fig. 1. 

 

Fig. 1. The procedure for building hybrid models 

4.2 Clustering by using K-means algorithm 

 According to one of the approaches to the procedure of 

building clusters [26], one should check the degree of 

correlation of candidate variables prior to the selection of 

variables. If two of them were highly correlated with each 

other, one of them should be removed from the analysis. 

Therefore, prior to the analysis we reduced the number of 46 

variables using the principal component analysis. The purpose 

of PCA is to reduce the multidimensional space to a smaller 

number of uncorrelated principal components. 

 The first principal component explains the highest 

percentage of overall variance. The second principal 

component achieves the highest percentage of variance of all 

remaining variables, etc. In determining the number of 

principal components the authors used the Kaiser’s criterion, 

which states that the eigenvalue should be greater than one 

[27]. 

 K-means algorithm is sensitive to differences in 

variables’ units and ranges. Standardizing, indexing or 

normalizing [28] are frequently used methods of rescaling 

variables into the same range. Gan, Ma, and Wu [29] mention 

various ways of standardizing variables that are based on 

mean, median, standard deviation, range, Huber's estimate, 

Tukey's biweight estimate, and Andrew's wave estimate. In 

this case, normalization was applied using a popular formula 

(Xi - Xmin) / (Xmax - Xmin), where Xmin represents the 

lowest and Xmax the highest value of a given variable. 

 Overall, the purpose of the analysis is to identify clusters 

that are maximally homogeneous, and at the same time differ 

among themselves. Therefore, the authors decided to calculate 

the between sum of squares (BSS) and the within sum of 

squares (WSS) for each set of clusters. The index of 

WSS/BSS subsequently allowed to choose the optimal 

number of clusters. It is often considered, however, that the 

final number of clusters is determined by practical reasons 

and the ability to use the analysis results in business activity. 

4.3 Clustering by using Kohonen networks 

 Self-organizing maps (also referred to as Kohonen 

networks) are a variation of unsupervised neural networks and 

are considered as an alternative clustering method [30]. In 

general, similarly to neural networks self-organizing maps 

have the input layer and the output layer. Every case targets 

only one field of the topological map and has its own 
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independently calculated weight. The main difference lies in 

the fact that each neuron of the output layer is connected with 

all objects from the input layer, and their number is much 

higher than in neural networks used for predictive purposes. 

Cases positioned on the grid are not connected, although the 

cases that are in one given neuron are similar to those in a 

neighboring neuron. 

 The researcher can determine the size of the topological 

map, which refers to the probable maximum number of 

clusters. At this stage, one can use a priori knowledge gained 

while applying other clustering methods. In general, it is 

recommended to build large topological maps assuming that 

in each neuron there will be large enough number of cases. 

4.4 Classification and regression trees 

 CART, which was developed by Breiman et al [31], is a 

recursive partitioning algorithm. It is used to build a 

classification tree if the dependent variable is nominal, and a 

regression tree if the dependent variable is continuous. The 

goal of this experiment is to predict the customers’ response, 

which means that a classification model will be developed. To 

describe it briefly, a graphical model of a tree can be 

presented as a set of rules in the form of if-then statements. A 

visualization of a model is a significant advantage of that 

analytical approach from the marketing point of view. 

Prediction is an important task for marketing managers, but 

the knowledge of the interest area is crucial. Despite the fact 

that CART was introduced almost thirty years ago it has some 

important features, i.e. a priori probabilities and 

misclassification costs, which make it potentially useful in 

cost sensitive-learning. 

4.5 Comparison and evaluation of models 

 To compare all models presented in that article the 

following metrics were used: 

• Recall = TP / (TP + FN) 

• Precision = TP / (TP + FP) 

• Profit (see details in Table II). 

The authors omitted the accuracy and true negative rate (Acc-

) because the goal of the analysis is to predict object 

membership in the positive category. Acronyms used in the 

above formulas are derived from a known cost matrix, which 

is shown in Table I. 
TABLE I 

EXAMPLE OF COST MATRIX FOR TWO CATEGORIES OF DEPENDENT 

VARIABLES 

 Classified 

  True False 

O
b

se
rv

ed
 

True 
TP 

true positive 

FN 

false negative 

False 
FP 

false positive 

TN 

true negative 

 For example, TP is an acronym for true positive, which 

means that an object belonging to the positive category was 

classified as positive. Higher costs are assigned to FP rather 

than to FN since researchers usually focus on predicting the 

positive class. 

TABLE II 

REVENUE-COST TABLE 

 Revenue Cost Profit 

TP 100 0.1 99.9 

TN 0 -0.1 0.1 

FP 0 0.1 -0.1 

FN -100 -0.1 -99.9 

 Additionally, the authors calculated the lift measures for 

the first few deciles of the test sample. A lift measure is the 

ratio between the modeled response and the random response. 

The modeled response is provided by a statistical or data 

mining tool and the predictive model is presented as a lift 

curve. The random response is sometimes called the base rate, 

and it represents the response percentage in the whole 

population. The lift measure used by the authors does not 

refer to the well known measure in association rules mining 

introduced by Brin et al [32]. 

5 Empirical evaluation 

5.1 K-means clustering 

 When creating clusters the following variables were 

used: variables relating to the online activity of internet users 

(number of logins per month, number of logins within 6 

months, all the days of unique logins, number of posts on 

forums, number of threads on forums, etc.), variables related 

to spending on services offered by the portal and games 

played by internet users. After standardization of 46 

quantitative variables the principal components analysis 

(PCA) was conducted. On the basis of the Kaiser's criterion 

(eigenvalue > 1) 15 principal  components were selected, 

which explained 75% of total variance. Then a representative 

variable with the highest factor loadings was selected from 

each of them. 

 As a result of the application of K-means algorithm, 

three clusters were built. As previously mentioned, the 

percentage of internet users who clicked on the banner 

amounted to 0.25% in the entire dataset. The percentage of 

response category in these clusters was: 0.25% (cluster 1), 

0.36% (cluster 2), and 0.21% (cluster 3). In the next stage a 

one-way ANOVA was conducted, which enabled to select 

variables that best differentiate clusters (Table III). The 

number of the selected variables was limited to those for 

which the Sheffe post hoc test indicated the presence of 

differences between all clusters. 
TABLE III 

VARIABLES BEST DIFFERENTIATING CLUSTERS BUILT BY USING K-MEANS 

ALGORITHM 
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5.2 SOM clustering 

 In the second approach, a set of 15 variables selected by 

PCA was also used. To ensure the comparability of results 

and a relatively large number of cases in each cluster the 

initial grid size of 2 x 2 was determined. A small size of one 

of the output neurons caused us to join two neighboring 

clusters and consequently we received three clusters. The 

percentage of positive categories in the three clusters obtained 

with the application of the Kohonen networks was as follows: 

0.34% (cluster 1), 0.20% (cluster 2), and 0.24% (cluster 3). A 

brief description of the clusters is shown in Table IV. The 

one-way ANOVA and the Sheffe post hoc test were 

conducted here as well. It is worth noting that in the table 

there can be found the same variables that were present in the 

K-means method. 
TABLE IV 

VARIABLES BEST DIFFERENTIATING CLUSTERS BUILT BY USING KOHONEN 

NETWORKS 

 
 When looking at the content of clusters (Table V) it can 

be seen that 83% of cases belonging to cluster 1 (K-means) 

are in cluster 2 (SOM), 100% of cases from cluster 2 (K-

means) are in cluster 1 (SOM), and 91% of cases from cluster 

3 (K-means) are in cluster 2 (SOM). 

TABLE V 

COMPARISON OF CLUSTER’S CONTENT 

 SOM 
 

K
-m

ea
n

s 

cluster 

1 

cluster 

2 

cluster 

3 
Total 

cluster 

1 
4,380 0 21,284 

25,66

4 

cluster 

2 
19,003 0 0 

19,00

3 

cluster 

3 
0 33,763 3,154 

36,91

7 

 
Total 23,383 33,763 24,438 

81,58

4 

 It is acknowledged that the final number of clusters 

depends on their practical application. So it is in this case. 

The selection of the better method will depend on whether 

their combination with C&RT algorithm will provide a better 

predictive accuracy. 

5.3 Predictive models 

 When building the predictive model we used a different 

set of independent variables. These included the demographic 

characteristics of users (sex, age, education) as well as 

variables relating to interactions with other users of the portal 

(number of friends, informing friends about birthdays, etc.). 

 Table VI illustrates information about the structure and 

size of learning samples and test samples. As previously 

mentioned symbols M1 and M3 refer to the hybrid models in 

which membership in the cluster is treated as an additional 

independent variable. 

TABLE VI 

STRUCTURE OF LEARNING SAMPLES 

Model Learning sample Response percentage 
Non-response 

percentage 

Total learning 

sample 
Test Sample 

M0 

L1 (unmodified) 104 (0.25%) 40,703 (99.75%) 40,807 (50.02%) 40,777 (49.98%) 

L2 (random under-sampling) 104 (10.00%) 936 (90.00%) 1,040 40,777 

L3 (two-sided sampling 

technique) 
312 (10.00%) 2,808 (90.00%) 3,120 40,777 

M1 

L1 (unmodified) 116 (0.28%) 40,969 (99.72%) 41,085 (50.36%) 40,499 (49.64%) 

L2 (random under-sampling) 116 (10.00%) 1,044 (90.00%) 1,160 40,499 

L3 (two-sided sampling 

technique) 
348 (10.00%) 3,132 (90.00%) 3,480 40,499 

M2 

L1 (unmodified)* 

30 (0.23%) 

30 (0.31%) 

36 (0.19%) 

12,823 (99.77%) 

9,583 (99.69%) 

18,582 (99.81%) 

12,853 (50.08%) 

9,613 (50.59%) 

18,618 (50.43%) 

12,811 (49.92%) 

9,390 (49.41%) 

18,299 (49.57%) 

L2 (random under-sampling)* 

30 (10.00%) 

30 (10.00%) 

36 (10.00%) 

270 (90.00%) 

270 (90.00%) 

324 (90.00%) 

300 

300 

360 

12,811 

9,390 

18,299 

L3 (two-sided sampling 

technique)* 

90 (10.00%) 

90 (10.00%) 

108 (10.00%) 

810 (90.00%) 

810 (90.00%) 

972 (10.00%) 

900 

900 

1,080 

12,811 

9,390 

18,299 

M3 

L1 (unmodified) 102 (0.25%) 40,714 (99.75%) 40,816 (50.03%) 40,768 (49.97%) 

L2 (random under-sampling) 102 (10.00%) 918 (90.00%) 1,020 40,768 

L3 (two-sided sampling 

technique) 
306 (10.00%) 2,754 (90.00%) 3,060 40,768 

M4 

L1 (unmodified)* 

36 (0.31%) 

24 (0.14%) 

27 (0.22%) 

11,666 (99.69%) 

16,871 (99.86%) 

12,259 (99.78%) 

11,702 (50.04%) 

16,895 (50.04%) 

12,286 (50.27%) 

11,681 (49.96%) 

16,868 (49.96%) 

12,152 (49.73%) 

L2 (random under-sampling)* 

36 (10.00%) 

24 (10.00%) 

27 (10.00%) 

324 (90.00%) 

216 (90.00%) 

243 (90.00%) 

360 

240 

270 

11,681 

16,868 

12,152 

L3 (two-sided sampling 

technique)* 

108 (10.00%) 

72 (10.00%) 

81 (10.00%) 

972 (90.00%) 

648 (90.00%) 

729 (90.00%) 

1,080 

720 

810 

11,681 

16,868 

12,152 

* The first line contains information about cluster 1, the second - cluster 2, and the third - cluster 3. 
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 Symbols M2 and M4 represent the C&RT models built 

separately for each cluster. Symbols L1, L2, and L3 are 

related to the unmodified learning sample, random under 

sampling, and two-sided sampling technique respectively. 

 Hybrid models (M1-M4) were compared with the 

standard C&RT model (M0) which was based on the entire 

set of independent variables, i.e. demographic variables and 

variables relating to the interactions between users, as well as 

those that were used to build clusters. The procedure for 

creating a learning sample and a test sample was the same as 

in hybrid models. In the first approach, the learning sample 

was left unmodified (49.98% of total), and then under 

sampling and two-sided sampling techniques were used. With 

regard to misclassification costs, they were set at the level of 

10:1 and 20:1. The authors treat them as relative penalty 

related to an incorrect classification. 

 Table VII compares the performance of different models 

according to monetary costs and benefits of an advertising 

campaign. Values highlighted with a shade of gray indicate a 

positive financial result. As can easily be noticed, the best 

results were achieved by hybridization of K-means and C&RT 

algorithm using two-sided sampling technique (L3). A 

positive financial result delivered by the standard C&RT 

model based on under-sampling (L2) can be somewhat 

surprising. In terms of monetary profits of a campaign hybrid 

models M2 and M4 (built for each cluster separately) did not 

come true. 
TABLE VII 

PERFORMANCE OF MODELS ACCORDING TO MONETARY PROFITS OF 

CAMPAIGN 

Model 

L1 

costs 

10:1 

L1 

costs 

20:1 

L2 

costs 

10:1 

L2 

costs 

20:1 

L3 

costs 

10:1 

L3 

costs 

20:1 

M0 -6,223.40  -5,883.20  -1,722.20  726.40  -3003.80  -2,854.00  

M1 -5,050.90  -5,050.90  2,085.70  954.70  2,375.90  3,305.10  

M2a* -2,019.00  -2,048.80  -63.60  -776.00  -920.80  -870.00  

M2b* -2,867.80  -2,887.00  -1,673.20  -1,332.80  -1,128.60  -468.40  

M2c* -2,170.50  -2,176.70  -755.50  93.70  -887.50  -332.90  

M3 -6,424.30  -6,261.10  1,121.90  1,973.70  533.10  1,096.30  

M4a* -3,232.50  -3,232.50  -880.70  -932.90  -455.50  -766.70  

M4b* -2,713.60  -2,713.60  -1,771.40  -1,771.40  -1,567.80  -1,702.00  

M4c* -1,985.00  -2,002.80  -262.60  -430.40  225.60  -1,003.60  

* Letter symbols a) to c) refer to clusters 1-3 

 

 Tables VIII and IX display performance of models 

according to the recall and the precision. To compare the 

differences between the models the G-test at the 95% 

confidence interval was conducted [33]. The best recall is 

provided by model M1 (combination of K-means with C&RT) 

based on L3 (two-sided sampling technique) with 

misclassification costs of 20:1. As to the precision, it is hard 

to decide clearly which model and sampling method is 

superior. Models marked with “xxx” classified all instances as 

non-response. 

 

 
TABLE VIII 

PERFORMANCE OF MODELS ACCORDING TO RECALL 

Model 

L1 

costs 

10:1 

L1 

costs 

20:1 

L2 

costs 

10:1 

L2 

costs 

20:1 

L3 

costs 

10:1 

L3 

costs 

20:1 

M0 0.000 0.019 0.350 0.524 0.233 0.252 

M1 0.000 0.000 0.637 0.582 0.659 0.747 

M2a* 0.000 0.000 0.424 0.303 0.273 0.273 

M2b* 0.000 0.000 0.211 0.263 0.289 0.395 

M2c* 0.000 0.000 0.250 0.525 0.250 0.400 

M3 0.000 0.010 0.590 0.686 0.505 0.562 

M4a* 0.000 0.000 0.341 0.341 0.409 0.364 

M4b* 0.000 0.000 0.205 0.205 0.227 0.205 

M4c* 0.000 0.000 0.406 0.406 0.500 0.219 

* Letter symbols a) to c) refer to clusters 1-3 

 
TABLE IX 

PERFORMANCE OF MODELS ACCORDING TO PRECISION 

Model 

L1 

costs 

10:1 

L1 

costs 

20:1 

L2 

costs 

10:1 

L2 

costs 

20:1 

L3 

costs 

10:1 

L3 

costs 

20:1 

M0 xxx 0.007 0.003 0.003 0.003 0.003 

M1 xxx xxx 0.003 0.002 0.003 0.003 

M2a* xxx 0 0.003 0.003 0.003 0.003 

M2b* 0 0 0.004 0.004 0.005 0.005 

M2c* xxx 0 0.003 0.002 0.003 0.002 

M3 xxx 0.005 0.003 0.002 0.003 0.003 

M4a* xxx xxx 0.005 0.004 0.004 0.004 

M4b* xxx xxx 0.002 0.002 0.002 0.002 

M4c* xxx 0 0.003 0.002 0.003 0.003 

* Letter symbols a) to c) refer to clusters 1-3 

 
TABLE X 

PERFORMANCE OF MODELS ACCORDING TO CUMULATIVE LIFT MEASURES 

FOR 1ST AND 2ND DECILES 

Model 

L1 

costs 

10:1 

L1 

costs 

20:1 

L2 

costs 

10:1 

L2 

costs 

20:1 

L3 

costs 

10:1 

L3 

costs 

20:1 

1
s
t 

d
e

c
il

e
 

M0 1.44 1.40 0.82 1.08 1.39 1.25 

M1 1.34 1.34 1.12 1.45 1.49 1.20 

M3 1.84 1.50 1.11 1.04 0.94 1.30 

2
n

d
 d

e
c

il
e

 M0 1.41 1.40 0.82 1.08 1.39 1.25 

M1 1.34 1.34 1.35 1.35 1.18 1.20 

M3 1.48 1.33 1.11 1.04 1.13 1.15 

 

 As for the lift measures values, they are shown in Table 

X. Shaded areas in the table refer to lift measures higher than 

1.4. We limited the calculation only to models based on the 

entire set of observations (M0, M1, and M3) to ensure their 

comparability. The best results were highlighted gray. If a 
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company intended to reduce spending on a promotional 

campaign and displayed a banner ad to 10 percent of current 

users, model M3 (SOM-C&RT) would be the best solution. 

For 20% of users the highest lift measure was again obtained 

from model M3. It is worth noting that both hybrid models 

were based on the unmodified learning sample. 

6 Conclusions 

 The conducted analyses show that the best results were 

obtained by combining K-means algorithm with C&RT 

algorithm, where information about belonging to clusters is 

treated as an additional independent variable in the model. 

Model M1 outperformed other models in terms of the profit 

and the recall. It is worth noting that one of these additional 

variables was involved in the partition of the tree, although its 

position in the final predictor variables ranking was relatively 

low. 

 Unfortunately, building separate C&RT models for 

particular clusters did not meet the authors’ expectations. The 

results obtained in this manner were even worse than the 

results provided by the standard C&RT model with the whole 

set of independent variables. It seems that with such a highly 

skewed distribution of dependent variables one should use 

more sophisticated methods of overcoming this problem, or 

rely on ensemble models thus giving up merits of the content-

related interpretation of the model. 
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Abstract: Objectives of this study are to determine if a 

relationship exists between occurrence of allergies among 

elementary school children and daily upper-air observations 

(temperature, relative humidity, dew point, mixing ratio) 

and daily air pollution (particulate matter, sulfur dioxide, 

nitrogen dioxide, carbon monoxide, and ozone); and, if so, to 

derive a mathematical model that predicts allergies. Using an 

ecological study design, school health records of 168,825 

students in elementary schools enrolled in “Health eTools for 

Schools” within 49 Pennsylvania counties were analyzed. 

Upper-air measurements from ground level to the 850mb 

pressure level and air pollution measurements were 

obtained. Appropriate data mining techniques were utilized 

to validate and integrate three databases. Binary logistic 

regression used for analysis. A Generalized Estimating 

Equation model was used to predict the occurrence of more 

than 13 cases, the daily mean for 2008-2010. Results showed 

that the prevalence of allergies among school children in 

Pennsylvania increased over last three years. The primary 

occurrence of allergies among school children was in 

August-September, followed by December and April, while 

the lowest in January and May. Upper-air temperature and 

mixing ratio, as well as SO2, CO, O3, PM10 were significantly 

associated with occurrence of allergies (p<0.01).  In 

conclusion, monitoring of upper-air observation and air 

pollution data over time can be a reliable means for 

predicting outbreaks of allergies among elementary school 

children.  Such predictions could help parents and school 

nurses implement effective precautionary measures. 

Keywords: air pollutants, upper-air indicators, allergies, 

school health records, Pennsylvania  

                        

 I.      INTRODUCTION 

Hay fever, respiratory allergies, food allergies, and skin 

allergies are the main types of allergies among children in the 

US. Percent of children with diagnosed hay fever in the past 

12 months is 9.5% (7.1 million), while 11.5% (3.4 million) of 

children reported as having respiratory allergies. In addition, 

4.6% (9.4 million) of children had food allergies in the past 12 

months, while 12.6% of children reported were diagnosed 

with skin allergies [1]. Seasonal allergies are fairly common in 

children older than age five. According to the American 

Academy of Allergy, Asthma, and Immunology, about 10-

15% of school-age children have seasonal allergies [2].   

Seasonality of allergies [3, 4] and their association with 

asthma [5] are well-known phenomena. Atopic eczema and 

allergic rhinitis were found to be higher in period September–

May. Some evidence support the assertion that non-summer 

warmth and urban air pollution [6], probably mediated through 

exposure to common allergens such as dust mites, are possible 

risk factors for allergies in school-aged children [7]. 

Meteorological factors greatly influence the occurrence of 

pollen grains in the air. Dry and hot weather speeds up 

maturation and the loosening of pollen grains from anthers, 

and the concentration of pollen grains is considerably higher 

than in cold and wet weather [8]. Temperature has a positive 

correlation with pollen count, while relative humidity has an 

inverse correlation with the pollen count in the atmosphere. 

Reportedly, the occurrence of allergic diseases is usually 

associated with increase in the level of CO (carbon 

monoxide), SO2 (sulfur dioxide), PM10 and PM2.5 (particulate 
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matter with a diameter of <10μm and <2.5μm, 

respectively), and O3 (ozone), after adjusting for 

confounders [6].  

The current study was undertaken to determine if a 

relationship exists between occurrence of allergies among 

school children, based on school health services records, 

and routine upper-air variables, such as mixing ratio, 

relative humidity, temperature, and dew point, as well as 

six air pollutants mentioned above. Although temperature, 

relative humidity, and air pollutants at ground level have 

been considered in allergy studies, neither upper-air dew 

point nor mixing ratio have been linked with allergy or 

used for prediction of outbreaks. As the amount of 

humidity is relative to the temperature available to do the 

work of evaporation, and can fluctuate even if no change 

occurs in the actual amount of water vapor per unit mass 

of dry air (mixing ratio), dew point and mixing ratio 

provide the best assessment of humidity as it relates to 

some allergies.   

School health records have been utilized for allergy-

tracking because they are readily accessible through 

the existing school data collection and storage 

infrastructure [9].  In many Pennsylvania schools student 

health records are compiled through a web-based software 

application portal called “Health eTools for 

Schools”(hereafter referred to as “eTools”)  that was 

funded by the Highmark Foundation through its Healthy 

High Five Initiative [10] and developed by InnerLink, 

Inc., a private, for-profit company. With t h e  utilitarian 

purpose of providing data for state and local health 

planning, eTools is offered free of charge to local 

public, private and parochial schools.  It allows nurses to 

efficiently enter and download student health data, 

including records of daily clinic visits for allergic 

conditions, using a hand-held electronic device, and via 

computerized programming, compile and  sub mit  

requi red  annua l  reports to the Pennsylvania State 

Health Department. 

Public health is an information-intensive field, which 

needs timely, accurate, and authoritative information from 

a variety of sources [11-13]. According to “The Future of 

Public Health” report of Institute of Medicine in 1988, 

which launched a series of public health reforms that 

continues to this day, the essence of community health 

assessment is the collection, analysis, interpretation, and 

communication of data and information from various 

sources [14].  

Consistent with the literature, the current study was 

designed to investigate the possible relationship between 

allergic diseases among school children on a particular 

day and the effect of air pollution indicators, i.e., PM10, 

PM2.5, SO2, NO2, CO, and O3, throughout the day by 

using data mining techniques. The ultimate purpose was 

to determine if a  mathematical model c o u l d  b e  

d e r i v e d  t o  predict daily allergy burden based on the 

combination of upper air data plus air pollution levels and 

student health record entries from Pennsylvania schools. 

 

 

                                 II.    METHODS 

A. Study Design 

Ecological study design was adopted in order to 

understand the relationship between daily occurrence of 

allergies in a “whole population” of elementary school 

students and daily measurements of upper-air observation 

parameters [15].
 

In the ecological design, which investigates 

group-level variables, a geographical region can be analyzed in 

a cross-sectional manner (once or repetitively) to investigate 

the variation in a health-related variable (e.g., mean blood 

pressure, hospitalizations for allergy, and homicide rates) and 

its associations with regional characteristics (e.g., salt intake, 

air pollution, handgun laws, and drug policies) [15]. 

An ecological design has the advantageous ability to 

control for individual-level variability while at the same time 

addressing influences at the regional-level. In addition, this 

study design enables researchers to include all the students of 

the enrolled elementary schools in the study sample, contrary 

to one in which each student with an allergic condition serves 

as his/her own control and excludes other students [15]. 

Moreover, extracting daily upper-air data from existing 

environmental databases and retrieving computerized daily 

health data from existing repositories, such as eTools, is 

inherently cost-effective in that it requires a very low level of 

effort.   

 

B. Study Population 

School districts located in 49 of the 67 counties in 

Pennsylvania participated in eTools. From 2008 to 2010, 

enrolled school districts received eTools services for 168,825 

elementary school students. These students constituted the 

study population. All eTools services for participating school 

districts were subsidized by the funders of eTools (Highmark 

Foundation) and covered costs of utilizing eTools through a 

three-year period. At the individual level, the sole participation 

eligibility requirement was to be a student with a health record 

in an elementary school that utilized eTools. Student records 

from these schools were excluded if they contained incomplete 

or inaccurately entered health record data. In addition, no race-

, ethnicity-, or income-based bias existed in the enrollment of 

schools districts, schools, or students in eTools. All of the 

above factors are important in respect to generalizability of 

study results to elementary school students at the state level or 

beyond the state level [15].  

 

C. Data Collection 

Within the 49 Pennsylvania counties, 168,825 records of 

elementary school students were identified for this study.  Data 

on allergies were originally noted in records maintained by 

school nurses as the type of treatment given to a student on a 

particular day. Treatment options for school health nurses were 

based on the prescribed medication provided for the student. 

For purposes of this study, having allergy was defined as “any 

case managed with antihistamines”. In fact, school nurses 

recorded the trade name of all the medications administered, 
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which were then later categorized into functional groups 

(i.e., antihistamines, analgesics, etc.). It was assumed that 

the treatment option noted by a school nurse correctly 

represented the disease (figure-1). 

  Data analyzed for this study were provided to the 

authors by InnerLink, Inc. which had custodial 

responsibility under a common Statement of 

Understanding and Service Level Agreement with all 

participating school systems (table-1). The school year in 

Pennsylvania usually begins in August, ends in June and 

typically includes an extended winter break.  Therefore, 

surveillance data were commonly unavailable for the last 

three weeks of June, all of July, the first three weeks of 

August, and the second half of December every year. 

According to Pennsylvania State regulations, the 

healthcare provider should state whether the child is 

qualified and able to self-administer the medication.  The 

number of visits by middle school and high school 

students to school health nurse’s office, therefore, may not 

accurately represent the number of allergy occurrences. 

Hence, only data from elementary school students’ 

records were included in this study (figure-1). 

The upper-air data used in this study were 

downloaded from the Wyoming University web site [16]. 

Measurements were obtained from the ground level to 

1500 meters level (equivalent to 850 mb pressure). These 

upper-air observation values cover an area with a radius 

of about 800 kilometers, around Pittsburg, PA. As this 

coverage area includes the entire state of Pennsylvania, 

upper-air measurements, unlike ground level air-

pollution, were consistent for all eTools schools 

regardless of geographical location. Upper-air observation 

values are obtained twice every day: at 0Z and at 12Z. 

The Z-time is the basis for synoptic meteorology, which 

requires collection of all measurements at the same time 

every day and, thereby, produces a snapshot of the state of 

the atmosphere worldwide. The 0Z time in the US is 6 

p.m. in Eastern Standard Time (EST) and 7 p.m. in 

Eastern Daylight Time (EDT), while 12Z time in the US 

is 6 a.m. in EST and 7 a.m. in EDT. For each day of the 

three years (2008-2010) the measured values at time 12Z 

were obtained for analysis. As the 0Z (6 p.m. EST and 7 

p.m. EDT) is irrelevant to asthma exacerbations that occur 

during elementary school hours, authors had to choose the 

12Z time for the analysis (figure-1).    

 Hourly data on six air pollutants were extracted from 

EPA measurement stations throughout the state. 

Therefore, unlike in upper-air variables, the geographical 

distribution of schools within the state affected the study 

results derived from air-pollution variables (Figure-1). 

These were obtained for school days only, although the 

data are available for all days throughout the period 

2008-2010. Data for 1am–3pm period were obtained, 

because it represents the hours before and during school 

time. After school hours were ignored as the pollutant 

levels during these hours do not contribute to allergies 

that occur at school (figure-1).  

 

 

                                            

 

                             

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Data Mining Algorithm to Create a GEE Model for 

Prediction of Allergy Outbreaks in School Children 

[T=upper-air temperature; DP=upper-air dew point; 

RH=upper-air relative humidity; MR=upper-air mixing ratio; 

EPA=Environmental Protection Agency; GEE=Generalized 

Estimation Equation; NO2=nitrogen dioxide; SO2=sulfur 

dioxide; CO=carbon monoxide; O3=ozone; PM10 and 

PM2.5=particulate matter with <10 and <2.5 μm respectively] 

 

D. Analysis 

 

We performed the allowed character checks, cardinality 

check, consistency checks, data type checks, limit checks, 

logic check, spelling and grammar check in the process of data 

validation (figure-1). In addition, missing values were deleted, 

duplicate values were eliminated, and multivariate outliers 

were deleted. Data transformation was performed when 
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required. Multi-collinearity diagnostics were also 

performed with SAS. 

To minimize the effect of the increase in asthma 

reporting over three years, the ratio of daily and weekly 

allergy cases to the annual average rather than the 

absolute number of daily allergy cases was utilized for 

analysis. Similarly, the ratio of weekly mean of asthma 

exacerbations to the annual average was used instead of 

the absolute number of asthma exacerbations per week in 

order to minimize the effect of the distortion (as indicated 

above) in the weekly pattern of asthma exacerbation 

occurrences. 

We used binary logistic regression modeling to 

analyze data from three large databases using SAS. 

Logistic regression is a useful method utilized widely in 

data mining applications [17]. It is more advanced than 

the chi-square test, which allows the analysis of only two 

categorical variables. It allows the researcher to use both 

continuous and categorical predictors in modeling.  

Binary logistic regression converts the binary response 

into a logit value (the natural logarithm of the odds of the 

event occurring or not) and then establishes maximum 

likelihood estimates (MLE). The assumptions of this 

analysis are particularly applicable to the current study, as 

we used large databases with large sample asymptotic 

property. This means that the reliability of the estimates is 

high when a large number of cases for each observed 

combination of X is available [17]. In addition, in binary 

logistic regression, changes in the response itself are not 

modeled; instead changes in the log odds of the response 

are modeled. Another important feature is that binary 

logistic regression assumes neither the linearity of the 

relationship between predictor variables, nor 

homoscedasticity and normality of residuals. Model 

appropriateness was confirmed with the Wald statistic 

that tested the significance of individual parameters [17].  

Generalized Estimating Equation (GEE) model was 

used to predict the probability of occurrence of cases 

greater than or equal to 13 (a cutoff value equal to the 

2008-2010 mean). The repeated subject (cluster) in the 

model is the “matched date,” for example, March 8th in 

2007, 2008, 2009, and in 2010 is a subject. GEE needs at 

least 100 clusters to study 5-12 exploratory variables, 

however, a great deal of confidence is assured with 200 

clusters, [18, 19] the circumstance in in the current study. 

“Logit” link function on binary distribution was used on a 

binary dependent variable. “P” represents 

DailyAllergyCases≥13 and “1-P” represents 

DailyAllergyCases<13. The independent variables were 

the upper-air observation variables.  

To avoid the complexity of obtained GEE model, we 

adhered to a model with a binary dependent variable 

(DailyAllergyCases<13 and DailyAllergyCases≥13), 

rather than having three levels (low, average, and high) of 

occurring daily allergy cases. In our future study, which 

will also include pollen data, we will develop separate 

models for pollen season and non-pollen season. In the 

future study, we will also incorporate machine learning 

approaches, in addition to statistical methods. 

   Table-1: Demographic Characteristics of Students  

Variable Student Category Percentage 

Gender 
Males 50.80% 

Females 49.20% 

Race 

White Alone 74.78% 

African-American Alone  8.30% 

Hispanic Alone 7.91% 

Other 3.10% 

Multi-Race 4.27% 

Free-Lunch 

Eligibility  

Eligible (Low-Income) 38.36% 

Ineligible  61.64% 

Urban-Rural 

Distribution  

Rural  39.22% 

Suburban  42.65% 

Urban  18.13% 

 

III. RESULTS 

Demographic characteristics of 168,825 elementary 

school students are shown in table-1 [20, 21]. Offices of 

school health nurses in Pennsylvania had 259,951 visits of 

elementary school students for various health problems during 

the three year period, 2008-2010. A gradual increase of allergy 

cases was observed from 2008 to 2010, both in elementary 

schools and in schools with higher grades. This is partially 

explained by the increase in the number of schools 

participating in the allergy surveillance system. The total 

number of schools (elementary, middle, and high) increased 

from 2008 to 2009, with a slight decrease from 2009 to 2010. 

However, a boost from 0.85 to 1.77 (208% increase) in the 

ratio of daily average of allergy cases to number of schools 

(preK-5) partially explained the real increase in allergy 

prevalence among school children, because that particular 

increase is not influenced by an increase in the number of 

schools participating in the allergy surveillance system. It may, 

however, be influenced by increased reporting of school 

nurses, since any surveillance system takes a few years to 

reach the full functional capacity. Geographical differences in 

new school enrolment may also have influenced this 208% 

increase. 

Use of antihistamines among school children as reported 

by school health nurses has an almost identical pattern in each 

year during 2008-2010. Peak of antihistamine use lies in 

period from late August to early September, although there are 

noticeable increases in December (early winter) and in April 

(early spring) too. The lowest use of antihistamine is reported 

in January and in May. The summer season compared to 

winter, had 17 times higher tendency of exceeding daily mean 

of allergy cases (7 cases), which was followed by fall (2.6 

times higher), and spring (2.1 times higher). In other words, 

68% of days in summer exceeded daily mean of allergy cases 

for three years, followed by fall (38%), and spring (35%). 

Upper-air temperature peaks in July (hot) and has its 

minimum in January (cold). There were significant differences 

between temperature means for each season (p<0.001), with 

the highest in summer, followed by spring, and then fall. 

Similarly, upper-air dew point peaks in July (wet) and reaches 
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its minimum in January (dry). Significant differences 

existed between seasons (p<0.001), with the highest in 

summer, followed by spring, and then fall. Significant 

differences between mixing ratio means for each season 

were also statistically significant (p<0.001), with the 

highest in summer, followed by spring, and fall. Variation 

in upper-air relative humidity is complex and it’s difficult 

to identify a specific pattern. Differences between relative 

humidity means for each season were statistically 

significant (p<0.02), with the highest in summer, followed 

by winter, and then fall. The lowest relative humidity was 

recorded in spring. It was revealed that upper-air 

temperature and mixing ratio were important in 

determining whether or not the number of allergy cases is 

greater than the daily mean of allergy cases for the last 

three year period (>13 cases).  

Peak hours of NO2 were 4–6 am, followed by the 

remaining morning hours (1–3 am, 7–9 am, and 10–12 

noon). Conversely, SO2 levels were highest towards noon 

(10–12 noon), followed by 7–9 am and 1–3 pm with the 

lowest levels recorded in the early morning (1–6 am). 

Highest levels of CO were recorded for the morning hours 

when students leave for school (7–9 am), followed by 

earlier hours in the morning (1–6 am). As with NO2, the 

CO levels decreased towards noon and further decreased 

during the afternoon. The peak for PM2.5 occurred at 7–9 

am, while the afternoon hours had the lowest. PM10 levels 

did not vary significantly compared to other pollutants 

and levels gradually decreased from 4 am to 3 pm. PM10 

data for 1–3 am and 1-3 pm time intervals were not 

available.  

Table 2: Modeling the Probability that the Number of 

Allergy Occurrences ≥ 13 among preK-5 Students on a 

Particular Day Based on Pollutant and Upper-Air 

Parameters: Analysis of GEE Parameter and Empirical 

Standard Error Estimates 

Parameter Estimate Error Z 
Prob. 

>IZI 

Intercept    -2.337 0.256 -9.1 <.0001 

T          0.087 0.031 2.8 0.0054 

T *O3DAY*CO1-3AM     0.018 0.004 4.7 <0.0001 

MR*PM107-9AM  *SO21-3AM   -0.003 0.001 -3.9 <0.0001 

 

O3DAY = mean O3 concentration of the previous day 

SO21-3AM = mean SO2 concentration for the 1 am – 3 am 

time period of the previous day 

CO1-3AM = mean CO concentration for the 1 am – 3 am 

time period of the previous day 

PM107-9AM = mean PM10 concentration for the 7 am – 9 

am time period of the previous day 

MR = Upper-air mixing ratio (in g/kg) of the previous day 

T = Upper-air temperature (in Celsius) of the previous 

day 

SO2, CO, O3, and PM10 were significant in determining 

whether or not the number of allergy cases is greater than the 

daily mean of allergy cases for the last three year period (>13 

cases). However, none of these air pollutants predicted allergy 

occurrences in their univariate relationships with allergy cases. 

In other words, the interaction of O3DAY and CO1-3AM with 

temperature was significant, while the interaction effect of 

PM107-9AM and SO21-3AM with mixing ratio was significant in 

predicting allergy cases. Therefore, the results indicate the 

importance of integrating upper-air and air pollution 

databases.    

Using the GEE model above (table-2), the following 

equation was adopted for determining the probability odds 

ratio (y) of having ≥13  (daily-mean for a period of three 

years + one standard deviation) on the next day:  

     y = a0 + a1x1 + a2x2 + a3x3 + a4 (x4*x2) 

 Log
 

   
     

 

– 2.3372 + 0.0874 (T)                                  

+ 0.0180 (T * O3DAY   *  CO1-3AM)               

– 0.0031 (MR * PM107-9AM * SO21-3AM)  

log P/(1-P) = Logarithm of odds ratio for the [mean + one 

standard deviation] cases (=13 cases) on a day 

P = Probability of having ≥13 allergy cases on a particular day 

1 – P = Probability of having <13 allergy cases on that day 

T = Upper-air temperature 
0
C (in Celsius) 

MR = Upper-air actual mixing ratio g/kg (in grams per 

kilogram) 

O3DAY = mean O3 concentration 

CO1-3AM = mean CO concentration for the 1 am – 3 am time 

period  

PM107-9AM = mean PM10 concentration for the 7 am – 9 am 

time period  

SO21-3AM = mean SO2 concentration for the 1 am – 3 am time 

period 

 

As an example, if the upper-air temperature and upper- air 

mixing ratio were 9
0
C and 3 g/kg respectively and the levels of 

O3, SO2, CO, and PM10 were 19.54, 5.34, 0.28, and 20.55 

respectively on a particular day, the probability (P) of having 

more than 13 allergy cases within the surveillance system on 

the next day is 68%.  

 

                                IV.  DISCUSSION 

The surveillance of allergy among school children in 

Pennsylvania has improved during the last four years in both 

aspects: the school enrollment in the surveillance system and 

the disease reporting by school health nurses, a proven, 

reliable data source [22]. The increased exposure to allergens 

and changes in other socioeconomic and sociodemographic 

factors among school children may be the main reasons for 

increases in allergies in Pennsylvania. The finding of the 

current study that peaks (main outbreaks) of allergy 

occurrence were reported in August-September and in April 

was compatible with evidence from other empirical studies. 

However, having the highest prevalence in summer months 
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may be associated with characteristics of pollen that cause 

allergic symptoms [2].   

Annual averages of upper-air observations 

(temperature, relative humidity, dew point, mixing ratio) 

did not differ between years. As explained previously, a 

higher temperature (greater than three year median) is 

associated with occurrence of more allergies among 

Pennsylvania school children. However, this study 

considered only the upper-air temperature, not the surface 

level ambient temperature. In addition, a higher upper-air 

mixing ratio was associated with occurrence of more 

allergies. As discussed previously, the concept of relative 

humidity is complex, because relative humidity is relative 

to the amount of energy (measured by temperature) 

available to do the work of evaporation, and it can be 

changed without having any change in the actual amount 

of water vapor in the air (absolute humidity). Therefore, 

the actual mixing ratio in conjunction with temperature 

provides a better assessment of humidity, which is more 

relevant to allergies. The interaction of O3DAY and CO1-

3AM with temperature was significant, while the 

interaction effect of PM107-9AM and SO21-3AM with mixing 

ratio was significant in predicting allergy cases. This 

encourages the integration of multiple databases in the 

process of prediction. 

Put another way, the routinely measured and publicly 

available upper-air indicators provide a good estimate and 

a reliable tool for forecasting allergy burden on the school 

health system today or on a future day. This output of 

analysis with GEE is based on a three-year mean of 

allergies (13 cases) and does not restrict the utilization of 

the above equation beyond interpolation. Therefore, the 

extrapolation for forecasting is also realistic given the 

current analysis, based on the average of allergies for the 

2008-2010 period. At last, this model should be updated 

monthly using new data that will be obtained from three 

databases.       

However, there are several limitations in this study. 

There is a possibility that other allergy triggers, such as 

pollen and respiratory infections, may confound the 

relationship between upper-air variables and allergy 

occurrences. Allergy surveillance in schools is not being 

conducted during winter break and summer vacations, as 

well as during weekends and school holidays. The 

relatively less data available for the summer season due 

to school vacation, may somewhat distort the 

relationships caused by unequal representativeness 

across seasons.  

In addition, it is difficult to exclude the possibility 

that some students who experience worsening of 

symptoms at night or early in the morning did not attend 

the school so their allergies are not included in school 

health records. It was also impossible to estimate the 

number of students with allergy symptoms who did not 

receive medications in school, because some students 

prefer taking medications before going to school or after 

school. In addition, there is also a possibility that some 

elementary school students may have taken allergy 

medications without informing the school nurse. 

Therefore, we cannot exclude the possibility that use of 

antihistamine medications as recorded by school nurse 

somewhat under-represented the occurrence of allergy 

symptoms at school.  Unavailability of antihistamine 

medications usage data at school level as well as absence of 

data on demographic characteristics (e.g., ethnicity, income) 

of students in each school or school district were also 

limitations.  

The number of schools using eTools changed each year 

with some schools dropping off and others joining, causing 

fluctuations in the total number of available student data 

records. Additionally, each year some students were leaving 

their school or school district. Nevertheless, the total number 

of student data strings provided for any one year was 

sufficiently robust, as was the number of data strings 

available for multi-year comparisons, to generate reliable 

results.  

V.   CONCLUSION 

Monitoring of upper-air observation data and air pollution 

data over time using data mining techniques can serve as a 

reliable means for predicting increased occurrence of allergies 

among elementary school children. The new mathematical 

model derived from statistical integration of routine 

environmental observations and school health records may be 

used to scrutinize the complexity of allergic diseases as a 

dynamic outcome determined by multiple environmental 

parameters. It’s also possible to assess the risk for future 

allergy outbreaks based on fluctuation analysis of a long time 

series of atmospheric function for taking more effective 

precautionary measures. Appropriate data mining techniques 

are proven to be useful tools in this process of prediction.  

Predicting of allergy outbreaks is important for 

children diagnosed with allergies as their household members 

can take more preventive measures to avoid allergy 

occurrences, regardless of the disease severity. In addition, 

being informed of a possible allergy outbreak on a particular 

day or week, school nurses and teachers will be able to pay 

more attention on early identification of allergy occurrences 

among children in the classroom. Similarly, doctors and 

nurses in emergency room or in the family practice can take 

extra precautions and utilize resources more efficiently to 

serve an increased number of allergy patients. 

With accurate prediction of increased number of 

allergy occurrences, the school health system can play a major 

role by effectively reallocating both human and physical 

resources as well as by alerting teachers and vulnerable 

children to take extra precautions that will manage allergy 

outbreaks very early. It also enables to identify and quickly 

treat those allergies that do occur. Mass media and local media 

can also play an important role in effort. Results of the current 

study can be used to inform similar programming at the 

national level and in other states.  
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Abstract— Although the use of genetic programming (GP) 

for predictive modeling in data mining increases, a large 

majority of these projects still focus on classification. We 

argue, however, that the abilities inherent in genetic 

programming, most notably the possibility to choose both 

representation language and optimization criterion based on 

the specific problem, must be even more important for 

predictive regression. Most importantly, while classification 

models are normally evaluated using accuracy, there is a large 

number of error metrics used for evaluating regression 

models. In this paper, we evaluate the use of five existing error 

metrics as fitness functions in GP regression. The overall 

purpose is to investigate how the optimization of the different 

error metrics affects the produced model. Specifically, in the 

experimentation, all models, regardless of the fitness function 

used, are evaluated using all error metrics. The main result, 

obtained on 16 UCI data sets, is that GP models evolved using 

a specific error metric, when evaluated using the same metric, 

generally obtained lower errors than both other GP models 

and models produced by two specialized regression tree 

techniques. This result shows that it is possible for a data 

miner to choose which aspect of a predictive regression model 

that should be prioritized, just by using GP and a suitable 

fitness function. Finally, when considering all error metrics, a 

fitness function minimizing the mean absolute error was 

shown to produce the most robust models.     . 

I. INTRODUCTION 

The purpose of predictive modeling is to utilize stored data 

in order to predict an unknown (often future) value of a 

specific variable; the target variable. When using machine 

learning techniques, the resulting model represents patterns 

in historical data found by the specific algorithm. More 

technically, the algorithm uses a set of training instances, 

each consisting of an input vector xi and a corresponding 

target value yi to learn the function y=f(x;Θ). During 

training, the parameter values Θ are optimized, based on a 

score function. When sufficiently trained, the predictive 

model is able to predict a value ��, when presented with a 

novel (test) instance xj. If target values are restricted to a 

predefined number of discrete (class) labels, the data 

mining task is called classification. If the target variables 

instead are real numbers, the task is named regression.  

When performing predictive classification, the primary 

goal is to obtain high accuracy; i.e., few misclassifications 

when the model is applied to novel data. For regression 

problems, however, it is not obvious how predictive  

 

performance should be evaluated. Specifically, unlike 

classification, there exists a number of reasonable error 

metrics for regression. As a matter of fact, Armstrong [1] 

even argues that since these different metrics evaluate 

different aspects of the model’s predictive performance, a 

model should preferably be evaluated using several 

measures. This is of course a very sensible advice in theory, 

but in real-world problems, the demands on the predictive 

model, if carefully analyzed, often indicate that one error 

metric is most suitable for the particular problem. Hence, 

which error metric to use for the model evaluation appears 

to be a key decision for regression problems.  

In addition, the business domain of the regression problem 

often imposes even further demands on the evaluation 

criterion. As an example, in the retail domain it is most 

often considered a more serious error to underestimate a 

demand than to overestimate it. This is actually a very 

serious problem during campaigns or promotions, the 

effects of which are notoriously hard to predict, where poor 

forecasts may lead to very dissatisfied customers when the 

targeted merchandise runs out of stock.  

In practice, the root mean square error (RMSE) or the mean 

square error (MSE) is often favored due to their 

mathematical aspects, i.e. MSE is additive for independent 

sources of distortions, symmetric, convex, differentiable 

and  distance preserving under orthogonal and unitary 

transformations [2]. Another important property often 

mentioned as the main reason for using these measure is 

that they penalize larger errors more severely. RMSE or 

MSE are, however, far from obvious choices. Armstrong 

even argues that they are some of the worst metrics since 

they are poorly protected against outliers and scale 

dependent, i.e. errors from two datasets cannot be 

compared if the dependent variables of the datasets do not 

have the same scale.   

Most importantly, it must be noted that although a 

predictive model can be evaluated against any number of 

error metrics, it is normally optimized against one specific 

metric during the construction. Specifically, the 

optimization criterion (the score function) is actually 

inherent in most modeling techniques. For example, 

Multiple linear regression, Auto Regressive Moving 

Average and Exponential smoothening all minimize the 

mean square error, i.e., these techniques will all suffer from 

the problems associated with metrics like MSE and RMSE. 

Optimization and Evaluation Criteria in GP Regression
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Regression trees are also often optimized based on similar 

measures; Quinlan's M5 [3] does for example use the 

standard deviation as optimization criteria and the RMSE 

during pruning.   

Naturally, optimizing a specific metric will produce a 

model focused on that criterion. With this in mind, it 

becomes important to understand how different metrics 

correlate; specifically how using one metric for the 

optimization will affect the quality of the model, possibly 

also evaluated using another metric. One obvious question 

is, of course, if there is a specific metric that when used as 

the optimization criterion will produce models that rank 

high on all evaluation criteria. If this is not the case, data 

miners are forced to choose very early in the modeling 

process exactly what the final model should prioritize, 

making the choice of technique and error metric even more 

important. 

A related and important point, stressed by Armstrong, is 

that it very questionable if the data miners should be 

responsible for determining how the errors should be 

interpreted and evaluated. Even if a larger (squared) 

penalty for a larger error makes sense in the forecasting 

setting, it is not sure that the domain expert is of the same 

opinion.  

From this reasoning, it is very interesting, but also slightly 

discouraging, that the choice of optimization criterion is 

often neglected in descriptions of data mining processes. 

Even CRISP-DM [4], a cross industry standard for the data 

mining process, fails to address this important issue. 

CRISP-DM only states that any assumptions that are 

implicit in the modeling technique should be defined 

explicitly, but does not even mention that the optimization 

criterion would have an effect on the resulting model. 

CRISP-DM does, however, stress that most real-world data 

mining projects eventually will be evaluated using 

monetary measures, thus acknowledging the effect the 

business context has on the choice of optimization 

criterion. Or, put in another way, which optimization 

criterion to use during the model building must ultimately 

be analyzed for each and every project, in order to make 

sure that it really agrees with the overall purpose of the 

project. 

From the description above, it is obvious that there is a 

need for regression techniques making it straightforward to 

pick or change the optimization criterion. Naturally, 

evolutionary algorithms have exactly this property since the 

role of the fitness function makes it easy to directly encode 

any optimization criterion. As a matter of fact, evolutionary 

optimization is of course not even limited to existing error 

metrics, but could use score functions tailor-made for the 

specific problem. As an example, it would be quite 

straightforward to penalize underestimated and 

overestimated demand differently, in order to handle the 

retail sales problem discussed above. 

In addition, using Genetic Programming (GP), would give 

the data miner the opportunity to not only design the 

optimization criterion, but also the models’ representation 

language, i.e., GP could, in theory, apply an arbitrary 

optimization criterion, to any kind of (standard or not) 

regression model. With this in mind, it is quite surprising 

that while GP classification, in a data mining framework, 

has received a lot of interest lately, there are very few GP 

studies explicitly targeting the potentially even more 

suitable regression task.  

The overall purpose of this paper is to investigate the use of 

different optimization criterion as fitness functions in GP 

regression. Specifically, we analyze how the choice of 

score function affects the model quality, evaluated using 

not only the metric encoded in the score function, but also 

several others. In this study, we evaluate only well-

established error metrics, and we restrict the models to 

regression trees. In the experimentation, the GP produced 

trees are compared not only to each other, but also to two 

existing standard techniques, REPtrees and M5P.          

II. BACKGROUND 

Keijzer [5], gives an excellent example of the difficulties 

that can occur when using a straightforward GP approach 

to a symbolic regression problem. Keijzer evaluates the GP 

success rate for two simple target functions t=x
2
 and 

t=100+x
2
. The squared error was used as fitness function 

and 50 GP runs over 20 generations were performed for 

each function. The first function was often found already in 

the first generation and had a success rate of 98%; the 

second function however was seldom found and had a 

success rate of only 16%. Keijzer argues that the low 

success rate is due to that the selection pressure enforces 

the GP process to spend most of its effort on getting the 

range of the constant right. Once found the diversity is so 

low that the square function is never found. Hence, most of 

the runs for the second function converge on the average of 

the training data and only eight runs managed to find 

something better. 

Keijzer then showed how this problem, called the range 

problem, can be eliminated for polynomial expressions by 

scaling the output of each program with a simple linear 

regression. Given that pi is the prediction of the program 

for the instance i the prediction can be scaled using 

equation (1), where the slope k and the intercept m for the 

linear regression are calculated beforehand, using the least 

square method.  

 ������	
 = � ∗ �� + � (1) 

For regression trees the same problem of finding the correct 

range would appear in each leaf node. It would, however, 

not help to scale the final output of the model, since the 

range of the intercept would need to be in a scale 

appropriate for the associated variable. 

In the light of the range problem, as demonstrated by 

Keijzer, the most straightforward approach to evolving 

model trees, even with simple regressions based on a single 

variable, will experience severe problems. Nevertheless this 

approach has of course been applied by numerous 

researchers with varying amount of success.  

Another approach to handling the range problem was taken 

in [6], where regression trees were evolved using a fitness 
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function based on the mean absolute error (MAE). The 

initial population was created using an algorithm similar to 

CART [7]. To achieve diversity, each individual was 

created using randomly selected subsets of the training 

data. Since the ephemeral constants were created using the 

decision tree algorithm, they would always be in an 

appropriate range. In that study, mutation was also 

performed by calculating a new split with the same method. 

The proposed technique was evaluated against WEKA’s [8] 

REPTree on 14 UCI datasets. Surprisingly, the results were 

rather modest with seven wins and seven losses when 

evaluated using RMSE. The evolved trees were however 

slightly smaller (i.e., easer to interpret) than the trees 

induced by REPTree.  

Finally it should be noted that this and similar methods 

automatically makes the constants dependent on the criteria 

optimized by the decision tree algorithm, e.g., least square 

or least deviation. So, the constants were initialized based 

on RMSE, the tree was optimized on MAE, and the final 

model was evaluated on RMSE. Clearly, the implicit choice 

to mix these error metrics, especially evaluating on a metric 

not targeted during the model construction, may very well 

be the reason for the somewhat discouraging results.  

A. Error Metrics 

The following section presents five of the most common 

error metrics for regression tasks. They all have their own 

advantages and disadvantages and are appropriate for 

different task.  

1) Mean Absolute Error 

The most straightforward estimate of the error of a 

regression model is the mean absolute error (MAE). It is 

easy to calculate and easily understood by managers and 

decision makers. It is however scale dependent which, for 

instance, make comparison over several datasets 

cumbersome. The MAE for a model m can be calculate 

using equation 2 below, where mi is the prediction made by 

the model for the instance i and ai is the actual value for the 

same instance. 

 ���� = ∑ |�� − ��|���� �  (2) 

2) Root Mean Square Error 

The mean square error (MSE) and root mean square error 

(RMSE) two of the most frequently used metrics today, 

especially by statisticians. One motivation for the use of 

RMSE is, as mentioned in the introduction, that it has 

several desirable mathematical properties but also that it 

emphasizes eliminating large errors. Armstrong does, 

however, point out several deficiencies of RMSE; it is, as 

mentioned in the introduction, scale dependent just like 

MAE, and very sensitive to outliers.  

 ����� = �∑ ��� − �� !���� �  (3) 

In some cases it could of course be appropriate to use 

RMSE, but this decision must be taken after discussing the 

specific problem with domain experts, i.e., RMSE should 

not be used routinely just because the data miner selected a 

modeling technique implicitly optimizing RMSE.    

3) Mean Absolute Percentage Error 

Another popular metric is the mean absolute percentage 

error (MAPE), which strongest advantages are that it is 

easy to interpret and that it is scale free. A problem with 

this measure is, however, that it is biased towards low 

predictions for problems which do not include negative 

target values. Problems with only positive target values are 

of course very common, e.g., when predicting demand or 

actual sales. In these cases, even a prediction of 0 would 

result in an error of no more than 100%, while a too high 

prediction could potentially result in an enormous error. 

Another problem is that this measure is undefined when the 

target value is zero. To handle these drawbacks a cap for 

the maximum error (Maxe) of a single error is often used, 

see equation (3). Nevertheless, for these reasons MAPE is 

not a good metric for problems where the target values may 

be close to zero. 

 ��"�� = ∑ �#� $%�� − ���� % , ��'()���� �  
(4) 

 

4) Mean Unbiased Absolute Percentage Error 

Due to the deficiencies identified for MAPE, as described 

above, Makridakis [9] instead argues for the use of the 

Mean Unbiased Absolute Percentage Error  (MUAPE), 

since it is unbiased and is less likely to have troubles when 

the targets values are close to zero. According to 

Makridakis, MUAPE is still comprehensible for decision 

makers, but this has been heavily disputed.  

Even if MUAPE is more robust for predictions around zero 

it still needs to be capped, similar to MAPE.  

 

�*�"�� = ∑ �#� +, �� − ����� + �� /2, , ��'(/���� �  
(5) 

5) The Pearson Correlation 

The Pearson correlation coefficient, often denoted as r, is 

yet another frequently used measure. The Pearson 

correlation, of course, measures the strength of the linear 

dependencies between the predicted and target value. Often 

the square of r is used instead, thus illustrating how much 

of the variability of the target variable that is explained by 

the model. Although both uses of the Pearson correlation 

coefficient convey important information of the model’s 

predictive performance, it must be noted that they ignore 

the sizes of all errors. The Pearson correlation should 

therefore rarely be used as the sole criterion.  

 0� = ∑ 1��� − �23333 ��� − �24  5����6∑ ��� − �23333 !���� ∗ ∑ ��� − �24  !����  (6) 
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III. METHOD 

A. Proposed GP implementation 

As described in the background, using scaled ephemeral 

constants greatly increases the chances of finding good 

polynomial expressions or regression trees. For the 

regression tree representation, which is the focus of this 

study, one straightforward solution would of course be to 

use the average value of all training instances reaching a 

specific leaf as the leaf constant. The average value would, 

however, only be optimal if RMSE was selected as the 

criterion to minimize. For other metrics such as MAE, 

MAPE or MUAPE, a different leaf value could very well 

be optimal. Consider for example a leaf node which 

observes three training instance with the target values 1, 2 

and 4; the average value 2.33 would result in the minimum 

error according to RMSE. However, as can be seen in 

Table 1, it would, according to MAE and MUAPE, be 

better to predict the value 2 while a prediction of 1 would 

be optimal for MAPE.  

Predicted Value MAE RMSE MAPE MUAPE 

2.33 1.11 1.25 82.1% 49.3% 

2 1.00 1.29 64.3% 44.4% 

1 1.33 1.83 53.6% 62.2% 

Table 1 - Prediction errors for values (1,2,4) 

As demonstrated by this simple example, using mean 

values as leaf constants is only optimal if using RMSE. Or, 

put the other way around, the method to find good 

ephemeral constants is dependent on the optimization 

criterion, and, specifically, using mean values is actually 

suboptimal if any other metric than RMSE is used.  

It may be noted that it would of course be possible to 

calculate the optimal value for each measure, but this 

would restrict the generality of the GP process. If any 

changes were incorporated in the fitness function, like 

adding weights or introducing a new measure, the leaf class 

would have to be updated to produce the optimal value for 

the new fitness function.  

In this study, a more flexible approach is instead taken to 

let the evolution find the right constants, but then scaling 

the ephemeral constants to the range of the training 

instances reaching each node. Internally all leaf constants 7�  are initialized to a random value between zero to one. 

These internal constants are however scaled by the 

maximum and minimum value of the dependent variable y 

for the training instance reaching the leaf l according to 

equation 7. 

 79�: = min��> ∗ 7� ∗ +�1 − 7� ∗ max��>  (7) 

This approach drastically reduces the range problem while, 

at the same time allowing optimization of an arbitrary 

fitness function. Another advantage is that the general 

meaning of the internal constants are conserved through 

crossover, i.e. a high value will result in a prediction near max��>  in all leaves, even if max��>  will be different in 

different leaves.  

B. Techniques 

To enable comparison with the evolved regression trees, 

two standard techniques also producing regression trees 

were included in the experimentation. For this 

benchmarking, REPTree and M5P, as implemented in the 

WEKA workbench [8], were chosen. These techniques, and 

the GP framework used, are presented in more detail in the 

following sub-sections.  

1) G-REX 

G-REX is our open source GP framework for data mining 

[10,11]. Two important features of G-REX are the ability to 

optimize arbitrary error measures in the fitness functions, 

and the fact that the representation language, including the 

syntax, can be defined externally.  

The error measures targeted in this study have been 

implemented into five different fitness functions, which 

general form can be described by equation (8).  M is the 

optimized measure, p is the program under evaluation, BC 

is the complexity of p (nodes + leaves) and P1 is the 

coefficient for the parsimony pressure. 

P2 is the coefficient for a second parsimony pressure aimed 

to facilitate evolution of programs of a certain complexity. 

Since the complexity of a tree inherently decides how many 

different values it is able to predict, a higher complexity 

may lead to an unfair advantage. Hence, it is in this setting 

desirable if all trees had roughly the same complexity, since 

then it is actually the choice of ephemeral constants that 

affects have the greatest effect on the performance. To 

enforce this, the length penalty P1 is typically set to a small 

value and P2 to a much larger value. Hence, a large 

punishment will be added for each extra element above a 

maximum complexity threshold B�DE. 

MAPE, MUAPE and r are scale independent, but MAE and 

RMSE must be made scale independent by dividing with 

the mean of the actual value according to equation (9). 

Scale independence of course ensures that the same level of 

pressure will have similar effect on the evolution, thus 

minimizing the amount of parameter tuning. Still, the effect 

may vary slightly since each metric represents a different 

error function, i.e., the change in deviation does seldom 

affect the error the same way for all measures. Finally r 

values were replaced with 1-r to facilitate minimization of 

all fitness functions 

 FGH = �C + "� ∗ BC + "! ∗ max �BC − B�DE , 0  (8) 

 

 FGH = �C�3 + "� ∗ BC + "! ∗ max �BC − B�DE , 0  (9) 

 

Since the optimization criteria encoded in the fitness 

functions, were made scale independent and equal in range, 

the same set of parameters, found by initial 

experimentation, could be used for all fitness functions. 

For this study, G-REX used the same representation 

language as REPTree and M5P. Table 2 below shows the 

BNF used by G-REX and figure 1 shows a sample tree 

created for the Machine_CPU, data set. 
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Functions { if, <=, >, =} 

Terminals { catV, conV, Crnd, CconV , CcatV } 

program ::= expression 

expression ::= if-statement | Crnd 

if-statement ::= if condition then expression else expression 

condition  ::= conV  <= CconV  | conV  > CconV | catV =  CcatV  

Crnd ::= Constant initialized according to equation 7. 

CconV ::= Constant initialized to a random value of conV 

CcatV ::= Constant initialized to a random value of catV 

conV ::= Independent continuous variable 

catV ::= Independent categorical variable 

Table 2 – BNF for the regression trees optimized using GP  

 

 
Figure 1 – Sample regression tree for Machine_CPU 

 

2) REPTree 
REPTree is a decision tree technique implemented in the WEKA 

workbench that is optimized for speed. It builds trees by reducing 

the variance of the resulting subsets T1 , T2 of each split (VarR) 

according to equation 8.  

 J�0� = J�0�K − L K�K ∗ J�0�K� 
�

 (10) 

By default, 2/3 of the training data are used to build the tree and 

1/3 for reduced error pruning, a post-processing technique which 

prunes a tree to the subtree which have the lowest squared error 

(SE) on the pruning data. Leaf constants are calculated as the 

mean value.  

3) M5P 

M5P is another model tree technique (based on Quinlan’s 

M5 [3]) implemented in the WEKA framework. M5P first 

grows an optimal decision tree using all training data by 

minimizing the standard deviation and then prunes it to 

minimize the expected RMSE of the tree. Since the tree is 

optimized on the training data it will underestimate the true 

error of the tree. To compensate for this, the expected error 

is calculated by multiplying the RMSE in each leaf with a 

factor (n+v)/(n-v), where n is the number of instances 

reaching that leaf and v is the number of parameters of the 

model. Hence, the expected error will be calculated with 

larger pruning factors for large tree since they naturally will 

contain leaves with fewer instances. The final pruned tree is 

the subtree with the lowest expected error. When used to 

created regression trees, the leaves predicts the mean value 

of the training instance reaching the leaf. 

M5P also has the option to use smoothing, i.e., using the 

average of a linear model created in each node leading to a 

certain leaf, but this is not used here.   

C. Experiments 

The overall aim of this study is to investigate how the 

optimization of different error measures affects the 

produced model. To do this, all models, regardless of which 

technique that was used to create it, are evaluated against 

all error metrics; i.e., MAE, RMSE, MAPE, MUAPE and r. 

Since both MAPE and MUAPE have problems when the 

target values are close to zero, they are trimmed by setting 

the ��'(99M9  in equation 4 and 5 to 10. Since neither MAE 

nor RMSE is scale free, they are normalized according to 

equation 7. 

For the actual evaluation, standard stratified 10-fold cross-

validation was used; i.e., each technique was used to create 

one regression tree per fold. The result for a specific setup 

and data set is of course averaged over all folds.  

In this study, G-REX creates regression trees using the 

BNF presented in Table 2 for each of the five fitness 

functions, as described in section 3. To achieve a more 

robust performance of the GP optimization, a batch of three 

separate runs were performed for every fold in each dataset. 

The tree with the best fitness of the three batches was 

selected as the final tree, and used for evaluation. Identical 

GP parameters, as presented in Table 3 below were used 

for all fitness functions and datasets. 

 

GP Parameter Value 

Population Size 1000 

Generations 100 

Creation Type Ramped Half and Half 

Crossover Probability 0.8 

Mutation Probability 0.01 

Complexity Threshold (B�DE) 15 

Parsimony pressure (P1)  0.01  

Parsimony pressure (P2)  0.5  

Batches 3 

Table 3 – GP Settings 

 

Dataset Size Num Nom Mean Std 

auto_price 159 14 1 11446 5878 

baskball 96 5 0 0.42 0.11 

bolts 40 8 0 20.5 11.69 

cholesterol 303 7 7 246.69 51.78 

cloud 108 5 2 1.23 1.08 

gascons 27 5 0 207.03 43.79 

housing 506 13 1 22.5 9.2 

machine_cpu 209 6 0 105.6 161 

pharynx 195 2  10  555.5 422 

pollution 60 16 0 940.36 62.21 

quake 2178 4 0 5.98 0.19 

sensory 576 1 11 15.08 0.82 

servo 167 1 4 1.39 1.56 

sleep 62 7 0 8.5 5.8 

veteran 137 3  4  121.6 158 

wisconsin 194 32 0 46.9 34.5 

Table 4 –Properties of datasets 

if (MYCT <= 20) 

if (MMAX <= 32000) if (CACH <= 30) 

981,25 

then then else 

else 

else 

then 

260 43,1 118,95 
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Sixteen regression datasets from the UCI-Repository [12] 

was used in the experiments. Table 4 above presents the 

number of instances size, the number of numeric and 

nominal variables Num and Nom, and the mean and the 

standard deviation Std of the dependent variable. 

IV. RESULTS 

Table 5 shows the average ranks over all data sets for each 

technique and each metric. Results in bold signify the 

lowest rank obtained among all techniques, while the best 

result among the different GP fitness functions are 

underlined. 

One first observation is that the fitness functions work as 

intended. On the training set, the GP optimizing that 

specific criterion is always the best setup overall. Another 

interesting pattern is that on the training data, GP using 

MAE_Fitness actually outranks both regression tree 

techniques on all performance metrics. In addition, that 

setup is also almost always better than all other GP setups 

not specifically targeting the criterion used for the 

evaluation. This of course indicates that using MAE in the 

fitness function will produce models that also have quite 

good results on the training data according to the other 

metrics.     

Looking at the test results, the general picture is that 

optimizing a specific criterion on the training data will 

produce models that rank well when that same criterion is 

used for the actual evaluation. GP using MAE_Fitness, GP 

using MAPE_Fitness and GP using CORR_Fitness all 

obtained the best rank overall on the test data when the 

respective criterion was used for the evaluation. On RMSE, 

GP using RMSE_Fitness was clearly the best among the 

GP setups, but REPtree was even slightly better.  

On MUAPE, however, GP using MUAPE_Fitness was 

outperformed by both regression tree techniques and by GP 

using MAE_Fitness. A possible explanation to this 

phenomenon is that MUAPE is measured in percent, which 

makes the measure less precise, especially since the 

percentage is affected by the levels of both the predicted 

and the actual value. Based on this, a model optimized on 

this criterion, may appear to be overly specialized; i.e., will 

generalize poorly. This is also apparent in the results, 

where GP using MUAPE_Fitness has the best MUAPE 

result on the training data, but among the worst on the test 

data.  

MAPE, which also define the error in percent, does 

however not suffer from this problem, which can be 

explained by the fact that MAPE is only metric biased 

towards low estimations. 

Comparing GP to the specialized techniques, GP appears to 

be the best option overall, but REPTree, as mentioned 

above obtained slightly better RMSE. This is despite the 

fact that GP using RMSE_fitness had much lower training 

rank. It must, however, also be noted that the tree produced 

by the REPTree technique are almost twice as large.  

Given the fact that the size of the GP trees was restricted to 

facilitate a fair comparison between the different GP 

setups, the comparison against M5P is arguably more 

interesting since M5P trees are of more similar size. M5P 

does however perform quite similar to REPTree when 

compared to the GP setups. The only difference that shows 

up in the ranks is that RMSE_Fitness beats M5P but not 

REPTree. This is probably a result explained by that M5P 

trees are less complex which translates to fewer separate 

prediction values. Hence, M5P models and the GP models 

(which have similar sizes) cannot be fitted to as many 

extreme values as the REPTrees. Since RMSE punish 

larger errors harder this restriction makes the less complex 

models inferior. All other metrics gives an error that is 

proportional to size of the deviation and are thus less 

affected by the size of the models. This can also be seen as 

REPTree and M5P perform very similarly on all other 

measures. 

Finally, it is very interesting to compare all models to see 

which approach that gave the most robust model, i.e., had 

the best result considering all of the evaluated metrics. To 

make this comparison as fair as possible, the mean ranks 

presented in Table 5 below were averaged over all 

evaluation metrics to produce an overall ranking for each 

technique on training and test, see Table 6.  

 

Technique 
 MAE  RMSE  MAPE  MUAPE  R  Size 

 TRN TEST  TRN TEST  TRN TEST  TRN TEST  TRN TEST  Rank Size 

M5P-Reg-US  4.44 3.44  4.09 3.44  4.63 4.03  4.13 3.28  4.94 4.44  2.81 11.50 

REPTree  3.84 3.63  3.75 3.31  4.03 4.03  3.41 3.25  4.81 4.19  4.56 21.40 

MAE_Fitness  2.13 3.16  3.09 3.78  3.25 3.63  2.84 3.34  3.50 4.06  3.97 13.55 

RMSE_Fitness  3.34 3.91  1.59 3.34  5.09 4.47  4.66 3.78  2.19 3.75  4.56 13.76 

MAPE_Fitness  4.59 4.25  5.72 4.69  1.69 2.44  4.06 4.47  5.53 4.50  3.69 12.88 

MUAPE_Fitness  3.66 3.91  4.81 4.31  3.63 4.03  2.53 3.69  5.22 4.19  3.72 13.40 

CORR_Fitness  6.00 5.72  4.94 5.13  5.69 5.38  6.38 6.19  1.81 2.88  4.69 14.53 

Table 5 – Mean ranks
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From the results presented in Table 6 it is obvious that GP 

using MAE_Fitness was clearly the most robust technique 

since it obtained the lowest overall rank on both training and 

test data. REPTree was the second best technique overall, 

but again it may be noted that the REPTrees where almost 

twice as large as the trees produce by all other techniques.  

 

REG-Trees TRAIN TEST 

M5P-Reg-US 4.80 3.40 

REPTree 3.60 2.70 

MAE_Fitness 2.00 2.60 

RMSE_Fitness 3.40 3.90 

MAPE_Fitness 5.00 5.20 

MUAPE_Fitness 3.60 4.40 

CORR_Fitness 5.60 5.80 

Table 6 – Mean overall ranks over all measures 

V. CONCLUSIONS 

We have in this study evaluated the use of five well-known 

error metrics as fitness functions in GP regression. In 

addition, we have evaluated all produced GP models, using 

the same five error metrics, on the test data. Finally, the 

predictive performance of the GP regression trees have also 

been compared to two standard specialized regression tree 

techniques.  

The main result is that GP models evolved using a specific 

error metric, when evaluated using the same metric, always 

obtained the best result on the training data, and most often 

also on the test data. This is of course a reassuring result, 

making it possible for a data miner to choose a fitness 

function to ensure that the produced model prioritizes the 

intended property. 

Comparing the evolved models to the models produced by 

the specialized regression tree techniques, the results show 

that when using the corresponding fitness function, the GP 

outperformed both regression tree techniques on MAE, 

MAPE and r. On RMSE, REPTree obtained the best mean 

rank, but the GP trees evolved based on the RMSE fitness 

had very similar results and were almost half as complex. 

Only when using MUAPE for the evaluation was the GP 

approach clearly outperformed by the specialized 

techniques.  

Finally, when investigating how models evolved using one 

specific fitness fared when evaluated using all error metrics, 

the MAE fitness was shown to produce the most robust 

models.  

VI. DISCUSSION AND FUTURE WORK 

In this paper, only existing evaluation metrics were targeted. 

Still, it should be noted that the evolutionary framework 

allows tailor-made optimization and evaluation criteria. In 

addition, multi-objective optimization could be implemented 

rather easily. As an example, it would be interesting to 

combine one measure like MAE or RMSE with a correlation 

based measure. With this in mind, we intend to, in future 

studies, suggest and evaluate error metrics specific for 

different data mining situations.  
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Abstract – Today’s telecom industry needs to use customer 

information for carrying out analysis, design and 

execution of new campaigns. The present and the 

traditional campaign generation process has identified few 

broad segments of customers based on some generalized 

information and their interaction with such segments. 

Automation in the process make it easy for the marketers 

to monetize data, increase customer life time value and to 

fill up gaps in existing systems. Using data mining 

techniques in telecom industry helps operators to tune 

interactive relationships to each of the segment needs. In 

this paper, we analyze the customer CDRs (Call Detail 

Records) details to expedite feature extraction on their 

behavioral aspects. Suitable data mining algorithms have 

been employed on the extracted features to understand the 

customer behavior and the likelihood that a user will 

accept the campaign. Usually the number of campaign 

takers are very less when compared to other large 

collection. This leads to the problem of class imbalance. 

Different combinations of techniques have been used to 

overcome it. Thus we find out the importance of the 

customer features for the different types of campaigns and 

the contributing features for each type of campaign. The 

customers who exhibit certain features have been selected 

for specific type of campaign. We have evaluated the use 

of different data mining classification techniques and the 

results obtained demonstrate that the Cost Sensitive 

Stacking method performs comparatively better than 

other individual classification methods related to customer 

selection for specific campaigns.  

I. INTRODUCTION 

       Telecom Industry provides the preliminary means 

of communication and a number of related services to 

the customers. One of the important procedures is the 

way they communicate the services by generating 

campaigns to customers. Campaign Management 

process can be described as a business driver which 

uses marketing tactics to achieve a particular business 

goal. The business goal is to obtain a higher response 

rate from the customers for the campaigns. The process 

of marketing campaign optimization takes a set of 

offers to customers and determines the offers that 

should be provided to a particular set of customers at a 

specific time.  

       Automation in the campaign management process 

allows marketers to create, test, execute, and report on 

multiple campaigns direct from the marketing desktop, 

without any need for complex scripting and with 

minimal human involvement [1]. It also helps to 

overcome the existing gaps such as paying less attention 

to existing customers, absence of a method to select the 

appropriate group of customers for launching 

campaigns and measurement of the response of the 

customers for previous campaigns. Automated process 

facilitates the building of new campaigns depending 

upon the features, which reduces the time to a large 

extent. Since automated campaigns selects a group of 

customers depending upon their previous behaviors for 

launching, the problems of losing focus on existing 

customers and proper measurement of response are 

avoided. Automation process uses data mining 

techniques to find the specific group of customers to 

launch campaigns [2].  

       Data mining in telecom domain is generally used to 

analyze the large databases and provide meaningful 

results. It plays a significant role in recognizing and 

tracking patterns within the data. The advantage of 

using data mining techniques is that it even extracts 

information from the databases which may not be 

known as existed [3]. From our initial experimental 

studies, we found that some of the relevant data mining 

classification algorithms such as Cost Sensitive 

classification [4], OneR rule [5], Bayes Net [6], J48 

Decision Tree, Logistic regression [7] and Combined 

Regression and Ranking method (CRR) [8] performs 

well compared to the other classification algorithms like 

SVM, gradient boosting, etc. These algorithms were 

employed in this study. Classification algorithms 

generally faces class imbalance problem when worked 

with skewed data samples. Class imbalance occurs 

when the number of instances representing a particular 

class is very less when compared to the remaining 

instances (other class). The classification algorithms, 

when trained with class imbalance data, generate poor 

results for the corresponding test set.  

       The proposed method analyses the customer 

behavior from the CDRs and extracts relevant features 

for different types of campaigns and thus selects the set 

of customers to launch a new campaign. It analyses the 

behavior from their previous responses to campaigns, 

importance to the existing customers is assured and 

their responses are measured.  

        In addition to the simple classification algorithms, 

voting and cost sensitive stacking methods using 

different combinations of those algorithms with 

different values for the cost matrix were trained on the 

training set and evaluated on the test set. Precision, 

Recall, F-Measure, Kappa statistic and Accuracy [9] are 

the different measures considered to evaluate the 

applied data mining algorithms. Also, we have applied 

AUTOMATED PROVISIONING OF CAMPAIGNS USING DATA 

MINING TECHNIQUES 
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CRR to generate a better recall value. 

      The remainder of this paper is organized as follows. 

In Section 2, we give an overview of the areas related to 

this study. Section 3 explains the experimentation of 

various data mining algorithms in our approach. We 

provide an outline of our proposed system in Section 4. 

Section 5 deals with the various Evaluation measures. 

We discuss the results in Section 6. Section 7 discusses 

the importance of this application and the concluding 

remarks are given in Section 8. 
II. RELATED WORK 

       A very few of the existing techniques uses the 

method of customer segmentation for campaign 

management. Intelligence value based customer 

segmentation method [10] investigates the customer 

behavior using a Recency, Frequency and Monetary 

(RFM) model and then uses a customer Life Time 

Value (LTV) model to evaluate the proposed segmented 

customers. This method also proposes to use Genetic 

Algorithms (GA) to select appropriate customers for 

each individual campaign. 

     Predicting mobile phone churners in the telecom 

industry uses a similar method of analyzing the features 

from the customer CDRs. To tackle the problem of 

churn prediction, the telecom operator needs to 

understand the behavior of customers, and classify the 

churn and non-churn customers, so that the necessary 

decisions will be taken before the probable churner 

switch to a competitor. One of the solutions adapted for 

this problem is building up an adaptive and dynamic 

data-mining model in order to efficiently understand the 

system behavior and allow time to make the right 

decisions [11]. Our problem is similar to that of churn 

prediction problem where there is a need to tackle the 

imbalance in model usage. The churn prediction 

problem attached to telecom domain is thoroughly 

studied with different machine learning techniques such 

as Bayesian networks, association rules, decision trees 

and neural networks [11]. 

     Evaluation in the customer segmentation method for 

campaign management uses a customer Life Time 

Value (LTV). This method takes the customer 

acquisition, customer development and customer 

retention stages into account [10].  Hybrid classification 

methods have been used for evaluation in churn 

prediction for mobile telecom data [12]. Since the 

number of churners is very less when compared to the 

non-churners, the existing classification models suffers 

from the problem of imbalance. Similar problem is 

faced in our method as the number of campaign takers 

for each and every unique type of campaign is very less 

when compared to the other group of customers. To 

solve this problem, a hybrid framework which 

combines the results of two or more classifiers which 

boosts the performance of the models is used [12]. In 

this paper, we have used cost sensitive stacking method 

to combine the results of two basic classifier results. 

Cost sensitive stacking has been used for audio Tag 

annotation and Retrieval [13]. The co-occurrence of 

tags is considered to model the audio tagging problem 

as a multi-label classification problem. Cost sensitive 

multi-label classification is used to boost the 

performance of individual classifiers. Cost sensitive 

stacking combines the outputs of multiple independent 

classifiers for multi-label classification. [13]. CRR [8] 

uses stochastic gradient descent that makes the 

algorithm easy to implement, and efficient for use on 

large-scale data sets. 

      The number of customers to be handled is huge in 

telecom domain; manual work takes a long processing 

time for campaign generation. Also to help operators 

run effective marketing campaigns by leveraging 

subscriber information and external data to build target 

lists and then to execute them through multiple 

channels, automated provisioning of campaign process 

becomes essential. Automation also helps the service 

providers to respond quickly to changing customer 

behavioral trends for the immediate generation of 

advertisements [1]. 

III.   USAGE OF DATA MINING TECHNIQUES 

      The proposed approach aims to identify the actual 

customers who would respond to the campaigns based 

on their previous behavior. The behavior of the 

customers can be obtained by analyzing the various 

attributes from the CDR files. The attributes chosen for 

analysis includes the preliminary and derived attributes, 

aggregated on a weekly basis. In the process of 

extraction of features and understanding the method of 

implementation, automation in campaign management 

is studied through various related techniques which are 

discussed here. 

 

A.  Feature Selection 

      Feature Selection is a technique which is used to 

reduce the number of features before applying a data 

mining algorithm. Irrelevant features may have negative 

effects on a prediction task. It is also used for enhancing 

generalization capability, speeding up learning process, 

and improving the model interpretability. Feature 

selection has been applied in fields such as multimedia 

database search, image classification and biometric 

recognition [14].  

      The usage of feature selection techniques can be 

generalized into three main categories [15]: embedded 

approaches where feature selection is part of the 

classification algorithm, (e.g. decision tree), filter 

approaches where features are selected before the 

classification algorithm is used and wrapper approaches 

where the classification algorithm is used as a black box 

to find the best subset of attributes. Filtering methods 

assumes that the feature selection processes are 

independent from the classification step. Wrappers 

usually provide better results, the price being higher 

computational complexity. Certain classification 

algorithms use embedded approach of feature selection 

by finding the information gain of the selected attributes 

[16]. In our method, embedded approach and Wrappers 

has been used as the feature selection techniques.       Depending upon the value of the features selected 

for every particular type of campaign, classification 

algorithms are applied to predict the response of the 

customers for the campaigns.  
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B.  Classification Algorithms 

       Prediction of the response of the customers to 

campaigns requires employing a supervised learning 

paradigm. In a supervised learning approach, we have 

training data D containing N samples. Each training 

instance X is a vector of d attributes (i.e)                     

X= {x1,x2,....xd} The attributes can be numeric or 

nominal in nature. Classification algorithms are used to 

build a model using the training set and apply the built 

model on the test data set to predict the class labels.         

Some of the classification algorithms which suited to 

our dataset are described in this section. 

 

1)  OneR Classification: 

       OneR [5], which is a "One Rule" classification, is a 

simple, yet accurate, classification algorithm that 

generates one rule for each predictor in the data, and 

then selects the rule with the smallest total error as its 

"one rule". To create a rule for a predictor, a frequency 

table is constructed for each predictor against the target. 

The total error calculated from the frequency tables is 

the measure of each predictor contribution. A low total 

error indicates a higher contribution to the predictability 

of the model.  

       To create a rule for an attribute, the most frequent 

class for each attribute value must be determined. The 

most frequent class is simply the class that appears most 

often for that attribute value. A rule is simply a set of 

attribute values bound to their majority class.            

       For certain type of campaigns, one particular 

attribute may act as an influencing attribute. For such 

models, OneR classifier performs well and provides 

good results. In our analysis, experiments are conducted 

for each and every attribute and comparison between 

them. Moreover the use of OneR method resulted in 

good evaluation measures for a particular type of 

attribute for a campaign.  

 

2)  Logistic Regression Method 

       Regression analysis is a technique to predict the 

value of a dependent variable by fitting a function with 

least error on the training data.  Logistic Regression fits 

an S-shaped curve to the data [7]. This method 

estimates the average value of the target variable when 

the independent variables are held fixed. This model is 

a non-linear transformation of a linear regression 

model. It is also referred as Logit function. It makes use 

of one or more predictor variables that may be either 

numerical or categorical. A Logistic function always 

takes on the values between zero and one.  

Binary logistic regression refers to the instance in 

which the criterion can take only two possible 

outcomes. Our approach aims to predict whether the 

customer would belong to the specific class in which he 

can take up the campaign or fall in to other class. Since 

it is a binary classification [11], binary logistic 

regression can be considered as an appropriate method 

for building the predictor model. 

 

3)  BayesNet Classification 

       A Bayesian network is a probabilistic graphical 

model (a type of statistical model) that represents a set 

of random variables and their conditional 

dependencies via a directed acyclic graph(DAG).  

       To use a Bayesian network as a classifier, one 

simply calculates argMaxyP (y | x) using the distribution 

P (U) represented by the Bayesian network. Thus  

                          P (y | x ) = P (U ) / P  (x ) 

                                 = ∏u∈U p (u | pa(u ))  (1) 

where pa(u) is the set of parents of u in network 

structure. 

      From the observation of many studies, we found 

that evaluation of Bayesian network algorithm 

implementation usually results in high recall [17], hence 

it is chosen as one of the classifiers to be used in our 

approach.    

 

4)  J48 Decision tree Method 

       J48 Decision tree [18] is used to classify the given 

instances by constructing a decision tree using the 

training set data.  J48 implements Quinlan’s C4.5 

algorithm for generating a pruned or expand C4.5 

decision tree. The decision trees generated by J48 can 

be used for classification. J48 builds decision trees from 

a set of labeled training data using the concept of 

information entropy. J48 examines the normalized 

information gain (difference in entropy) that results 

from choosing an attribute for splitting the data and 

constructs the tree taking each attribute one by one. J48 

can handle both continuous and discrete attributes, and 

also data with missing attribute values. Further it 

provides an option for pruning trees after creation. 

       J48 Decision tree algorithm performs feature 

selection as a part of the classification procedure. As 

this algorithm includes each attribute by analyzing its 

information gain, the attributes considered in this 

method forms a better feature set for classification. This 

algorithm is used in our method for performing the 

initial process of feature selection. 

 

5) Combined Regression and Ranking(CRR) 

      CRR is a method that optimizes regression and 

ranking objectives simultaneously [8]. This method is 

applied to range of large-scale tasks, including click 

prediction for online advertisements. This combination 

guards against learning degenerate models that perform 

well on one set of metrics but poorly on another. Since 

we face a similar problem in our analysis, we chose to 

use this method. Another importance of this method is 

that it applied to the case of rare events or skewed 

sample distributions to improve regression performance 

due to the addition of informative ranking constraints. 

Since we are also facing imbalance problem in our 

sample distribution, CRR is employed as one of the 

method in this study.  

 

6) Voting 

      Voting classifier is used for combining classifiers 

using un-weighted average of probability estimates 

(classification) or numeric predictions (regression) [12]. 

The algorithm takes an inducer and a training set as 

input and runs the inducer multiple times by changing 

the distribution of training set instances. The generated 

classifiers are then combined to create a final classifier 

that is used to classify the test set. This system also 

selects a classifier from the set of classifiers by 
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minimizing error on the training data. Voting method is 

a suitable method for the datasets suffering from the 

problem of class imbalance. Thus it is chosen to be 

experimented in our approach.  

 

7)  Cost Sensitive Stacking 

      Cost Sensitive Classification [13] extends the usual 

classification methods by coupling a cost vector ci to 

each training sample (xi, yi). It introduces a 

methodology for extending regular classification 

algorithms to cost-sensitive ones with any cost. The j
th

 

component cij denotes the cost to be paid when the label 

yij is misclassified. For a two class classification, the 

following matrix denotes the cost value: 

 

 Actual 

Negative 

Actual 

Positive 

Predict Negative    0 C2 

Predict Positive                C1 0 

                

      The entries [1, 2] (C1) and [2, 1] (C2) denotes the 

cost for misclassified labels. Thus this method tries its 

best to reduce the misclassifications. Cost sensitive 

stacking with a cost value associated with it denotes the 

cost of the misclassification on the actual positive 

column, but which is predicted negative. In our case, it 

denotes the cost value on the customers who actually 

belong to the class of accepting the campaigns but 

predicted to be the other. For example, cost 20 refers to 

the cost given to customers who were misclassified as 

those belonging to the class of not accepting the 

campaigns. The higher, the value given to this cost, the 

classifier will try its best to reduce this number of 

misclassifications.    

      Stacking is a method of combining the outputs of 

multiple independent classifiers for classification.  

Stacking uses the outputs of all classifiers, f1(x), f2(x), 

..fK(x)  as features to form a new feature set z = (z1, 

z2,...,zK) . Then, the new feature set together with the 

true label is used to learn the parameters wij of the 

stacking classifiers: 

                Hi(z) = ∑j=1 
K
 wijzj ,                 (2) 

where the weight wij  will be positive if tag j is 

positively correlated to tag i; otherwise, wij  will be 

negative. The stacking classifiers can recover 

misclassified tags by using the correlation information 

captured in the weight wij. This method boosts the 

results by reducing the misclassifications and so it is 

chosen as one of the boosting model for our 

experiments. 

III. SYSTEM OVERVIEW 

      Fig 1 shows the block diagram representation of the 

proposed system. The customer details, obtained from 

the CDR (Call Detail Record) files are pre processed to 

remove the noise and outliers. Some of the attributes 

which are not relevant for campaign management 

process are also removed during pre-processing.  

     Generally CDR data consists of a number of related 

attributes. These attributes are considered as the simple 

or primary attributes. Some of the primary attributes  

                     
 

         Fig 1. Block Diagram of the System 

 

considered in our work are related to revenue direction 

technology used by the customer, plan, annual revenue 

etc. Some of the attributes are generated from the 

simple attributes which are known as Derived 

Attributes. These derived attributes gives a clear 

representation of the user behavior. Some of the derived 

attributes are average duration of the calls for each 

customer, total cost spent by the customer etc. Average 

duration of the calls is derived from the primary 

attributes like duration of the calls and the total number 

of calls. Similarly total cost spent by the customer is 

obtained by summing up the cost of all the calls made 

by the customer. The derived attributes along with the 

simple attributes together constitutes the input file for 

preliminary analysis. Those CDRs are aggregated for 

each customer and also on a weekly basis.  

      Feature extraction is the process of retrieving the 

useful attributes (features) from the input. Such features 

play an important role in contributing to the behavior of 

the customer in accepting the campaigns. Using J48 

decision tree classifier as an embedded method of 

feature extraction gives a feature set of attributes that 

can be used for prediction. OneR rule classifier acts as a 

wrapper method of feature extraction to find out the 

single contributing feature for the campaign.   

      Other classification algorithms are used to predict 

the customer behavior in responding to the campaigns. 

Among the seven single classifiers and hybrid 

approaches used in this method, finally the classifier 

which performs well (i.e. which gives high precision, 

recall, F-measure etc) is selected and it is used to 

predict the behavior of the customers. The customers 

who were predicted to be the takers of the campaign are 

selected for launching new relevant campaigns.  

      A variety of campaigns exists in telecom domain. 

Each and every campaign will have its own contributing 

features. Some familiar types are bonus campaign, 

discount campaign etc. For each type of campaign, a 

separate model is framed and the process is performed 

individually.  

      For the evaluation of our study, we split the entire 

data available into training test which constitute the user 

behavior for a particular period and test set constituting 

the user behavior for a consecutive different period of 

time. The class label of the training and test set denotes 

the response of the customer to that particular 

campaign. Model is built by the classification 

algorithms using the training set and it is evaluated over 

the test set. Also a validation set consisting of the 
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training and test set together is constructed and a ten-

fold cross validation is done on the set and results are 

analyzed to find out the usage of different classifiers 

and its predictions.  

IV. EVALUATION MEASURES 

      The training and test data contains the details of 

those taking up the campaigns (class 0) and others 

(class 1). The work of a classifier is to construct a 

model by learning the training set and then predict 

whether a customer in the test set will belong to class 0 

or class 1. Quality of the predictions is measured using 

the following matrix parameters. 

 

A.   Precision 

      Precision is the degree to which repeated 

measurements under unchanged conditions show the 

same results. In other words, Precision is the fraction of 

retrieved instances that are relevant [9]. 

           Precision =      tp    

                               tp + fp                (3) 

 

B. Recall 

      Recall is the fraction of the documents that are 

relevant to the query that are successfully retrieved [9]. 

         Recall =        tp     

                           tp + fn                (4) 

      

C. F-Measure 

      F-Measure is the weighted harmonic mean of 

Precision and Recall [9].  

       F-Measure = 2 * Precision * Recall 

                               Precision + Recall              (5) 

D. Accuracy 

      Accuracy is the degree of closeness of 

measurements of a quantity to that quantity's actual 

(true) value. 

 

         Accuracy =          tp + tn         

                              tp + fp + tn + fn                (6) 

 

E. Kappa Statistic     Kappa Statistic can be defined as a measure of the 

degree of non-random agreement between observers or 

measurements of the same categorical variable and it is 

commonly used for the purpose of finding the 

agreement between the observers [19]. One of the uses 

of kappa is quantifying the actual levels of agreement. 

Kappa's calculation uses a term called the proportion of 

chance (or expected) agreement. This is interpreted as 

the proportion of times, the raters would agree by 

chance alone.  

 

F. Area Under the Curve (AUC) 

      It is a measure to find the goodness of a 

classification algorithm by plotting a certain curve 

called the ROC curve and measuring the area under this 

curve [9]. 

G. Cross Validation  

       Cross-validation [20] is a technique for assessing 

how the results of a statistical analysis will generalize to 

an independent data set. One round of cross-validation 

involves partitioning a sample of data into 

complementary subsets, performing the analysis on one 

subset (called the training set), and validating the 

analysis on the other subset (called the testing set). In k-

fold cross-validation, the original sample is randomly 

partitioned into k subsamples. Of the k subsamples, a 

single subsample is retained as the validation data for 

testing the model, and the remaining k – 1 sub-samples 

are used as training data. The cross-validation process is 

then repeated k times (the folds), and the k results from 

the folds are averaged (or otherwise combined) to 

produce a single estimation.  

V. EXPERIMENTAL RESULTS 
      Various CDR files containing the spent details, refill 

details and customer details for six months were 

combined together using customer mobile number as 

the primary key. This input CDR file contained 

approximately 1 million records. From this CDR file, 

training data is generated by taking the data for a period 

of 15 days and test data is generated for a period of 15 

days consecutively. From these sets, aggregation was 

made for combining the details of each customer (using 

mobile number),and also on a weekly basis. After this 

aggregation, the training set contained 9463 records 

with 430 campaign acceptors. The test set contained 

5581 records with 257 campaign acceptors were 

selected for running different experiments. Also a 

validation set combining the training and test set was 

generated. This CDR file with 39 attributes was pre 

processed to remove the missing values, outliers, error 

values and some of the attributes which was not 

necessary for our analysis.  

      From the pre processed CDRs, 27 primary attributes 

were selected. Out of the 27 attributes, 17 attributes 

were considered as such without any changes. 7 

attributes were aggregated on a weekly basis for each 

unique customer. The remaining 3 attributes were used 

for generating 8 derived attributes. Thus our final data 

file consists of 32 attributes, 17 primary and 15 (7 + 8) 

derived and aggregated attributes. There is no 

restriction for the number of attribute usage. 

       

     
Fig 2. Comparison of classification algorithms on a training set 

 
 

       From another CDR which contained details about 

the campaigns such as campaign name, launch date and 

the customers who accepted the campaigns were 

retrieved. The available details also include the type of 

 Predicted class 0 Predicted class 1 

Actual class 0 True Positives (tp) False Negatives (fn) 

Actual class 1   False Positives (fp) True Negatives (tn) 
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campaign and the date of launch. From this data, 

information about every unique campaign was retrieved 

for our analysis. In this study, a discount campaign is 

considered for further analysis. 

           
 

Fig 3. Comparison of classification algorithms on a test set 
 

A. Evaluation of Single Classifiers 

     The classification algorithms are numbered as 

follows for easy representation: 1. OneR, 2. Logistic 

Regression, 3. Bayes Net, 4. J48 Tree induction, 

5.Voting, 6. Cost Sensitive Stacking and 7. CRR.  The 

evaluation measure (F-Measure) on the training set 

using 6 different classification algorithms is represented 

in Fig 2 and those on the test set are represented in Fig 

3.  There is comparatively a similar performance 

between classification algorithms on both training and 

test sets.  Only Classification models 5 and 6 shows 

some improved performance on test set. It is clear that 

both models work on combining the results of different 

classifiers. Also AUC values generated on the test set, 

given in Fig 4 clearly illustrates the same that methods 

5 and 6 outperforms the other single classifiers on the 

campaigning task.  

 

 
        Fig 4.  Comparison of classification algorithms – AUC 

 

     The results illustrated that a combination of the 

better performing individual classifiers provides better           

F-measure and AUC. Their combination was 

experimented by stacking them (Cost Sensitive 

Stacking) and through Voting.  Moreover, Evaluation 

measures obtained on the test set are low when 

compared with that of the training set. It shows that the 

features obtained on the training set suits only up to 

50% of the features on the test set. The results of the 

method CRR is given in Table 1, which clearly shows 

the vast improvement in recall value compare to other 

methods for different threshold levels, but precision 

value is very low. Our purpose is to get better F-

measure for the campaign task without compromising 

the retrieval of relevant customers. 
 
      

        Table 1:  Evaluation – Combined Regression and Ranking 

 
Threshold Precision Recall F-measure AUC 

1.0 0.085 0.676 0.151 

0.9 0.076 0.962 0.141 

0.8 0.059 0.995 0.111 

0.7 0.053 0.995 0.099 

0.713 

 

      The evaluation measures on the validation set using 

6 different classification algorithms on performing a 

cross-validation are tabulated in Table 2. The results 

demonstrate that the Precision, Accuracy and               

F- measure obtained on the cross validation sets are 

higher than that of the test set. This shows that the 

period of time considered between the training set and 

test set accounts for the changes in the features 

considered. Once the training set and test set are 

considered together, the features obtained are accurate 

and it results in satisfactory F-measure. As this is more 

suitable for a binary classification, Logistic Regression 

fits the function with least error and gives a high          

F-measure than other classifiers in this case. 
 

    Table 2: Evaluation measures on performing a cross validation 
 

       
Table 3. Evaluation of Hybrid Models on Test Set 

 

B. Evaluation of Hybrid Models 

      Evaluation of the Hybrid approach is done by 

combining two of the single classifiers at a time and 

finding out the method (Voting, Cost Sensitive Stacking 

for various Costs) which gives good results. The results 

are tabulated in Table 3.  The usage of hybrid model of 

combining OneR and logistic regression results better     

F-measure compare to other combinations.   

Method Precision Recall F-Measure Accuracy 

(%) 

Kappa 

Statistic 

1 0.776 0.467 0.583 96.804 0.5671 

2 0.871 0.469 0.61 97.1295 0.5963 

3 0.213 0.734 0.33 85.7599 0.2765 

4 0.739 0.476 0.579 96.6915 0.563 

5  0.746 0.465 0.573 96.6856 0.5569 

6 0.508 0.641 0.567 95.3125 0.5423 

Combinati

on of 

Methods 

Method 

performing 

well 

Precision  Recall F-

Meas

ure 

Accura

cy(%) 

Kappa 

Statisti

c 

1 and 2 Cost 

Sensitive 

Stacking(Co

st 20) 

0.87 0.261 0.401 95.201 0.3838 

3 and 4 Cost 

Sensitive 

Stacking(Co

st 10) 

0.259 0.396 0.313 89.303 0.258 

1 and 3 Voting- 

Simple 
Averaging 

0.962 0.222 0.36 95.147 0.3453 

2 and 3 Cost 

Sensitive 
Stacking 

(Cost 7) 

0.613 0.283 0.387 98.477 0.3621 

2 and 4 Cost 
Sensitive 

Stacking 
(Cost 15) 

0.866 0.252 0.391 95.140 0.3731 
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VI.   DISCUSSION 

       It is observed from Table 3 that the single 

classifiers which performed well (in terms of F- 

Measure) individually (Logistic and OneR) provided 

good F-measure when they were combined together 

using Cost Sensitive Stacking. The combination of the 

classifiers OneR and logistic regression, performing 

well shows that this campaign has one feature as an 

influencing attribute and here logistic classifier acts as a 

booster to improve the results. Usage of Cost 20 in Cost 

Sensitive Stacking proves that a higher cost minimizes 

the misclassifications on the specified class. Also the 

results obtained from CRR proves that combination of 

ranking with regression approach gives better results in 

terms of understanding suitable customers for 

campaigning in our model. So the methods can be 

implemented based on the requirements of the model. 

      In addition to performing multiple experiments, we 

have developed a GUI (Graphical User Interface) for 

automated campaign process which starts performing 

well for all the tasks from campaign generation to 

campaign tracking. A sample screenshot of the GUI is 

shown in Fig 5. Data mining techniques were useful in 

selection of features from the CDRs and thus to find out 

the proper target of customers to launch different types 

of campaigns. The automated provisioning of campaign 

management process became effective and economical 

in this process. 

 

 
Figure  5. GUI for Automated Campaign Management Process 

VII.   CONCLUSION 

          Predicting the behavior of the customers relating 

to their campaign acceptance has been done 

successfully by extracting the important features. The 

experimental results are verified for a particular type of 

campaign. Similar method can be used for the other 

types and the groups of customers for which the 

campaign should be launched can be easily determined. 

The above result shows that an accuracy rate of 97.12 

% and an F-measure of 40% can be reached in our 

method. Moreover, by the method of automotive 

provisioning, our approach becomes more innovative 

and effective in finding out the group of customers for 

launching the campaigns promptly.  
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Abstract - In this paper, we study the relationship between 
diagnosis and therapeutic decision on the one hand and the 
observations of the presence of ABCD features and some 
additional dermoscopic features of pigmented skin tumors 
on the other hand. The image database was composed of 
227 images of pigmented skin lesions. Five senior 
dermatologists were asked for their expertise about these 
images. They gave their opinion about the presence of 
ABCD and dermoscopic features, their diagnosis and their 
therapeutic decision. The performances of dermatologists 
were evaluated in terms of their ability to diagnose 
melanoma by building statistical decision models from their 
observations of predictive features. Models allowed 
observing to what extent dermatologists ground their 
diagnosis on the malignancy features they detected. It 
appeared that a high variability of behavior among 
dermatologists is observed, concerning both the detection of 
features and the role of features for the elaboration of 
diagnosis.  

Keywords: ABCD features, melanoma diagnosis, decision 
model, Roc curve, Medicine Data Mining. 
 

1 Introduction 
As the survival rate of malignant melanoma depends on its 

thickness, diagnosis of malignant melanoma at an early stage 
could reduce the risk of mortality and increase the chance of 
prognosis considerably. The accuracy of the clinical 
diagnosis of melanoma with the unaided eye is only about 
60%. Dermoscopy is a non-invasive in vivo technique for 
the microscopic examination of pigmented skin lesions, has 
the potential to improve the diagnostic accuracy [1]. 
Advances in objective dermatology diagnosis were obtained 
in 1994 with the introduction of the ABCD rule [2-3]. The 
ABCD rule specifies a list of visual features associated to 
malignant lesions (Asymmetry, Border irregularity, Color 
irregularity and Differential structure, i.e. size and number of 
structural features), from which a score is computed [4]. 
This methodology provided clinicians with a useful 
quantitative criterion, but it did not prove efficient enough 

for clinically doubtful lesions (CDL) essentially because 
ABCD features are difficult to characterize in those 
situations [5]. 

According to dermatologists’ ‘rules of good clinical 
practice’, the diagnosis and associated therapeutic decision 
for black skin tumors is a multi-step procedure. The first step 
consists in detecting malignancy features (ABCD rule, 7-
points checklist [6], etc.). In the second step, dermatologists 
combine these features according to their capacity in 
predicting malignancy. Stolz et al. has formulated a 
mathematical implementation of the ABCD rule [4]. Given 
that feature A may get a score varying from 0 to 2, feature B 
a score varying from 0 to 8, feature C a score varying from 1 
to 6 and feature D a score varying from 1 to 5, a decision 
score (TDS) may be obtained by a linear combination of the 
features. 

!"# = !"#$$%&'# ∗ 1.3 + !"#$%# ∗ 0.1
+ !"#"$ ∗ 0.5
+ !"##$%$&'"()  !"#$%"$#&' ∗ 0.1       (1) 

Tumors being given a TDS higher than 5.45 are 
considered highly suggestive of melanoma, an excision is 
recommended for tumors with a TDS higher than 4.8. 

In order to build dermatologists’ models of 
diagnosis/therapeutic decision, five senior dermatologists 
were asked to give their diagnosis and therapeutic decision 
for 227 images of tumors, together with their opinion about 
the existence of malignancy features (presence/absence). 
‘Models’ of dermatologists were subsequently built by 
connecting predicted features to the so-called “gold 
standard” diagnostic (see below). 

2 Materials and methods 
The initial dataset used in this study was collected at the 

dermatology departments of the British Hertfort Hospital 
and the Louis Mourier Hospital in ‘Ile de France’ (France). 
A total of 900 images of pigmented skin lesions were 
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acquired in ‘uncontrolled’ conditions (see [7]). As a 
consequence of the inclusion protocol, many tumors were 
quite similar, and melanomas were largely in a minority. The 
current working database that initially included all identified 
melanoma lesions has been completed to 227 with randomly 
selected tumors. On doing so, it appeared that 77 lesions 
were classified as benign lesions. In order not to cause any 

needless distress to the patient, the majority of benign 
lesions were not surgically excised. Dysplastic lesions (i.e. 
atypical lesions, for which malignity may be suspected) were 
118 in the database. Thirty-two pigmented lesions were 
categorized as malignant melanomas. The malignant 
melanomas and the dysplastic lesions were all surgically 
excised and histopathologically analyzed. 

 

Fig. 1. Four nevi that fulfill ABCD rule (+) and four others that do not (-). 
 

For this study, two classes were finally considered: 
histologically confirmed melanomas on the one hand and the 
remaining lesions on the other. For simplicity, this 
classification is referred to as the ‘gold standard’ diagnosis 
in this study. 

Five senior dermatologists were asked for their expertise 
about the 227 selected images. They were presented each 
tumor both as macroscopic image and dermoscopic image. 
They subsequently gave their opinion about the presence of 
ABCD and dermoscopic features (dichotomic answers), their 
diagnosis (melanoma, dysplastic or benign lesion) and their 
therapeutic decision (dichotomic answer, excision/non-
excision). Mimicking the Stolz’s linear decision model, a 
logistic regression classifier [8] was built for each 
dermatologist using the features they reported as input and 
the ‘gold standard’ diagnosis as output, while a leave-one-
out cross-validation was employed. The classifiers provide a 
probability to be a melanoma for each tested lesion in the 
selected database. ROC curves were built from these 
probabilities. They allows further analyzing the whole set of 
sensitivity/specificity couples of parameters. The area under 

the ROC curves (AUC) is a measure of the quality of 
prediction. 

3 Results 
As far as the diagnosis is concerned, one may observe a 

high variability of sensitivity among dermatologists whereas 
specificity remains similar, with the exception of the one 
obtained by dermatologist 3 (Table I).  
 

TABLE I 
Dermatologists’ performances 

Diagnosis and 
therapeutic 
decision 

Diagnosis 
Sensitivity/Specificity 

Therapeutic decision 
Sensitivity/Specificity 

Dermatologist 1 0.62 / 0.90  0.84 / 0.63 

Dermatologist 2 0.78 / 0.85 0.93 / 0.63 

Dermatologist 3 0.59 / 0.71 0.84 / 0.39 

Dermatologist 4 0.81 / 0.90 0.84 / 0.55 

Dermatologist 5 0.71 / 0.80 0.87 / 0.63 

Sensitivity and specificity are calculated with respect to the ‘gold standard’ 
diagnosis of melanoma. 

Asymmetry Border Irregularity Color Differential Structural 

+ 

- 
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In fact, the analysis of dermatologists’ performances 
requires considering several factors. Sensitivity and 
specificity express the efficiency of the clinicians, but also 
the trade-off they believe to be acceptable with respect to the 
risk for a false diagnosis (Table I). 

Depending on their level of confidence, they may 
privilege sensitivity over specificity. The opposite may also 
be true since it is a “risk-free” trial. The prior frequency of 
melanoma they meet usually in their daily practice may also 
play a role. 

All these factors also take part in the therapeutic decision, 
although a much smaller one. In fact, we can expect (and 
observe) the therapeutic decision to have a higher sensitivity 
(as far as the prediction of melanoma is concerned), together 
with a lower specificity, since the CDL worthy of an 
excision encompasses melanoma. At the therapeutic decision 
level, sensitivities are more comparable, most melanomas 
are detected, but the cost (specificity) highly varies from one 
dermatologist to another. 

 

Fig. 2. Roc Curves for melanoma diagnosis result from logistic regression based on the features detected by each dermatologist. Mi and Ei show the accuracy 
of dermatologist i' diagnosis and therapeutic decision (Panels 1 to 5). 
The last panel (bottom right) shows the Roc Curve of the logistic regression based on the consensual detected features (dotted line), together with the 
diagnosis and the therapeutic decision of each dermatologist. The 5-point solid line results from the voting schema about diagnosis so that the lower point 
corresponds to the tumors reported as melanoma by each of the 5 dermatologists, the next point corresponds to the tumors reported as melanoma by 4 out of 
the 5 dermatologists and so on. 

Dermatologist’ performances are shown, one at a time, in 
the subplots of Fig. 2. Sensitivity and specificity are 
displayed together with a ROC curve obtained with the 
mentioned linear classifier. It can be seen that dermatologist 
1 grounds its diagnosis on the mere basis of the features he 
detected. Dermatologists 2, 4 and 5 probably use of 
additional visual features not available to the classifier, 
which makes their diagnosis and therapeutic decisions better 
than the results obtained by the classifier. Finally, 
dermatologist 3 seems poorly combining the features he has 
however efficiently detected. The best classifier performance 
is obtained from the set of features detected by the 
dermatologist 3, as shown by the AUC, which is the highest 
in this study.  

Combining dermatologists’ diagnoses and features 
characterization allows evaluation of the efficiency of the 
group of experts together. As dermatologists do not 
necessarily agree about the presence of features, diagnosis 
and therapeutic decision, a voting schema has been 
implemented (see reference [7] for details). It showed that 
full agreement between dermatologists is high (60%) as far 
as diagnosis is concerned, whereas therapeutic decision is 
more disputed (36%) (Table II). The picture is contrasted for 
the features: The agreement is high for asymmetry and 
relatively poor for color irregularity (Table II). 
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TABLE II 
Distribution of the 227 images for ABCD features as a function of the 

dermatologists’ vote 

Feature 0-5 1-4 2-3 

Asymmetry 54% 26% 20% 

Border 36% 38% 26% 

Color 34% 38% 28% 

Differential structure 46% 30% 24% 

Diagnosis 60% 23% 17% 

Excision 36% 36% 28% 

0-5 indicates that the 5 dermatologists are in full agreement, 1-4 indicates 
that 1 out of the 5 dermatologists disagrees and so on. 
 

Combining diagnosis provides a remarkable result (Fig. 2, 
last panel, highest point of the 5-point solid line): 31 out of 
32 melanomas are detected (sensitivity = 0.97) while cost 
remains low (specificity = 0.60). In contrast, the 
“consensual” ROC curve (AUC = 0.83) provided by the 
logistic model based on the consensual detected features 
does not reach the best available performance (0.87, Fig 2).  
Finally, the Stotz’s formula, lightly adapted to fit our 
protocol, get an AUC of 0.79, which is quite good in this 
context. 

4 Conclusion 
In this study, five senior dermatologists were asked for 

their expertise about the 227 selected images. Models of 
diagnosis and therapeutic decision based on the observations 
of the presence of ABCD and dermoscopic features have 
been presented and evaluated. The results obtained show that 
the variability of performance of dermatologists is high, 
dermatologists with a melanoma-specific hospital activity 
showing the best performance, both for the diagnosis and the 
therapeutic decision.  

The sensitivity and the specificity for diagnosis as well as 
therapeutic decision are higher if clinicians’ advices are 
pooled. Such a result was not always assured, given the false 
positives to be cumulated. 

Models also allow observing to what extent dermatologists 
ground their diagnosis on the malignancy features they 
detected. We believe that the clinical experience (based on 
the learning by sample paradigm) they gain during their 
daily practice is the key to their success. 
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Abstract - Sentence paraphrase recognition plays an 
important role in many NLP applications. In majority of 
previous studies, basic unit of information for analysis is the 
sentence itself. However, a sentence contains information 
about one or more events/entities in its multi-clausal 
structure. Clauses – conceptualized as Semantic Role Labels 
(SRL) or predicate-argument tuples – are the smallest 
grammatical units with which sentence information can be 
comprehended and compared with. Objective of this paper is 
to propose a sentence paraphrase recognition methodology 
using predicate-argument tuples as the basic unit of 
information.  

This paper introduces concept of paraphrasing, loosely 
paired, and unpaired tuples to establish sentence-sentence 
similarity. Two sentences are paraphrasing if they contain at 
least one paraphrasing tuple; and no or insignificant 
dissimilarities (loosely paired and unpaired tuples). The 
paper proposes two tuple representation schemes – first 
Vector Space Model based, and second based on distributed 
word representations (embeddings) learnt using deep Neural 
Network language models. 

 

Keywords: Paraphrase Recognition, Semantic Role Labels, 
Predicate argument, Vector Space Model, Recursive Auto-
Encoders 
 

1 Introduction 
  Any two natural language expressions are called 
paraphrase (para- ‘expressing modification’ + phrazein ‘tell’) 
if both convey similar information or meaning. Sentence 
paraphrase recognition is essentially a boolean sentence-
sentence similarity metric that is indispensable to many 
Natural Language Processing (NLP) applications like 
question-answering [1], text summarization [2], machine 
translation [3] etc. Understanding a sentence – with all its 
possible deep syntactic structure variations, language 
semantic nuisances like synonyms, idioms etc. – has been a 
challenging task. In majority of previous studies ( [4], [5], [6], 
[7]), basic unit of analysis for sentence comprehension is the 
sentence itself. However, a sentence is generally a multi-
clause grammatical structure – referred to as Semantic Role 
Labels (SRL) or predicate-argument tuples – conveying 
information about more than one event/entity at a time. SRLs 
or predicate-argument tuples are the smallest grammatical 
unit of information that can be used to comprehend sentence 
meaning [8]. Objective of this study is to propose a sentence 

paraphrase recognition methodology with SRLs as its basic 
unit of analysis. 

Defined for each instance of sentence’s predicate (verb), 
semantic role labeling entails assigning role of WHO did 
WHAT to WHOM, WHEN, WHERE, WHY, HOW etc. 
according to predicate’s verb frame [9] – collectively called 
predicate and its corresponding arguments. This paper uses 
the term predicate-argument tuple or just tuple 
interchangeably to refer to predicate and its argument SRLs. 
A sentence S having m predicates is set of m predicate-
argument tuples: 

� � ����, ���, … , ��
�	with	� � 1    (1) 

where, PAi = {p i, ai0, ai1, ...aiK} with 1 � � � � 

Here, K is the size of domain of arguments labeled by a 
Semantic Role Labeler ( [8], [9]).  

For instance, sentence example SEX1 – “Amrozi accused 
his brother, whom he called “the only witness”, of 
distorting his evidence.” – has three predicates – accused, 
called, and distorting.  

Amrozi[p1a0] accused[p1] (his brother)[p1a1, p2a1, p3a1] ... 
(whom[p2ar1] he[p2a0] called[p2] “(the only 
witness)[p2a1]”) [p1a1] ...(of distorting[p3] (his 
evidence)[p3a2])[p1a2] 

Hence, sentence S can be represented as set of three 
predicate argument tuples (m = 3) as depicted in Table I. 

In a well written sentence, m will generally be less than 
five. Microsoft Research (MSR) Paraphrase Recognition 
Corpus [10] has on an average m = 2.24 [11]. For comparing 
two sentences S1 and S2, each tuple of sentence needs to be 
compared with each tuple of another sentence.  

From all the possible pairings S1XS2, Qiu et al [11] defined 
two categories of tuples – semantically paired tuples and 
unpaired tuples. This paper extends it to following three 
categories of possible pairings: 

TABLE I 
UNDERSTANDING SENTENCE SEX1 WITH PREDICATE-ARGUMENT 

TUPLES 
T.I.  p a0 a1 a2 
PA1 accused Amrozi his brother of distorting 

his evidence 
PA2 called he whom, the 

only 
witness 

 

PA3 distorting his 
brother 

his 
evidence 
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TABLE II 
COMPARING SENTENCES S1, S2, S3 WITH PREDICATE-ARGUMENT 

TUPLES 
 T.I. p a0 a1 a2 
S1 PA11 accused Amrozi his brother of 

distorting 
his 
evidence 

PA12 called He whom, the 
only 
witness 

 

PA13 distorting his 
brother 

his 
evidence 

 

S2 PA21 accused Amrozi his brother of 
deliberately 
distorting 
his 
evidence 

PA22 altering his 
brother 

his 
evidence 

 

S3 PA31 referring Amrozi him as a 
liar 

 

PA32 accused Amrozi his brother of 
deliberately 
distorting 
his 
evidence 

PA33 distorting his 
brother 

his 
evidence 

 

 

1. Semantically paired tuples or Paraphrasing tuples – 
These tuples convey similar meaning about same event 
or same entities of a sentence pair. 

2. Loosely paired tuples – These tuple pairs are 
responsible for conveying same part of information 
content of each sentence. They may talk about same 
event or same actors, but they do not convey same 
meaning. Loosely paired tuples help in identifying 
unpaired tuples that have no counter-part in the other 
sentence.  

3. Unpaired tuples – Tuples that are neither loosely 
paired nor semantically paired are unpaired tuples of a 
sentence pair. 

It is assumed that the given sentences are from same 
context [12]. Concept of pairing is elucidated below with the 
help of three hypothetical sentences: 

S1: Amrozi accused his brother, whom he called “the only 
witness”, of distorting his evidence. 
S2: Amrozi accused his brother of deliberately altering his 
evidence. 
S3: Referring to him as a liar, Amrozi accused his brother of 
deliberately distorting his evidence. 
S1 has three predicates = {accused, called, distorting}; S2 

has two predicates = {accused, altering}; S3 has three 
predicates = {Referring, accused, distorting} as shown in 
Table II. 

 

Comparing sentences S1 and S2, (PA11, PA21) and (PA13, 
PA22) are semantically paired while PA12 is unpaired and 
insignificant to its sentence meaning – hence S1 and S2 are 
paraphrase. Comparing sentences S1 and S3, (PA11, PA32) and 
(PA13, PA33) are semantically paired while (PA12, PA31) are 
loosely paired and significant to the meaning of two sentences 

– hence S1 and S3 are not paraphrase. Hence, a sentence pair is 
paraphrasing if it contains semantically paired tuples and has 
no or insignificant dissimilarities [11]. Sentence-sentence 
similarity can be established in terms of semantically paired or 
paraphrasing tuples while dissimilarities in terms of loosely 
paired and unpaired tuples. 

Qiu et al [11], in their work on paraphrase recognition using 
SRLs, decomposes sentence paraphrase recognition task into 
two predicate-argument tuple level tasks – first is semantically 
paired tuples identification heuristic and second is unpaired 
tuple significance classification. Authors represented SRLs 
with their respective syntactic headword [9] and compared 
them using Lin’s thesaurus similarity metric [13]. Similarity 
between two tuples is established using a weighted average of 
similarity between their predicate and argument labels. 
Sentence pair similarities and dissimilarities are identified 
heuristically in terms of semantically paired tuples and 
unpaired tuples respectively.  Two sentences are paraphrasing 
if any dissimilarity (unpaired tuples) present is insignificant. 
Qiu et al [11] derives tuple significance training data set from 
MSR paraphrase recognition data set [10] to learn 
dissimilarity significance classification. Authors [11] reported 
recall of 0.934 and precision of 0.725. Low precision is 
attributed mainly to paraphrase recognition failure in case of 
complex multi clause sentences [11].  This could be primarily 
because authors approximate SRL phrases with their syntactic 
headword which risk losing significant information in case of 
long SRL phrases.  

This paper proposes two predicate-argument tuple 
representation schemes – first, Vector Space Model (VSM) 
based representation; and second, deep Neural Network 
language model based word and phrase embeddings ( [14], 
[15], [16]). For comparing two tuples, tuple paraphrase 
recognition is learnt as a separate classification task with 
tuple-tuple similarity matrix as the feature set. Like Qiu’s 
work [11], this paper formalizes sentence level paraphrase 
recognition into two tuple level classification tasks – first, 
tuple level paraphrase recognition and second dissimilarity 
significance classification. In order to derive training data sets 
for these two tuple based classification tasks from sentence 
based MSR paraphrase corpus [10], concept of loosely paired 
tuples is introduced. Loosely paired tuples discuss same event 
or same entity in a sentence pair, but are not semantically 
similar or paraphrasing. This category of tuple pairs helps in 
deriving negative examples for tuple paraphrase recognition 
data set and also helps in refining and enhancing unpaired 
tuple significance classification data set. 

The paper presents an SRL based paraphrase recognition 
approach in following sections. Section 2 gives an overview 
of SRL based representation schemes adopted in past and 
characteristics of an efficient representation scheme needed 
for paraphrase recognition task. It further proposes two SRL 
representation schemes - Vector Space Model (VSM) based 
representation; and second, deep Neural Network language 
model based word and phrase embeddings ( [14], [15], [16]). 
Overall sentence paraphrase recognition methodology is 
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TABLE III 
SYNTACTIC HEADWORD AND VSM BASED TUPLE REPRESENTATION 

SCHEMES FOR SEX2 
 Predicate 

(p) 
Arg0 (a0) Arg1 (a1) Arg2 (a2) 

PA1 dropped revenue in 
the first 
quarter of 
the year 

15 percent from the 
same 
period a 
year 
earlier 

Syntactic 
Headword 

dropped year percent period 

VSM 
features 

drop revenue, 
first, 
quarter, 
year 

%NUMBER%, 
percent 

same, 
period, 
year, 
earlier 

 

discussed in section 3. This is followed by conclusion and 
future directions in Section 4. 

2 Semantic Role Labels Representation 
 

To the best of our study and knowledge, Qiu’s work has 
been the only work that deploys SRLs to represent and 
compare two sentences. Qiu et al [11] reduced each SRL 
phrase to its corresponding syntactic headword feature and 
used Lin’s thesaurus based word-word similarity measure as 
θ.  

Reducing an SRL phrase with its syntactic headword often 
lose the main phrase content or the words modifying meaning 
of the phrase content. For instance, for sentence SEX2  

SEX2: Revenue in the first quarter of the year dropped 15 
percent from the same period a year earlier. 

Considering arguments for predicate “drop”, syntactic head 
word1 for a0 noun phrase “revenue in the first quarter of the 
year” is reduced to “year” while syntactic head word for a2 
prepositional phrase “from the same period a year earlier” is 
reduced to “period” (see Error! Reference source not 
found.). It is observed that approximating a phrase with its 
syntactic headword may risk losing information significant in 
paraphrase recognition.  

Qiu [11] used Lin’s thesaurus based word-word similarity 
measure for comparing two phrases headwords. Lin thesaurus 
[13] major drawback is consideration of antonyms and 
unrelated words as proximate neighbours of a word. Further, 
Lin thesaurus [13] similarity measure between two words is 
independent of sentences’ context or discourse and hence 
sentence context has no role to play in disambiguating 
accurate sense of a word.  

Predicate-argument tuple, PA = {p, a0, a1 ...aK} is an 
ordered collection of a sentence’s predicate phrase 
(verb/event) and its corresponding argument label phrases. 
With number of argument types K fixed, tuple representation 
is essentially a function of a phrase representation scheme ψ 

                                                           
1 Syntactic head of a phrase calculated using a head word 
table described in [22], Appendix A with modifications on 
prepositional phrases proposed by [9] 

such that, given an appropriate similarity metric θ, similar 
phrases have high similarity and dissimilar phrases have low 
dissimilarity.  

In MSR paraphrase corpus [10], each sentence has on an 
average 2.25 tuples, and hence comparing two sentences 
needs on an average approximately five tuple-tuple 
comparisons. Hence, an efficient tuple or phrase 
representation scheme ψ, given an appropriate choice of θ, 
should facilitate a fast tuple-tuple comparison. Lexical string 
based phrase representations needs elaborate string to string 
comparison metric and hence cannot support a fast tuple-tuple 
comparisons. This paper suggests two vector based tuple 
representation schemes. First representation scheme ψVSM is 
based on Vector Space Model (VSM) with binary weights – 
signifying presence or absence of a feature. Second 
representation scheme ψRAE is based on deep Neural Network 
Language Model trained word and phrase embeddings ( [14], 
[15], [16]). 

2.1 Vector Space Model based SRL 
representation scheme 

First representation scheme ψVSM is based on Vector Space 
Model (VSM) with binary weights – signifying presence or 
absence of a feature. Feature definition for ψVSM is 
lemmatized content words (noun, verb, adjective, adverbs). 
Features are normalized with numbers and Named Entity 
(person, location, percentage, currency, title, company) based 
abstractions (see Error! Reference source not found.). 
Pronouns are treated as wildcards for all possible named 
entities of the corresponding sentence pair. Feature 
vocabulary VS is local to a given sentence pair, where each 
phrase of that sentence pair can be represented with a |VS| size 
binary vector. Suggested choices of similarity metric θ are 
cosine similarity metric or Jaccard similarity metric.  

 Since predicate phrase is one of the most important element 
of a tuple in paraphrase recognition [11] and verbs being one 
of the most polysemous in nature, it is important to 
incorporate a verb sense disambiguation algorithm for an 
improved recall. This paper implements a verb 
disambiguation algorithm based on Galley’s [17] linear order 
lexical chain based noun disambiguation algorithm. Author 
[17] scans text to identify candidate words (nouns) while 
simultaneously creating a disambiguation graph where all 
words are attached with weighted edges with respect to 
following semantic relations – synonym, hyponym, 
hypernyms and coordinate words. This paper scans a sentence 
pair for candidate verbs (and possible verb nominalizations 
[18]) creating a graph where all verbs are attached with 
positive weighted edges with respect to following semantic 
relations – synonym, hypernyms, entailment and coordinate 
verbs; and with negative weighted edges for antonym 
relations. On testing the algorithm on around 200 MSR 
paraphrase sentence-pairs, it is able to detect verb relation 
between sentence-pair instances like “...share were up...”, 
“...shares jumped...”, “...shares rose...”, or “...shares 
increased...” successfully. It is asserted that proposed verb 
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disambiguation algorithm ought to improve recall for sentence 
pair recognition task. 

2.2 Recursive Auto-Encoder based SRL 
representation scheme 

Another area of emerging interest in NLP is use of deep 
neural language models [19] to learn distributed word 
representations ( [14], [15]) or phrase representations [16] in 
an unsupervised manner such that these models can be reused 
in other specific supervised NLP tasks like POS tagging [20], 
NER recognition [20], paraphrase recognition [16] etc.  

Distributed word representation (or embeddings) is a d-
dimensional vector such that semantically or syntactically 
similar words have embeddings closer to each other. This 
leads to a smoother solution space with lesser discontinuities 
and hence model trained on such a space will have better 
generalization on unseen data [14]. The word embedding 
matrix , where |V| is the size of vocabulary, is 
learnt jointly as part of an unsupervised deep neural language 
model ( [14], [15]). Such unsupervised neural language 
models based on distributed word representation are reusable 
in other NLP tasks. 

Using Turian embeddings [15] as word representation 
scheme, Socher et al [16] introduced auto-encoder – an 
unsupervised neural network model – that encode a bi-gram 
embedding of size 2*d into a d size vector such that the bi-
gram can be reconstructed back with minimum reconstruction 
error. To encode a sentence, this auto-encoder is applied 
recursively on sentence’s syntactic parse tree in right-to-left 
bottom-up manner such that all its non-leaf node phrases are 
encoded into a fixed d size vector minimizing unfolding 
reconstruction error at each node – the model referred to as 
unfolding Recursive Auto-Encoders (RAE) [16]. Once a word 
embedding matrix L and an RAE is learnt on an unlabeled 
corpus, these can be re-used to encode any sentence’s 
syntactic parse tree. Socher et al [16] applied unfolding RAE 
based sentence representation for paraphrase recognition 
reporting state-of-the-art accuracy of 76.8%. 

This paper proposes to use RAE-encoded parse tree for 
predicate-argument tuple representation. However, a syntactic 
parser like Stanford parser [21] adheres to grammatical 
understanding of predicate while SRL literature [8] is based 
on logical understanding of predicate. From grammatical 
perspective, a sentence has two components – the subject; and 
the rest of the sentence part called predicate that modifies the 
subject. On the other hand, Proposition bank [8] – the 
annotated dataset used for SRL task – defines predicate as the 
verb and its related adverbs or auxiliaries modifying the verb; 
while arguments are the subjects, direct or indirect objects of 
the predicate defined as per corresponding verb frame [8]. 
Passing sentence syntactic parse tree to Socher’s RAE will 
encode each intermediate node of the tree in a fixed size 
vector. However, phrases corresponding to predicates are not 
preserved with these nodes. This difference is best elucidated 
with following example sentence and its parse tree (Fig. 1. 

Syntactic Parse Tree for Sentence SFig. 1). In sentence S, 
predicate phrase is “denied to accuse” which is not preserved 
in any of its syntactic parse tree nodes. 

S: “Amrozi denied to accuse his brother.” 

 

Hence parse tree needs to be transformed at every verb 
phrase such that its logical predicate phrase and its arguments 

are preserved in its intermediate nodes as shown in Fig. 2.  

However, Socher’ RAE is trained on Stanford parser’s 
syntactic parse tree and one needs to verify whether the RAE 
gives same quality of encodings with transformed parse tree 
too i.e. with no significant increase in reconstruction error. 
This was verified on 200 sentence-pair sample taken from 
MSR paraphrase corpus. The change in reconstruction error of 
a sentence ROOT node encoding was observed to be 
insignificant with p-value 0.021. This verifies that Socher’s 
RAE can be safely used with transformed trees preserving 
predicate phrases. 

Fixed size encodings of the parse tree thus extracted are 
used for predicate-argument tuple representation. Hence each 
tuple can be encoded in (K+1)Xd size matrix where K is the 
number of argument SRLs and d is the size of word 
embeddings used in Socher’s RAE. Suggested choice for 
comparing two phrases is Euclidean distance. 

 
Fig. 1. Syntactic Parse Tree for Sentence S 

 
 

ROOT,S

Amrozi denied to accuse his brother.

NP (NNP Amrozi) VP

denied to accuse his brother

VBD (denied) S, VP (to accuse his brother)

TO (to)
VP (accuse his 

brother)

VB (accuse) NP

his brother

PRP (his)

NN 

(brother)

. (.)

 
Fig. 2. Transformed syntactic parse tree so that predicate 

SRL phrase is preserved 

 

ROOT,S

Amrozi denied to accuse his brother.

NP (NNP Amrozi)
VP

denied to accuse his brother

DUMMY (denied to accuse)

VBD (denied) VP (to accuse)

TO (to)

VP (VB accuse)

NP(his brother)

PRP (his)

NN (brother)

. (.)
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3 Methodology 
In previous section, two SRL representation schemes ψVSM 

and ψRAE were proposed where each SRL is represented as 
|VS| size and d size vector respectively, where |VS| is the size 
of local sentence-pair’s unique feature set while d is the size 
word embeddings. Choice of θ proposed for ψVSM is cosine 
similarity and Jaccard measure while choice of θ proposed for 
ψRAE is Euclidean distance metric. Let the choice of SRL 
representation scheme and similarity measure be ψ and θ in 
general. 

3.1 Tuple-Tuple Similarity Matrix 

Given two sentences S1 and S2 having m and n predicate-
argument tuples respectively, and PAi1 and PAi2 are the i th and 
j th tuple from S1 and S2: 

�� � �����, ����, … , ���
�	and     (2)                                                                
  �� � �����, ����, … , �����	     (3) 

PA1i = {p1i, a1i0, a1i1, ...a1iK}; PA2j = {p2j, a2j0, a2j1, ...a2jK}  (4) 

Where, K is the size of domain of arguments labelled by 
Semantic Role Labeller. A predicate generally has two to four 
arguments [8] and hence maximum arguments will be null. 
Each SRL is encoded using SRL representation scheme ψ.  

For comparing two sentences, one need to consider all 
possible tuple comparisons to find semantically paired, 
loosely paired and unpaired tuples. For comparing any two 
tuples PA1i and PA2j, this work proposes to use a similarity 
matrix similar to Socher’s [16] work using similarity metric θ. 
Matrix is subsequently normalized such that each entry lies 
between zero and one. Unlike Socher’s work, pooling is now 
already defined where each SRL element of a tuple is pooled 
into one region. Similarity of each pooled rectangular region 
is calculated using max operator (min operator in case of 
Euclidean distance metric). Resulting pooled (K+1)X(K+1) 
matrix can be fed to a classifier for learning paraphrasing 
characteristics.  

Tuple-tuple similarity matrix thus created not only accounts 
for element-wise similarity but also captures cross SRL 
alignment between two tuples. For instance in following 
sentence pair: 

S1: Troy is sentenced to life in prison without parole. 

S2: Troy face life sentence in prison without parole. 

S1 = {PA11} and S2 = {PA21} 

 

PA11 = {[ p, “sentenced”], [ a0, null], [a1, “Troy”], [ a2, “to life 
in prison”], ..., [aman,  “without parole”], ...} 

PA21 = {[p, “face”], [ a0, “Troy”], [ a1, “life sentence”], ..., [aloc, 
“ in prison”], [ aman, “without parol”], ...} 

Here, predicates for PA11 and PA21 are “sentence” and 
“ face” respectively. Both these verbs follow different verb 
frames and hence argument a1 of “sentence” is argument a0 of 
“ face”, argument a2 of “sentence” is argument location of 

“ face”, etc. Similarity matrix captures verb-frame alignment 
for these two verbs efficiently as shown in Table IV (with 
darker shade signifying higher similarity). 

 

Further, the predicate-argument tuple vectors represented 
with a predicate and its K argument type phrases ought to 
have majority of its elements null leading to a sparse tuple-
tuple similarity matrix. Instances of comparison of a null SRL 
with non null and null SRLs need to be handled separately as 
both cases hold different information for tuple-tuple 
comparison.  

3.2 Sentence Paraphrase Recognition Training 

ψ and θ, sentence level paraphrase recognition task is 
divided into two phases – first, learning tuple level paraphrase 
recognition classification ξP and second learning dissimilarity 
significance classification ξD. Hence, sentence-pair paraphrase 
detection training data set needs to be translated to create 
training data set for paired tuples paraphrase recognition and 
dissimilarity significance classification tasks.   

In phase I, once sentences are represented as set of their 
predicate argument tuples using ψ, unpaired tuples in a 
sentence pair are identified. This can be learnt by training a 
decision tree classifier on manually labelled sample of 
sentence pairs (around 200). In MSR paraphrase corpus, 
following sentence-pair types are relevant for first sub-task: 

SP1: Sentence pair where each sentence has only one 
predicate-argument tuple 

SP2: Sentence pair that is paraphrasing and has only one 
paired tuple (loosely or semantically) and only one unpaired 
tuple 

Predicate-argument tuple pairs belonging to SPI and SP2 
sentence pairs make data-set for first task, where predicate-
argument tuple pair is labelled similar if sentence pair is 
paraphrasing and dissimilar otherwise.  Predicate-argument 
tuple-tuple similarity matrix is used as features for training 
tuple semantic similarity classifier ξP. 

Using ξP, paraphrase training data set is tested for 
semantically paired and loosely paired tuples. For learning 

TABLE IV 
SIMILARITY MATRIX BETWEEN TUPLES PA11 AND PA21 

without 

parol aman             

null aloc             

to life in 

prison a2             

Troy a1             

null a0             

sentenced p             

    p a0 a1 a2 aloc aman 

    face Troy 

life 

sentence null 

in 

prison 

without 

parol 
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dissimilarity significance in sentence pair paraphrasing, this 
paper follows Qiu’s approach [11] except that authors defined 
dissimilarity in terms of unpaired tuples only while our work 
defines dissimilarity in terms of unpaired and loosely paired 
tuples. Following sentence-pair types are relevant for creation 
of dissimilarity significance classification data set: 

UP1: Sentence pair that is non-paraphrasing; and that has 
only one unpaired or only one loosely paired tuple and all 
paired tuples are semantically paired. 

UP2: Sentence pairs that is paraphrasing; and that has at 
least one semantically paired tuple 

Unpaired tuple or loosely paired tuple in sentence pair 
belonging to UP1 is significant, as despite of all paired tuples 
being similar the sentence pair is non-paraphrasing. Similarly, 
all unpaired tuple or loosely paired tuples in sentence pair of 
type UP2 are insignificant as despite of its presence, the 
sentence pair is paraphrasing. Qiu et al [11] used n-gram (n = 
4) syntactic path between predicate of unpaired tuple and 
paired tuple with the closest shared ancestor. Apart from four-
gram syntactic path features, other features presumed to be of 
significance for the task are WordNet [18] verb category (after 
verb sense disambiguation as mentioned in VSM based 
representation scheme above), number of children tuple’s 
predicate has in its sentence’s transformed parse tree, and 
whether predicate has any arguments other than subject 
(arg0).  

3.3 Sentence Paraphrase Recognition Testing 

A sentence pair is paraphrasing if it has at least one 
semantically paired tuples and all its dissimilarities (loosely 
paired and unpaired tuples) are insignificant in paraphrasing 
or meaning. 

Methodology can be summarised as follows: 
 
Input: 

Sentence Pair SS =  {S1, S2}  
Labelled training Data-set Dr with Nr sentence pairs { S i1, 

Si2, pi} where pi is 1 if ith sentence pair is paraphrases and 0 
otherwise 
Output: Predicted paraphrase status P (0/1) for SS 
TRAINING BEGIN 
Step 1: Represent each sentence in Dr as set of its predicate-
argument tuples using ψ 
Step 2: For each sentence pair in Dr, identify unpaired tuples 
and paired (loosely/semantically paired) tuples using heuristic 
К 
Step 3: Select paired tuples of SP1 and SP2 type sentence pairs 
to form a training data-set ��

� for training tuple paraphrase 
classifier ξP 
Step 4: Create tuple-tuple similarity matrix as feature set to 
learn ξP 
Step 5: Label each tuple pair in ��

� as paraphrasing if 
corresponding sentence pair is paraphrasing and non-
paraphrasing otherwise 
Step 6: Train ξP 

Step 7: For each sentence pair in Dr, identify paraphrasing 
tuples and loosely paired tuples using ξP 
Step 8: Select unpaired and loosely paired tuples of UP1 and 
UP2 type sentence pairs to form a training data-set ��

� for 
training dissimilarity significance classifier ξD 
Step 9: Create following feature-set for learning ξD: 

n-gram features of shortest parse tree path of tuple’s 
predicate from predicate of any paired tuples of the sentence. 

WordNet verb category 
Number of children tuple’s predicate has in its sentence’s 

parse tree 
Whether it has any arguments other than arg0 

Step 10: Label each tuple pair in ��
� as significant if 

corresponding sentence pair is of type UP1and non-
paraphrasing if it is of type UP2 
Step 11: Train ξD 
TRAINING END 
SS PARAPHRASE DETECTION BEGIN 
Step 1: Represent each sentence in SS as set of its predicate-
argument tuples using ψ  
Step 2: Identify unpaired tuples and paired 
(loosely/semantically paired) tuples using heuristic К  
Step 3: Identify paraphrasing tuples and loosely paired tuples 
using ξP using tuple-tuple similarity matrix. If no semantically 
paired tuple found, return P as 1 else go to step 4. 
Step 4: Find significance of unpaired and loosely paired 
tuples using ξD 
Step 5: If all unpaired and loosely paired tuples are 
insignificant return P as 1 else return 0. 
SS PARAPHRASE DETECTION END 

4 Conclusion and Future Directions 
Semantic role labels or predicate-argument tuples are the 

smallest grammatical units using which a sentence meaning 
can be appropriately captured. Qiu et al [11] proposed 
sentence paraphrase recognition methodology using predicate-
argument tuples as the basic unit if information. However, Qiu 
et al [11] approach lacks in efficient SRL representation 
methodology and relies on thesaurus based heuristic to 
identify paraphrasing tuples. This paper proposed two 
improvisations on Qiu et al [11] approach. First, two tuple 
representation schemes are proposed – VSM based and RAE 
based representations. The two vector based representation 
schemes are asserted to deliver faster and accurate SRL phrase 
comparison. Second, the paper introduced concept of loosely 
paired tuples in order to formalize tuple paraphrase 
recognition problem as a separate classification task. For 
comparing two tuples, use of tuple-tuple similarity metric is 
suggested as it efficiently captures SRL alignment 
corresponding to polysemous verb frames.  Paper also 
proposes a verb sense disambiguation algorithm which has 
been validated manually on 200 sentence pairs from MSR 
paraphrase corpus.  

The paper proves to be a blue-print for SRL based sentence 
paraphrase recognition. Further, one should verify which 
representation scheme best captures the paraphrasing features 
of a sentence pair. Also, appropriate handling of null SRL 
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comparisons in tuple-tuple similarity matrix is required for an 
efficient paraphrase classifier. SRL is one of the most basic 
unit of information with which meaning of a text can be 
comprehended. Formalization proposed for tuple 
representation and for tuple paraphrase recognition are useful 
for any SRL based NLP task in general.  
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Analyzing Conflict Narratives to Predict Settlements in EBay
Feedback Dispute Resolution

Xiaoxi Xu, David A. Smith, Tom Murray and Beverly Park Woolf
Department of Computer Science, University of Massachusetts, Amherst, MA, USA

Abstract— We explore the possibility of predicting settle-
ments in online disputes by performing text-analysis on
conflict narratives from disputant parties. The experiment
domain is eBay Motor vehicles, in which disputants try
to resolve complaints, possibly working with online human
mediators. The conflict discourse is analyzed based on the
divergence of topic distributions in a generative model that
extends latent Dirichlet allocation (LDA) to include role
information. A set of distance schemes and a heuristic are
designed for various negotiation scenarios to predict settle-
ments. We analyze the quality of discovered topics in terms
of topic coherence and evaluate settlement classification and
prediction power for settlements on unseen data. Experimen-
tal results show that this unsupervised model outperforms a
state-of-the-art supervised learner on precision, recall, and
F-measure. A supervised learner using a few derived features
from this model outperforms that using bag-of-word features
in terms of precision and efficiency.

Keywords: text mining; topic modeling; online dispute resolution

1. Introduction
This research focuses on the ability to predict whether two

online disputants will reach a settlement based on analysis of
their conflict discourse. Automating the process of prediction
in online disputes is challenging, in part, because it requires
understanding the discourse in negotiation. We developed
a latent variable topic model for representing negotiation
and prediction that includes a multiple-level hierarchy to
represent cases and negotiated exchanges within each case.
Moreover, the model represents both topics of disputes and
topic usage by each type of disputants. Ultimately, we
hope to design an automated dispute resolution process,
in which the model can identify interests and positions of
disputants and assess their priorities from their negotiations.
The present model is based on the assumption that if topics
used by disputant parties are aligned, it is likely that a
settlement can be reached. Thus we measure the divergence
of topic distributions to make predictions about settlements.

This model is tested in the domain of eBay Motors
vehicles feedback. Through the gracious generosity of col-
laborators, including eBay and NetNeutrals 1, we acquired

1http://www.juripax.com and http://www.netneutrals.com/

over 4,000 online exchanges among eBay participants in-
volved in sales of automobiles and primarily directed at
removing negative feedback, see Table 1. Experiments with
this data show that the new dispute model outperforms a
state-of-the-art supervised learner on precision, recall, and
F-measure. Recall is important for this task because the goal
of removing feedback is to remove unwarranted feedback. A
mistakenly removed feedback can always be added back on
eBay by users, but a delayed unfair feedback will not only
mislead other people, it can also ruin a seller’s reputation
and economic future.

This research makes two contributions: development of a
generative model for online dispute discourse and design
of a set of distance schemes and a heuristic to analyze
conflict narratives and predict agreement. The organization
of the paper is as follows. In Section 2, we introduce the
concept of online dispute resolution and the experimental
domain. In Section 3 we describe the generative model and
its Gibbs sampler. Section 4 introduces the experimental
setup followed by experimental results in Section 5. We
discuss related work in Section 6 and conclude with future
plans in Section 7.

2. EBay Feedback Disputes
People doing business at online auction markets (e.g.,

eBay) are inevitably anxious about their transactions. Buyers
and sellers usually engage in one-shot deals meaning that
they have no prior relationship before the transaction and
do not anticipate any future commercial relationship [1].
“Relationshipless" disputes reduce the trust between two
parties which is the root of their anxiety. In order to solve
this public anxiety problem, eBay puts in place a reputation
system for buyers and sellers to build trust, that is, the feed-
back mechanism. The use of feedback rating and comments
is a way for buyers and sellers to judge the conduct of
the other party for any transaction. Feedback is visible to
all users and therefore would influence sellers’ or buyers’
future business. Although acquiring a positive feedback is
important, avoiding a negative one requires exercising more
care. This is because if sellers ignore the negative feedback,
they risk harming future online sales.

2.1 Dispute Process
NetNeutrals is an Online Dispute Resolution (ODR) pro-

gram that manages disputes or disagreements online. The
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company has been contracted by eBay to review Motors
feedback disputes. Nearly all the disputes are about negative
feedback placed on a seller’s website by the buyer. Neutrals
are trained, independent professionals with automotive ser-
vice experience. As an online dispute resolution program,
NetNeutral offers eBay users two types of voluntary service
to resolve customer disagreements. Direct Negotiation is a
free dispute resolution process in which two disputant parties
work together to come to a resolution on their own without
the help of a third party. The independent Feedback Review
(IFR) is a dispute resolution process that costs $100 where a
third party determines whether a rating should be descored.
The IFR evaluates evidence provided by buyers and sellers
and offers comments based on eBay’s guidelines, including
did the member demonstrate a good faith effort to complete
the transaction? was the feedback submitted in a reasonable
timeframe? is the transaction-related information factually
inaccurate? did the member make an attempt to extract
excessive value from the other party?

3. A Generative Model for ODR
This research reduces the online dispute into a binary clas-

sification problem and presents a language model to predict
settlements of disputes based on disputants’ narratives. Such
an automated process should be advantageous over that of
a human reviewer in that it would be more consistent in
the manner of judgment, more impartial, efficient, and cost-
saving. In future work we hope to enhance the model so
that it also recognizes participants’ interests and positions,
assesses priorities from their negotiations, provides interven-
tions at the proper time, and computes resolutions that may
provide each side with more than they themselves might be
able to negotiate [1].

To model the negotiation process among disputants and
predict case resolutions, we propose a disputant negotiation
model (DNM) that extends LDA [2] to include role infor-
mation. The model predicts dispute resolutions based on
evaluating the divergence of disputants’ topic distributions.
The new DNM model does not have a label node that
represents case resolutions, since we are exploring how
to represent the divergence of topic distributions from the
perspective of a generative process, which is a challenging
yet unexplored research problem and label information about
case resolutions is not necessarily available in the real world.

3.1 Disputant Negotiation Model (DNM)
The graphical representation of DNM is shown in Fig-

ure 1. In DNM, the outermost plate denotes a dispute case
or session. Each session contains a number of exchanges
among disputants. DNM assumes the following generative
process for our dispute corpus:

1. For every topic φ out of K, draw a word distribution
φk v Dirichlet (β).

Fig. 1: Disputant Negotiation Model

2. For each disputant r, draw a topic proportion θr v
Dirichlet (α).

3. For each exchange m in each case d,
(1) Observe the disputant that generates the exchange.
(2) For each word,

(a) Draw Zd,m,n v Multinomial (θrd,m ).
(b) Draw Wd,m,n v Multinomial (φzd,m,n

).

3.2 Gibbs Sampling for DNM
We use collapsed Gibbs sampling [3] to estimate the

posterior distribution of hidden variable z given the input
variables w, and r, and model parameters, α and β.

P (θ, φ, z|w, r, α, β) = P (θ, φ, z,w, r|α, β)
P (w, r|α, β)

Note that we use symmetric Dirichlet priors α, β, in this
work, and it is easy to adapt to use asymmetric Dirchlet
priors in our model.

Using Gibbs sampling, we construct a Markov chain
that converges to the posterior distribution on z and then
use the results to infer θ and φ. The transition between
successive states of the Markov chain is achieved from
random sampling z from its distribution conditioned on all
other variables, summing out θ and φ. By derivation, we get:

P (zi|z−i, w, r) ∝
Nk|r + α

Nr +Kα
·
Nw|k + β

Nk + V β

where the subscript z−i denotes all topic assignments ex-
cluding the ith word. Nk|r is the number of times that topic
k is assigned to disputant r, excluding the current instance,
and Nw|k is the number of times that word w is assigned to
topic k, excluding the current instance.

After the Gibbs sampling process, the model parameters
in DNM can be obtained as follows:

φw|k =
Nw|k + β

Nk + V β
θk|r =

Nk|r + α

Nr +Kα
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Table 1: Properties of the data set
# of 327 Cases; 3982 Exchanges
# 792 Disputants; Average of 12 posts/case
eBay offers over six million goods and services for sale every day and

assumes little or no responsibility for the transactions. When problems
arise, members write negative feedback about the other party. eBay
handles 40-60 million online disputes per year. Bad feedback primarily
hurts sellers. We examined some of the 20% of the online disputes
that require human facilitators.

Table 2: Data statistics with various scenarios
Scenarios Feedback

Removed
Feedback
Remained

Mediator, Buyer and Seller 88 50
Buyer and Seller 12 45

Mediator and Buyer 1 1
Mediator and Seller 110 20

Total 211 116

where φw|k is the probability of using word w in topic k,
and θk|r is the probability of using topic k by disputant r.

4. Experimental Setup
In this section, we describe the eBay Motors feedback

dispute data set and how we devised distance schemes to
measure topic distributions under various scenarios 2.

4.1 Data Set
The eBay Motors data set is a collection of discourses

of 2-3 people in conversation around removing negative
feedback from 2005 to 2008 3. Table 1 summarizes the
properties of this data set. Each of the 327 cases falls into
one of the following 4 scenarios.
• Scenario 1: Mediator, Buyer and Seller
• Scenario 2: Buyer and Seller (no mediator)
• Scenario 3: Mediator and Buyer (Seller did not

participate)
• Scenario 4: Mediator and Seller (Buyer did not

participate)
The negotiation process associated with each scenario is

shown in Figure 2. We further provide data statistics for
various scenarios in Table 2. The cases that include Mediator,
Buyer and Seller represents 42.20% of all the cases, Buyer
and Seller (no mediator) represent 17.43% of the cases,
Mediator and Buyer represent 0.61% and Mediator and
Seller represent 39.76% of the cases. Furthermore, 64.53%
of the cases in this data are successfully settled, while
35.47% of the cases remain unsettled.

4.2 Distance Schemes for Various Scenarios
The idea of using the divergence of topic distributions

through text analysis to predict a resolution to a dispute

2This research is part of a larger project using text analysis in the domains
of deliberative communication [4] [5].

3After 2008, NetNeturals changes their procedure to move toward an
arbitration model.

Fig. 2: An illustration of negotiation processes for various
scenarios. All participants are human, including mediator,
buyer, seller, and independent feedback review (IFR).

is based on the following assumption: Lower divergence
correlates with increased possibility of a resolution (which
means feedback removal in the case of eBay disputes).

Note that an IFR may be requested to evaluate the
situation when disputants reach an impasse, and then a
mediator will inform disputant parties of the outcome. This
means that the content of discourses from mediators has
the information of dispute outcomes, which will provide
supervisory information for the model. We thus do not
use topic distributions from mediators for the settlement
prediction task.

We now provide three distance schemes (DS) and one
heuristic for the four scenarios provided in the previous
section.

DS1 for Mediator, Buyer and Seller
D1 = MIN (x, y)

where x = Div(Buyer’s topic distribution, Seller’s topic dis-
tribution), y = Div(Mean(Buyer’s topic distribution, Seller’s
topic distribution), guideline’s topic distribution), and Div
is a divergence metric that will be introduced later.

For scenario 1 (Mediator, Buyer and Seller), the case
resolution can be either mediated successfully or mediated
but remain at impasse. We develop two distance measures
corresponding to these two situations. The distance used for
predicting settlement will take the minimum. For the cases
that are mediated successfully, only the divergence of the
buyer’s topic distribution is compared against the seller’s
topic distribution. For the cases that are mediated but result
in an impasse, the average of topic distributions from the
two disputant parties is used and compared with the topic
distribution of the eBay feedback guidelines.

DS2 for Buyer and Seller
D2 = Div(Buyer’s topic distribution, Seller’s topic
distribution)

In scenario 2 (Buyer and Seller), negotiations always
occur between disputants, regardless of the outcome. There-
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fore, we only need to evaluate the divergence between
buyer’s topic distribution and seller’s topic distribution.

DS3 for Mediator and Buyer or Mediator and Seller
D3 = Div(Buyer’s or Seller’s topic distribution,
guideline’s topic distribution)

We also describe a heuristic:
Heuristic for Mediator and Buyer/ Mediator and Seller

# of exchanges (posts) in a case
As explained above, the data from scenarios (Mediator

and Buyer) and (Mediator and Seller) have missing infor-
mation. To deal with the missing data issue, we designed
a heuristic in addition to a distance measure that is not
reliable when used alone. The distance measure evaluates
the divergence between buyer’s or seller’s topic distribution
and the topic distribution of the eBay feedback guidelines.
The heuristic was developed based on an assumption about
the structure of the negotiation process (i.e., the number of
interactions/posts): More interactions lead to a settlement (or
feedback removed in eBay disputes). Note that the heuristic
of using post numbers for prediction is only used for
scenarios (Mediator and Buyer) and (Mediator and Seller).

We used two different methods to measure distributional
similarity: symmetric Kullback Leibler divergence [6] and
Jensen-Shannon divergence [7]. Assume that P and Q are
two topic distributions.

The symmetric Kullback Leibler divergence is given by:

SKLD(P ||Q) =
DKL(P ||Q) +DKL(Q||P )

2

where DKL =
∑

i P (i)log
P (i)
Q(i) .

The Jensen-Shannon divergence based on Kullback
Leibler divergence is given by:

JSD(P ||Q) =
DKL(P ||M) +DKL(Q||M)

2

where M = P+Q
2 .

We preprocessed the data by filtering standard English
stopwords and tokens of less than two characters. We used
unigram features and the Porter stemmer 4. After data
preprocessing, we had 134,184 words with vocabulary size
3194. It is not surprising that we have a small size of
vocabulary given that the dispute discourse is from a single
domain. We experimented with different configurations of
the number of topics and found that three topics provided a
good overview of the contents of the corpus. The Dirichlet
priors alpha was set to 16, beta to 0.1; the Gibbs sampler
was run with 1000 burn-in and 1000 sampling iterations.

5. Results
We performed three sets of experiments to evaluate the

proposed model. In the first experiment, we evaluated the
topics discovered by DNM, in the second we assessed the

4http://tartarus.org/martin/PorterStemmer/

Fig. 3: General topics as discovered by DNM in the eBay
dialogues and the top 10 words related to those topics. (Note
that the word “eBay" becomes “ebai" after stemming.)

performance of DNM on the task of settlement classification
and in the third we tested the predictive power of DNM on
unseen data. The results below use a single sample from the
Gibbs sampler.

5.1 Topic Discovery and Quality Evaluation
Figure 3 illustrates the three topics learned by the DNM

model for the eBay dispute corpus. The topics were extracted
from a single sample at the 2000th iteration of the Gibbs
sampler. Each topic is illustrated with the top 10 words
most likely to be generated conditioned on the topic. The
first topic is mostly related to transaction (e.g., feedback,
post, review); the second topic is related to the subject
matter (e.g., car, seller, purchase); and the third topic is
related to mediation (e.g., mediate, thank, want). In a closer
examination, we found that 30% of the text was categorized
as transaction, 43% as subject matter, and 27% as mediation.

5.1.1 Topic Coherence
Perplexity [8] is often used for evaluating model perfor-

mance on unseen data. But practically, we are interested
in whether learned topics are coherent, that is, whether
words in a topic are semantically related to any other
words in the same topic. In this work, we used the topic
coherence metric [9] to evaluate the quality of learned topics.
The assumption of topic coherence is that pairs of words

belonging to a single topic will co-occur within a single
document, whereas those belonging to different topics will
not. In other words, more words will co-occur in coherent
topics; few words will co-occur in random topics.

The topic coherence metric is defined as:

TC(k;W (k)) =
M∑

m=2

m−1∑
i=1

log
D(w

(k)
m , w

(k)
i ) + 1

D(w
(k)
i )

where D(w) is the document frequency of word w and
D(w,w′) is the co-document frequency of word v and v′,
and W (k)=(w(k)

1 , . . . , w
(k)
M ) is a list of the M most probable

words in topic k. A smoothing count of 1 is included to
avoid taking the logarithm of zero. The coherence scores
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Table 3: Coherence of learned topics using the 5 most salient
words

Topics Scores 5 Most Salient Words
Topic 0 -59.4 feedback, post, guidelin, rate, review
Topic 1 -58.0 car, vehicl, seller, buyer, state
Topic 2 -64.2 feedback, thank, want, mediat, go

Table 4: Coherence of learned topics using the 10 most
salient words

Topics Scores 10 Most Salient Words
Topic 0 -212.1 feedback, post, guidelin, rate, review, withdraw,

case, meet, transact, parti
Topic 1 -242.2 car, vehicl, seller, buyer, state, time, purchas,

said, ebai, item
Topic 2 -240.6 feedback, thank, want, mediat, go, pleas, know,

neg, ask, work

of learned topics using the 5 most salient words are shown
in Table 3, and those using the 10 most salient words are
shown in Table 4. Numbers closer to zero indicate higher
coherence. As can be seen from Table 3, the learned topics
are highly coherent.

5.2 Settlement Classification
In this section, we present the results of settlement classi-

fication by our unsupervised model DNM and also compare
its performance with Support Vector Machine (SVM) [10],
a state-of-the-art supervised learner for text classification.
The classification performance is evaluated quantitatively in
terms of Accuracy (% of correct predictions on resolved
cases), Precision (% correct of cases that were settled),
Recall (% labeled as “settled" that were predicted to be
settled), and F-measure (the harmonic mean of precision
and recall). As explained earlier, reputation is a precious
commodity on eBay. If an automated system such as DNM
can achieve high precision and recall then unfair feedback
that negatively impacts users can be efficiently removed.

We experimented with two divergence metrics to measure
the divergence of topic distributions and found that the
following thresholds work best in the Motors domain: (1) if
the symmetric Kullback Leibler divergence (SKLD) of the
topic distribution is below 0.1, the case is considered settled;
(2) if the Jensen-Shannon divergence (JSD) of the topic
distributions is below 0.02, the case is considered settled;
(3) if the number of exchanges (interactions) in a case is
more than 5, the case is considered as settled 5.

Figure 4 shows the classification performance of DNM
by using (1) divergence metrics alone (left panel), and (2)
divergence metric together with the number of posts (right
panel). Please note that the heuristic was only applied to sce-
narios 3 and 4. The upper left table shows the performance of
using SKLD; the upper right table shows that of using SKLD
with post numbers. It is expected that the classification
performance is boosted by using the heuristic, because it

5The heuristic of using post numbers for prediction is only used for
scenarios (Mediator and Buyer) and (Mediator and Seller).

Fig. 4: Performance of DNM for settlement classification
by using (1) divergence metrics alone (left panel), and (2)
divergence metric combined with post number (right panel)

accounts for the effect of applying distance measure on data
with missing information. Similarly, the performance of JSD
together with the heuristic is better than using JSD alone.
When comparing the performance of the use of different
divergence metrics (i.e., the upper left table and the lower left
table), we found that JSD achieves higher accuracy, recall
and F-measure, while SKLD achieves higher precision. Of
the four experimental settings, SKLD with post number has
greater success for settlement prediction in terms of accuracy
and precision, while JSD with post number performs better
on recall and F-measure, as highlighted in Figure 4. We also
found that, in all of the experimental settings, the proposed
model had consistent higher recalls on scenarios that involve
a mediator (except for scenario 3 that has only one case) than
that did those without a mediator. This is because working
with a mediator, disputants tend to have focused discussions
on the same topics. Therefore, the DNM model more likely
correctly predicts the “settled" cases (i.e., feedback removal
in the case of eBay disputes), resulting in high recall.

We also compared DNM with SVM, a state-of-the-art
supervised learner for text classification. The idea of SVM
is that input vectors are non-linearly mapped to a high-
diminutional feature space where a linear decision surface
can be constructed [11]. The Motors data set is unbalanced
because the size of the positive labeled data is twice as large
as that of the negative labeled data. In order to effectively run
SVM, we split the data into 2 subsets and preprocessed the
data in a similar way as we did for DNM. The performance
of SVM that uses unigram features (term occurrence), linear
kernel, with 5-fold and 10-fold cross validations are shown
in Figure 5. We also tested other kernels, but found that
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Fig. 5: Performance of SVM for settlement classification

Fig. 6: Performance of SVM (left panel) and DNM + SVM
(SVM using derived features from DNM, right panel) for
settlement prediction on unseen data

using non-linear kernels did not improve the performance.
This is because the number of features is very large in
the Motors data, mapping data to a higher dimensional
space would not be necessary and not useful for creating
a separating decision boundary. The average performance
of applying SVM to the two subsets is presented on the
bottom row in Figure 5. DNM outperforms SVM in terms
of precision and F-measure, when using SKLD with post
numbers. It outperforms SVM in terms of precision, recall,
and F-measure, when using JSD with post numbers.

5.3 Settlement Prediction on Unseen Data
To evaluate the predictive power of DNM, we also carried

out experiments to train a classifier (SVM) using derived
features from DNM, which we refer to as DNM+SVM.
Specifically, the derived features include the symmetric
Kullback Leibler divergence learned from DNM for each
case and a binary feature representing whether the number
of posts in a case exceeds the confidence threshold we
set. As can be seen from Figure 6, DNM+SVM achieves
comparable performance to SVM on predicting settlement.
We feel that DNM+SVM is quite promising because using
a few derived features is much more efficient than using
bag-of-word features.

6. Related Work
Previous research has tested the idea that topic divergence

distributions can predict whether participants will reach a
settlement, as well as the assumption that low divergence
in topic distributions will lead to an agreement [12]. For
example, in a speed dating classification task, the divergence
of topic distributions of dialogues from a dating pair is
used to predict men and women’s decisions about whether
they want to meet again. However, no prior research has
attempted to analyze dispute dialogues with topic models
and we are the first to develop a topic model for modeling
online negotiation and predicting settlements in dispute
resolution.

The author-topic model (ATM) [13] is quite similar to
the developed DNM model and both models represent the
content of disputes. The difference is that DNM has more
levels than does ATM to model the nested structure of
cases and exchanges within each case. Additionally, DNM
models the topic usage of different types of disputants (i.e.,
buyers and sellers) rather than that of individual disputant
and the role of each disputant is observable at the exchange
level (and therefore at the case level). Prior research to
extend LDA by incorporating a supervision node in the
model, such as [14], [15], and [16], are related to this
work. DNM does not have a supervision node partly because
we are still exploring how to represent the divergence of
topic distributions of disputants from the perspective of a
generative process, and partly because the label information
is not always necessarily observable in the real world.

Research in Online Dispute Resolution (ODR) uses tech-
nology to facilitate the resolution of disputes and has been
employed to handle disputes from consumer-to-consumer
issues and marital separation to workplace grievance and
interstate conflicts 6. ODR shows great advantages over
traditional litigation and has the potential to provide greater
flexibility, substantial cost-savings, and higher efficiency. In
e-commerce, ODR has gained wide popularity by reducing
travel time and providing mediators for those who cannot
afford them. Moreover, fully automated online services, such
as Cybersettle 7, SettlementOnline 8, and ClickNsettle 9, own
huge markets for disputes and have had huge commercial
success for disputes that are solely over the amount of
monetary settlements. Such systems use simple procedures
to compare demands with offers and determine settlements if
demands and settlements are within a range [1]. For example,
Cybersettle alone claims to have handled more than 60,000
transactions during the period between 1998 and 2003,
facilitating settlements for more than $350 million 10. In
contrast, other online dispute ventures that are not automated

6http://en.wikipedia.org/wiki/Online_dispute_resolution
7http://www.cybersettle.com
8http://www.settlementonline.com
9http://www.clicknsettle.com
10http://www.cybersettle.com/about/factsheet.asp
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appear to have had more limited success [17]. As Internet
usage continues to expand, e-commerce is growing and
the number of disputes from e-commerce will also rise.
It has become increasingly necessary to design automatic
mechanisms for resolving online disputes beyond monetary
settlements.

EBay, the largest online auction site, has 83 million users
in the U.S. alone in 2009 and millions of sales opening
and closing everyday. The eBay reputation system supports
sellers and buyers to acquire mutual trust by enabling
feedback, ratings and comments, to be left by buyers and
sellers for each other. If disagreements about feedback are
not settled automatically by disputant parties, then a trained
professional may guide participants to reach solutions. Once
a fully automated process for reaching settlements has been
developed, it will potentially improve on the use of human
mediators as it would be wholly impartial, highly efficient,
and involve a low cost.

7. Conclusions and Future Work
In this paper, we proposed a generative model to predict

whether a settlement would be reached by disputants in the
eBay Motor vehicle corpus. The topics discovered by dis-
pute negotiation model (DNM) were related to transaction,
subject mattes, and mediation. The coherence score of each
topic using the 5 most salient words showed that the learned
topics were highly coherent. In a quantitative evaluation
of settlement classification, DNM outperformed SVM on
precision, recall, and F-measure. In testing the predictive
power of the DNM by using derived features from DNM
to train a classifier, DNM + SVM achieved comparable
performance to SVM with higher efficiency.

These results are encouraging. The next step for predicting
whether an agreement will be reached by disputants is to
design a pair of supervised models for settlement prediction.
The first model would have a resolution label upstream
pointing to a node representing the topic divergence of
disputant parties. This model would be based on the as-
sumption that disputant parties come to a negotiation with
a predetermined approach about whether they are willing to
agree to the settlement (in this case to withdraw a negative
rating). We are also interested in the reverse problem that
has the resolution label downstream. In that case, we assume
that disputant parties have a predetermined approach about
topics to be discussed and will wait to see if negotiation can
help resolve their conflict.

The ultimate research goal is to design an automated
dispute resolution process where the model can identify
the interests and positions of disputants and assess their
priorities from their negotiations. In future work we will
explore such a model using derived psychological, lexical,
and cohesion-based features from Coh-Metrix [18] and
LIWC [19] methods. The hope is that using bag of derived

features would yield performance gains over the bag-of-word
features used in this study.
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Abstract— Automatic information extraction (IE) has
emerged as a critical tool for commercial, industrial, and
governmental applications that are confronted with an ex-
plosive growth of digital information. Within the framework
of information extraction a hierarchy of objectives exists,
many of which are heavily dependent upon the automatic
recognition of people, places, and organizations—or, more
specifically, named entities—in text documents. In this paper,
we present a probabilistic approach to aggregating the
results of multiple existing entity extraction technologies.
The key achievements presented include: (i) the ability
to quantify uncertainty in individual extractors and their
parameter estimates, and (ii) increased robustness to the
over-fitting commonly observed when individual extractors
are trained and evaluated on data from different sources
By utilizing Bayesian Model Averaging (BMA), we develop
a coherent, data-driven approach for estimating posterior
distributions over extracted entities. We demonstrate our
approach on several data sets widely used in named entity
extraction. The results compare favorably to existing off-
the-shelf approaches in traditional settings, as well as in
settings where training data are not representative of data
encountered under operational conditions.

Keywords: Entity extraction, bayesian model averaging

1. Introduction
The explosion in the number of electronic documents

(e.g., news articles, blogs, and emails) brought about by the
advent of the internet and related technologies has made
the automatic processing of text increasingly critical. In
particular, systems that perform knowledge discovery based
on information extracted from text are of growing interest to
commercial, industrial, and governmental organizations, as
they support analysis, decision making, and the development
of strategies and policies. Since named entities (e.g., persons,
places, and organizations) and their relationships often con-
stitute a significant portion of the information content within
source text, named entity extraction (NEE) has emerged as
a key component of these systems.

The purpose of NEE is to automatically identify refer-
ences to real-world named entities within structured or un-
structured text documents, often as part of a more extensive
information extraction and analysis effort. Success in this
task depends upon accuracy in both the segmentation of text
into entity and non-entity regions, as well as the classifica-
tion of entity regions according to a prescribed (and often

hierarchical) collection of entity types. NEE has received
considerable attention from the natural language processing
(NLP) and, more specifically, information extraction (IE)
communities, as evidenced by competitive evaluation tasks
such as the Message Understanding Conference (MUC) [1]
and the Conference on Computational Natural Language
Learning (CoNLL) [2]. Numerous algorithms have been pro-
posed for NEE and have been incorporated into knowledge
systems in both research and operational settings.

In an effort to improve upon these systems, some re-
searchers have investigated techniques for combining multi-
ple “base" extraction algorithms into an “aggregate" extrac-
tion algorithm. These include methods such as voting [3],
[4], stacking [5], or using classifiers for combination [6].
Results from these efforts have demonstrated that further
gains can indeed be obtained by leveraging the respective
strengths of different extractors.

In this paper, we introduce an aggregation technique based
on the principle of Bayesian Model Averaging (BMA).
Using the framework discussed in [7], our BMA-based
approach estimates a posterior probability distribution over
ground-truth hypotheses (i.e. possible segment label assign-
ments) for a “meta-entity"—a region of text defined by the
union over individual extractor entity segmentations. This
is accomplished as follows: 1) a meta-entity is constructed
from the joint output of the constituent base extractors; 2) a
“hypothesis space" consisting of possible label assignments
to the meta-entity segments is formed; 3) each extraction (i.e.
base or aggregate) algorithm produces a distribution over the
hypothesis space; and, finally 4) BMA is used to combine
the hypothesis probability estimates produced by each of the
algorithms based on the respective model posteriors.

This methodology aims to improve on existing extraction
techniques in two respects: 1) reducing the variability in
performance by accounting for uncertainty associated with
individual model estimates, and 2) increasing robustness
to the over-fitting frequently associated with training and
evaluating on data from different sources. Moreover, unlike
many existing aggregation methods, this approach produces
a true posterior distribution over possible “hypotheses",
thereby enabling the confidence in the extracted data to be
quantified.

To present a comprehensive background, Sections 2 and
3 provide a description of the major categories of entity
extraction algorithms and common combination techniques,
respectively. Section 4 describes the BMA approach and
its application to NEE, followed by a discussion of model
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estimation and implementation in Section 5. Experimental
results are presented and discussed in Section 6, with con-
clusions and future directions following in Section 7.

2. Entity Extraction Algorithms
Although the substantial investments made by the NLP

and IE communities in NEE have generated numerous ap-
proaches for solving this problem, these diverse methods can
be roughly grouped into a few major categories. These cate-
gories include rule-based approaches as well as supervised,
semi-supervised, and unsupervised learning methods. In this
section, we provide a brief overview of their respective
characteristics.

In a rule-based NEE system, entities are identified via
a set of rules typically triggered by lexical, syntacical and
grammatical cues. These rules are often hand-crafted using
linguistic or corpus-based knowledge, and the triggering
process is modeled as a finite-state transducer. A simple
example of this approach is template matching via regular
expressions. While such an approach can be effective and
robust to shifting operational conditions, in cases where
sufficient representative data exist, rule-based systems are
typically outperformed by statistical learning approaches.

Supervised learning—the current state-of-the-art paradigm
for NEE—utilizes features derived from text to infer decision
rules that attempt to correctly identify and classify entities.
Positive and negative examples of entities used to train the
algorithm are obtained from a large collection of manu-
ally annotated documents. The particular learning algorithm
employed varies based upon application-specific limitations
and/or specifications, but the most widely accepted include
support vector machines (SVMs), decision trees (DTs),
hidden Markov models (HMMs), maximum entropy models
(MEMs), and conditional random fields (CRFs).

While supervised learning methodologies generally per-
form quite well in an ideal operating environment (i.e.,
having plentiful representative data for training), they tend to
be highly vulnerable to evolving or sparse data conditions.
Semi-supervised (or “weakly supervised") and unsupervised
methods attempt to address these issues by circumventing
the need for extensive manual annotation.

Specifically, semi-supervised learning is generally an iter-
ative procedure in which a small number of labeled “seed"
examples are used to initiate the learning process. The
algorithm subsequently generates new training examples by
applying the learning from the previous step to unannotated
data. The process is repeated until no new examples are
generated. One typical approach involves identifying con-
textual clues from the seed examples and attempting to find
new examples that appear in similar contexts. New context
information and additional examples are then obtained in an
iterative fashion.

Unsupervised learning algorithms, on the other hand,
require no annotated data for training. Generally they rely

on clustering methods to group named entities based upon
similarity of context. Alternative approaches rely on external
lexical resources, lexical patterns, and on statistics computed
over a large unannotated corpus.

3. Combination techniques
With the variety of extraction algorithms available, a

natural extension to traditional NEE approaches is to com-
bine these algorithms—and, consequently, their underlying
models—in an attempt to achieve improved performance.
The expectation is that these algorithms will collectively
use rich and diverse feature representations and will pos-
sess complementary characteristics that can be leveraged to
enhance positive attributes (e.g., low false alarm or miss
rates) while mitigating their individual weaknesses. The most
straightforward and intuitive of such approaches utilizes a
voting mechanism. Voting techniques examine the outputs of
the various models and select the classification with a weight
exceeding some threshold. Variations in the voting mecha-
nism employed typically differ in regard to their weighting
scheme for individual models. Example voting methods
include at-least-N “minority" voting [4] and weighted voting
via SVMs [3].

A more sophisticated combination scheme discussed in [?]
interpolates a word-conditional class probability distribution
across the base extractors BEn

1 = BE1,BE2, . . . ,BEn,
where the class, C, corresponds to a word’s position relative
to a named entity (start/within/end/outside). This distribu-
tion, P (C|w,BEn

1 ), is interpolated using weights estimated
from training data.

One limitation common to many of these methods is their
failure to account for the local context of a word or entity
of interest. A CRF model, as proposed by [6], addresses this
shortcoming and was shown to yield enhanced performance.

An alternative to the parallel combination techniques
described above is the serial process of stacking [5]. In
stacking, two or more classifiers are trained in sequence
such that each successive classifier incorporates the results
of those preceding it. Of course, the above combination
approaches can themselves be combined to produce a new
methodology, as demonstrated in [8].

Recently, [Lemmond11] proposed a new parallel com-
bination technique based on a “pattern" representation of
base extractor output. Specifically, this pattern-based meta-
extractor (PME) utilizes a pattern that encodes the joint
characteristics of the combined extractor output, D, and
(implicitly) their associated errors. The union of overlapping
base extractor output regions—the “meta-entity"—provides
the textual extent over which a pattern is encoded.

By observing the frequency of these patterns jointly with
similar encodings of ground-truth labels for an annotated
“evaluation" set, we can compute an estimate of the probabil-
ity of a hypothesized ground-truth, h, given an observed joint
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extractor output d. We then select the hypothesis according
to

h′ = argmax
h∈Ω

p(h|d,~h, ~d) (1)

where Ω is the set of possible hypotheses for a given
meta-entity and p(h|d,~h, ~d) is the estimated probability of
hypothesis h given an observed output d and the evaluation
set (~h, ~d).

One notable property of the PME methodology is that
it models the joint characteristics of base extractors and
the errors they are likely to produce without knowledge
of the underlying algorithms or their individual error pro-
cesses. As such, each base extractor can be regarded as a
“black box" whose output alone is necessary for aggregation.
This distinctive characteristic of the PME enables it to
address practical issues such as language independence and
proprietary restrictions of base extractors. Another notable
property is that this method yields a probability estimate for
each possible ground-truth hypothesis, facilitating the use of
BMA, which is discussed in Section 4.

4. Bayesian Model Averaging
Bayesian Model Averaging (BMA) is a statistical tech-

nique designed to account for the uncertainty inherent in
the model selection process [9]. This is sharply contrasted
with the typical statistical approach in which a single model
is selected from a class of models, and fitting proceeds as
if this model had generated the data at hand. In NEE, it
is common for a single extraction algorithm to be selected
a priori and its parameters estimated, or for a collection of
algorithms to be combined according to a single aggregation
rule. Consequently, NEE represents an appropriate domain
for the application of this model averaging technique.

BMA is used to estimate a posterior probability distribu-
tion, π, over the value of interest, ∆, given the available
data, D, by integrating over a class of models, M, and the
model parameters. This can be expressed as

π(∆|D) =
∑

M∈M
P (M |D)π(∆|M,D)

where P (M |D) is the model posterior and π(∆|M,D) is
the posterior distribution of the value of interest produced by
the model M . Thus, BMA provides a principled mechanism
for combining the posterior distributions produced by the
individual models by weighting each model in proportion
to its posterior probability. Using Bayes’ rule, this model
posterior can be calculated as

P (M |D) =
P (M)P (D|M)∑

M∈M P (M)P (D|M)
. (2)

Furthermore, the posterior expectation and variance can be
computed as a function of the individual model estimates of

the respective quantities. Specifically,

E(∆|D) =
∑

M∈M
P (M |D)E(∆|M,D)

and

var(∆|D) =
∑

M∈M
P (M |D)(var(∆|M,D) + E(∆|M,D)2)

− E(∆|D)2.

5. Models, Estimation, and Implementa-
tion

As previously mentioned, the general NEE task consists
of both the segmentation of text into entity and non-entity
regions and the classification of entity regions according
to entity type. Within the meta-entity framework, however,
this task reduces to a modified classification problem. More
formally, the classification consists of identifying the correct
hypothesis h′ from the set of possible hypotheses h ∈ Ω
given the observed output d and the training data (~h, ~d). In
our case, we use a maximum a posteriori (MAP) decision
rule:

h′ = argmax
h∈Ω

p(h|d,~h, ~d).

This hypothesis probability estimate is model-dependent.
To address the uncertainty inherent in model selection, we
can reformulate the estimate within the context of model
averaging as

p(h|d,~h, ~d) =
∑

M∈M
P (M |~h, ~d)p(h|d,~h, ~d,M). (3)

where the model posterior does not depend upon the newly
observed output—i.e., P (M |~h, ~d) = P (M |d,~h, ~d)—and the
posterior distribution of h produced by algorithm M is
weighted based on the training data.

Aggregating the output of base and/or aggregate extraction
algorithms via BMA requires that we specify a model to
describe the relationship between extractor output and the
underlying truth entity. We begin by assuming that ground
truth is generated by the extractor output (by a fixed con-
ditional distribution) where meta-entities are exchangeable
within the corpus. This assumption allows a “bag-of-meta-
entities" approach similar to the bag-of-words approach of
[10] to be employed, with the distinction that, a bag is
formed with respect to the corpus rather than an individual
document.

First, consider the ground truth hi and extractor output
di associated with the i-th of n meta-entities extracted,
and denote the evaluation set as ~h = (h1, . . . , hn) and
~d = (d1, . . . , dn). A generative process producing hi under
model M is given by

li|M ∼ Poisson(γM )

di|M, li ∼ Multinomial(βMli)
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hi|M,di ∼ Multinomial(~θMdi
)

where li is the length of the i-th meta-entity. That is, a new
pair hi, di can be generated by (1) drawing the meta-entity
length li from a Poisson distribution, (2) drawing the joint
extractor output di from a multinomial over all joint outputs
of a given length, and finally (3) drawing the ground truth
hi from a multinomial conditioned upon di. The dimension
of the multinomial distribution over ground truth—and,
consequently, the parameter vector ~θ—depends upon di—
specifically, length li of the meta-entity determined by di.
The number of possible representations of the truth under
the well-known BIO (begin/inside/outside) model is equal
to all sequences of B-I-O where an O can not immediately
precede an I. The rate of growth can therefore be described
by the recursive formula al = 3al−1−al−2 based upon [11]
where l is the length of the meta-entity and (a0, a1) = (1, 2).

The overall likelihood for the data (~h, ~d) under model M
can be computed according to

p(~h, ~d|~θ, ~β, γ) =
n∏

i=1

p(hi|~θMdi
)p(di|βMli)p(li|γM ) (4)

where p(di|M, li) and p(li|M) can either be modeled or
taken as exogenous in which case they do not contribute to
the likelihood. Ultimately, a total of

∑
M∈M |DM | multino-

mial models for h|d must be estimated, where DM is the
collection of multinomials whose size grows at a rate of
abl with b representing the number of constituent extractors
whose output is modeled. In practice, meta-entities of length
greater than 5 are rarely observed limiting the actual number
of fitted models.

Traditionally, there are two primary challenges encoun-
tered when implementing model averaging: (1) summing
over the possibly large class of models,M; and (2) comput-
ing the model likelihood, P (D|M), which involves integrat-
ing over all possible model parameter values. In the case of
extraction algorithms, however, we only address the latter,
as the classes of models considered are small and efficient
enough to be readily enumerated and evaluated.

The model likelihood is determined by integrating over
all possible parameter values and is given by

P (~h, ~d|M) =

∫
p(~h, ~d|M, ~θ, ~β, γ)P (~θ, ~β, γ|M)d~θd~βdγ.

(5)
Rather than attempt to evaluate this integral directly, we

approximate it by evaluating the likelihood given a point
estimate in place of the integral—not an uncommon practice
[12]. For example, when hi is taken as the sole random
component then P (~h, ~d|M) ≈ P (~h, ~d|M, θ̂). One compli-
cation of this approach is the potentially varying amount
of evaluation data available for estimating the different
multinomial models. A simple model likelihood (or log-
likelihood) calculation would have the undesirable effect of
penalizing models with more evaluation data. Additionally,

the exponential dependence of the likelihood on the propor-
tion of correctly classified samples potentially places almost
all of the probability mass on a single model [12]. To address
this issue, we choose, instead, to compute the mean log-
likelihood of the model.

The practical issues of BMA for NEE are not limited to
those mentioned above. Additional considerations include
parameter estimation, the form of the output of the extraction
algorithms, the class of models, and the model priors. These
are discussed below.

5.1 Parameter Estimation
Recall from Section 5 that, under the meta-entity frame-

work, a model M consists of a set of multinomial models
DM , each of which has a set of parameters ~θ that must be
estimated. A reasonable approach is to perform maximum
likelihood parameter estimation, but difficulties arise when
faced with potentially small amounts of training data. To
address this, we employ a Bayesian estimate using a non-
informative Dirichlet prior D(α, . . . , α). Using the posterior
expectation as the parameter estimate yields

θ̂Mdh =
nMdh + α

nMd + alα

where nMdh denotes the number of training examples of
under model M , extractor output d, and ground-truth hy-
pothesis h, and nMd =

∑
h∈Ω nMdh. The estimates of ~β

are similarly obtained.

5.2 Classification
Frequently, the task of classification is separated into

two paradigms: 1) Hard classification; and 2) Soft clas-
sification. Here we focus on hard classification. Referring
to equations 2 and 3, there are two places which require
attention in the implementation for BMA: 1) the computation
of the model posteriors via model likelihood P (~h, ~d|M);
and 2) the posterior predictive distribution p(h|d,~h, ~d,M).
The latter is easily resolved, as under a hard classification
p(h = h′|d,~h, ~d,M) = 1 for the assigned class h′ and 0 for
all others.

The computation of likelihood P (~h|~d,M, ~θ) is almost
as easily handled. The likelihood is computed by taking a
product of the probability that each training observation is
classified correctly. That is,

P (~h|~d,M, ~θ) =
∏
h∈Ω

θ̂nMdh

Mdh (1− θ̂Mdh)nMd−nMdh

where θMdh = 1 − ε and ε is an error rate associated with
the algorithm [13].

5.3 Model Priors
Two types of priors figure into the BMA framework: 1)

p(~θ|M), a prior on the parameters given the model; and
2) p(M), a prior distribution over the possible models.
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Although non-informative priors are typically desirable for
the parameters of a given model, these distributions have
been shown to be somewhat less effective when specified
over a class of models [14]. As noted in Section 5.1,
we use a Dirichlet prior for the multinomial distribution
parameters. With regard to the prior distribution over models,
we consider several options, discussed below.

1) Uniform A uniform prior, P (M) = 1/|M|, over the
class of models results in a probability distribution
which tends to place more weight on simple models.
This is a result of the composition of the model classes
and the fact the joint output of more complex models
has a higher dimensionality decreasing likelihood.

2) Complexity based A prior that places proportionally
more weight on the more complicated models can be
used to produce a model posterior that more evenly
distributes probability over the class of models. In our
case, if the joint output space of k extractors grows at
a rate of ak then consider p ∝ ak.

3) Exact Match Rate An empirical or subjective prior
based on the overall performance of a given model
can also be used. One reasonable option is

P (M) ∝ EM

where EM is the exact match rate, or frequency which
the extractor output is identical to the ground truth,
associated with model M .

5.4 Model Classes
The class of models M may be formed in a number

of ways, although some of the most interesting focus on
addressing a paucity of training data. Typically more com-
plicated aggregation models that account for joint behavior
of the constituent extractors require estimating many param-
eters leading to less reliable estimates than those obtained
under simpler frameworks.

1) Off-the-shelf algorithms The output of any collection
of existing entity-extraction algorithms can be easily
handled within the model averaging framework. First,
a meta-entity is constructed relative to the joint output
of the collection. Second, the output of each algorithm
is recorded relative to the joint and the error prob-
abilities are calculated. Finally, a prediction is made
on the newly extracted data by evaluating the model
posteriors relative to the joint output.

2) Pattern and likelihood algorithms The pattern algo-
rithm and likelihood algorithms developed by [7] both
use the meta-entity construct and are thus naturally
suited to determine the class of models. The per-
formance of these algorithms can vary substantially
based upon characteristics of the joint extraction. For
example, under the pattern algorithm there are fewer
training examples for longer joint outputs, resulting
in parameter estimates with higher variability. Within

the pattern algorithm framework these problems can
be addressed by considering subsets of extractors, or
by making independence assumptions., By considering
various subsets of extractors a model posterior prob-
ability can be calculated which reflects the relative
confidence in a specific subset, and similarly for the
independence-based approach.

3) Unions In general, any combination of model classes
can be combined for BMA, provided that the con-
stituent outputs are represented under the meta-entity
framework, thereby transforming the problem into one
of classification.

6. Experiments
We investigate the performance of BMA from several

directions. First, we examine the impact of the tuning
parameters and model classes. Second, the performance is
compared with other state-of-the-art extraction technologies
in a number of different operational settings.

Each experiment was performed utilizing annotated data
sets. These datasets include those widely used by the NEE
community MUC6, MUC7, and CONLL which are com-
prised of 7617, 11969, and 26872 entities respectively. It
should be noted that although these data sets were manually
annotated using a common set of guidelines inter-annotator
disagreement produced F-measures of 0.96 to 0.97.
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Fig. 1: A comparison of complexity based prior weighting
across independence (left) and subset (right) based model
classes. The best performance was attained by balancing the
prior weights over the range of models. The independence
based model class performance was less dependent upon the
choice of prior weights, while the the subset class produced
the highest f-measure over all priors.

Four off-the-shelf extractors were used in these experi-
ments. They include (1) GATE, a rule-based extraction tool;
(2) LingPipe, an extraction tool based on Hidden Markov
Models (HMMs); (3) Stanford Named Entity Recognizer
(SNER), based on CRFs; and (4) BALIE, an extraction tool
that utilizes unsupervised learning. The model fitting and
evaluation was based on 10-fold cross validation applied
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Fig. 2: A comparison of performance for BMA using differ-
ent model classes and priors.

to the constituent base extraction algorithms. One of two
paradigms was used depending upon the nature of the under-
lying algorithm: 1) Base extraction algorithms whose output
was used directly were fit using the standard paradigm;
and 2) Aggregation-based algorithms employed a training-
training-test split of 45-45-10.

6.1 Model prior and class comparisons
As mentioned in Section 5, the choice of prior distribution

and the set of model classes are two practical issues of the
BMA approach. Here we explore the implications of these
choices with regard to performance in the NEE task. Three
model priors and three model classes were analyzed. The
model priors were 1) Uniform; 2) Complexity-based; and
3) Empirical based on exact match rate. The model classes
included 1) Off-the-shelf (or “base" extractors); 2) Subsets of
base extractors; and 3) Different base extractor independence
assumptions.

A first step in understanding the behavior of this approach
is to study the sensitivity of model averaging to the prior

distributions over model class and model parameters. We
begin by examining these relationships and inferring the
optimal choices for future predictions by training our model
on MUC6 and evaluating its performance on MUC7. Figure
1 plots F-measure on the y-axis versus the mean complexity
of a given combination of extractors on the x-axis where
the mean complexity is computed as

∑
M P (M)cM/|M|

with cM denoting the number of base extractors jointly
modeled. Instead of exploring all possible forms of P (M)
only unimodal functions were considered on the premise that
in general either the more complicated or simpler models
need to be weighted more heavily. Each line in the two
panels represents a combination of model prior α and a
model class, independence or subset.

The plots in figure 1 show that the optimal weighting
scheme emphasizes the importance of more complicated
joint models. When the individual model posterior ex-
pectations were relatively even, more complicated models
dominated, deferring to the less complicated extractors when
insufficient training data were available or the complicated
models were poor predictors. Interestingly, the choice of α
for the non-informative Dirichlet prior had a very limited
effect on f-measure while a highest f-measure was attained
at α = 1.5, decreasing the alpha to .1 or .01 did correspond
to a pronounced decrease in performance. This result may
stem from the importance placed on accurate estimation of
the most likely hypothesis by the MAP decision rule, i.e.
accurate estimation of the probability of the most likely
hypothesis is aided by larger values of α although this po-
tentially causes the probabilities of the less likely hypotheses
to be overestimated which is of no consequence under this
paradigm.

Figure 2 presents boxplots of performance of the various
model class and prior combinations as determined by F-
score. The boxplots were generated using 1000 bootstrap
samples of the weighted F-score from the 10 cross-validation
folds. Weighting was determined by the number of ground-
truth entities within each fold. Figure 2(a) shows results in
which the training and test data originated from the MUC6
data set (the “matched" data condition) and Figure (b) shows
results in which training data originated from MUC6 and test
data from CoNLL (the “mismatched" data condition).

The first noteworthy result is that a substantial perfor-
mance difference exists between the base extractor model
class and those of extractor subsets and extractor indepen-
dence. Between the subsets and independence, no notable
difference exists. The base extractor models fail to leverage
joint information from any of the extractors, and poorer
performance results. Also of note, is the performance dif-
ference between the matched and mismatched conditions. A
moderate degradation is observed when testing on a data set
differing from the training data set, though the pairing of the
subsets model class and the complexity-based prior seems
particularly robust. Lastly, we see that, regarding the model
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Fig. 3: A comparison of BMA performance to majority rule
and the pattern meta-entity extractor (PME).

prior, the complexity-based prior appears to perform as well
or better than the other two across both model classes and
evaluation conditions.

6.2 Alternate algorithm comparisons
In addition to analyzing differences among the various

extraction systems within the BMA framework, analyzing
BMA relative to alternate extraction algorithms is naturally
of interest. Here we compare a single BMA system—the
subsets model class with the complexity-based prior–to a
majority rule approach and the basic pattern meta-entity
extractor (PME) system. Figure 3 presents these results in
the same fashion as above.

For the matched data condition, the performance of ma-
jority rule, PME, and BMA are rather similar. Majority rule
does appear to lag behind PME and BMA performance is
slightly higher than PME, but the difference across systems
is small. This is in contrast to the mismatched condition, in
which majority rule performance degrades dramatically, but
that of PME and BMA do so only moderately.

7. Conclusions
Utilizing bayesian model averaging, we have demostrated

an approach to entity extraction which is capable of: (i)
reducing the variability in performance by accounting for
uncertainty associated with individual models, and (ii) in-
creasing robustness to over-fitting associated with training
on a single corpus. In practice, developing priors based
on the complexity of the constituent models produced the
best results in terms of F-measure. We observed that while
model class and selection of a prior are separate components
of the process they should be considered simultaneously.
Additionally, this approach can be applied to a wide variety
extractors and aggregation algorithms as they are all treated
as “black boxes".

8. Acknowledgments
This work was performed under the auspices of the U.S.

Department of Energy by Lawrence Livermore National
Laboratory under Contract DE-AC52-07NA27344.

References
[1] R. Grishman and B. Sundheim, “Message understanding conference-

6: A brief history,” in Proceedings of the 16th conference on Com-
putational linguistics-Volume 1. Association for Computational
Linguistics, 1996, pp. 466–471.

[2] E. Tjong Kim Sang and F. De Meulder, “Introduction to the CoNLL-
2003 shared task: Language-independent named entity recognition,” in
Proceedings of the seventh conference on Natural language learning
at HLT-NAACL 2003-Volume 4. Association for Computational
Linguistics, 2003, pp. 142–147.

[3] D. Duong, J. Venuto, B. Goertzel, R. Richardson, S. Bohner, and
E. Fox, “Support vector machines to weight voters in a voting system
of entity extractors,” in International Joint Conference on Neural
Networks, 2006, pp. 1226–1230.

[4] N. Kambhatla, “Minority vote: at-least-N voting improves recall
for extracting relations,” in Proceedings of the COLING/ACL on
Main conference poster sessions. Association for Computational
Linguistics, 2006, pp. 460–466.

[5] R. Florian, “Named entity recognition as a house of cards: Classifier
stacking,” in proceedings of the 6th conference on Natural language
learning-Volume 20. Association for Computational Linguistics,
2002, pp. 1–4.

[6] L. Si, T. Kanungo, and X. Huang, “Boosting performance of bio-
entity recognition by combining results from multiple systems,” in
Proceedings of the 5th international workshop on Bioinformatics.
ACM, 2005, pp. 76–83.

[7] T. Lemmond, N. Perry, J. Guensche, J. Nitao, R. Glaser, P. Kidwell,
and W. Hanley, “Enhanced named entity extraction via error-driven
aggregation,” in Proceedings of 6th ICDM, 2010.

[8] D. Wu, G. Ngai, and M. Carpuat, “A stacked, voted, stacked model
for named entity recognition,” in Proceedings of the seventh confer-
ence on Natural language learning at HLT-NAACL 2003-Volume 4.
Association for Computational Linguistics, 2003, pp. 200–203.

[9] G. Claeskens and N. Hjort, Model Selection and Model Averaging.
Cambridge University Press, 2008.

[10] Z. Harris, “Distributional structure,” Word, 1954.
[11] J. Perry, Number of 31-avoiding words of length n on alphabet 1,2,3

which do not end in 3. ATT Research Laboratory, 2003.
[12] P. Domingos, “Bayesian Averaging of Classifiers and the Overfitting

Problem,” in Proceedings of the 17th ICML, 2000, pp. 223–230.
[13] M. Kearns and U. Vazirani, An introduction to computational learning

theory. MIT Press, 1994.
[14] J. Hoeting, D. Madigan, A. Raftery, and C. Volinsky, “Bayesian model

averaging: A tutorial (with discussion),” Statistical Science, vol. 14,
no. 4, pp. 382–417, 1999.

194 Int'l Conf. Data Mining |  DMIN'12  |



Location-Based Burst Detection Algorithm

in Spatiotemporal Document Stream
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Abstract— The recent increasing interest in consumer

generated media has resulted in numerous studies on

extracting topics from documents in micro blogs. These

documents are usually arranged in a temporal order and

hence are represented as a document stream. This study

focuses on a document stream that consists of documents

containing creation time and location information. This

type of document stream is referred to as a spatiotem-

poral document stream. We propose a novel algorithm

for detecting location-based bursts in a spatiotemporal

document stream. To evaluate the new location-based

burst detection algorithm, we use an actual spatiotemporal

document stream composed of crawling tweets on Twitter.

Experimental results show that the algorithm can detect

location-based bursts that vary with user location.

Keywords: spatiotemporal data; text mining; burst detection;

consumer generated content; topic detection and tracking;

1. Introduction
With the recent increasing interest in consumer gen-

erated media, a large number of documents are continu-

ously created on the Internet. The number continues to

exponentially increase specially owing to the widespread

use of micro blogs (e.g., Twitter, Facebook, and Google+)

for creating online documents [1]. The documents on the

Internet are usually arranged a temporal order and hence

are represented as a document stream. Topic extraction

from a document stream has recently been gaining in-

creasing attention and numerous studies on the text mining

domain have been conducted [2], because the contents of

these documents include variety types of hot topics such

as news, social events, geographical topics, hobbies, and

daily happenings.

Kleinberg’s burst detection algorithm [3], [4] is one

of the most effective techniques to extract topics from

a document stream. Kleinberg defines a bursty word as

a word that increasingly occurs in a document stream.

Some words are highly bursty in the sense that the

frequency of their occurrences spike when a particular

event attracts public attention. Kleinberg’s burst detection

algorithm aims to find certain time periods in which there

is a high frequency of the occurrence of words. When

a word related to an attention-attracting event becomes

highly bursty, the interarrival time between documents that

include the word becomes smaller during particular time

period. Therefore, this time period when a word becomes

highly burst can be detected using the interarrival time

between the documents.

Recently, the widespread use of smart devices with a

global positioning system and geographical applications

have resulted in an increase in the number of documents

with location information (e.g., geotag). Consequently,

many documents in a document stream not only have a

creation time but also contain location information. In

other words, documents in a docment stream have a spa-

tiotemporal order. The contents of these documents include

topics that are closely related to a particular location.

Therefore, we need to detect burstiness while considering

location information. However, there have been no atten-

tion on location-based burst detection algorithms.

If topic “A” is a hot topic in a particular region “B,” then

it contains useful information in the vicinity of region “B.”

However, topic “A” is not useful for users far away from

region “B.” In this case, we need to detect burstiness by

considering location. While topic “A” has to be presented

as a highly bursty topic for users in the vicinity of region

“B,” it has to be presented as not highly bursty for users

far away from region “B.” To satisfy this requirement, it

is necessary to integrate location information into burst

detection algorithms.

This study focuses on a document stream that con-

sists of documents containing creation time and location

information. We call this type of a document stream

spatiotemporal document stream (SDS). In this paper,

we propose a novel method for detecting location-based

bursts in SDS. The main contributions of our study are as

follows:

• To enable easy handling of SDS, we define the data

model of a document in SDS.

• To detect location-based bursts in SDS, we extend

Kleinberg’s burst detection algorithm. In our exten-

sion, the influence factor of a document is defined

as the distance between a user and the location

where the document was created. The location-based

burst detection algorithm adjusts the burst using the

influence factor of the document.

• To evaluate the new location-based burst detection al-

gorithm, we use an actual SDS composed of crawling

tweets on Twitter. The experimental results show that

the algorithm can detect location-based bursts that

vary with user location.

The rest of the paper is organized as follows: Section

2 discusses the related work. Section 3 presents a brief

explanation on Kleinberg’s burst detection algorithm. Sec-

tion 4 presents the problem definition of location-based

burst detection and a novel method for burst detection in
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SDS. Section 5 shows the experimental results. Finally,

section 6 concludes this paper.

2. Related Work

Since the Internet gained widespread use, topic de-

tection and tracking [5] has been the most important

research area in the text mining domain. In particular,

because of the wide spread creation of various online

documents on the Internet, there have been many studies

on topic detection and tracking in document streams. To

detect topics in a document stream that have attracted

many people, burstiness is the simplest but the most

effective criterion. Therefore, with the increased interest

in extracting topics from online documents, such as news,

message boards, blogs, micro blogs, several algorithms

have been developed to detect bursts in document streams

[3], [4], [6], [7], [8], [9], [10], [11].

There are a number of studies on burst detection al-

gorithms. The most significant impact on many studies

is Kleinberg’s burst detection algorithm [3], [4]. It is

based on a queuing theory for bursty network traffic. The

details of the algorithm are explained later. It is used for

various document streams such as e-mail [3], blogs [11],

online publications [12], bulletin board, and social tags

[13]. Moreover, there are some studies about the extension

of Kleinberg’s burst detection algorithm. In particular,

Qi He et al. [14] proposed a clustering algorithm for

documents in a document stream that uses bursty feature

representation as a feature vector for clustering. Leskovec

et al. [15] formulated memes as patterns of words by using

a scalable clustering approach.

Recently, geographical topic detection and tracking [16],

[17], [18], [19] has been attracting increasing attention,

because the number of geographical documents have been

increasing on the Internet. Sakaki et al. [16] proposed

a model for real-time event detection using tweets on

Twitter. To detect the location where an event has occurred,

they used Kalman filtering and particle filtering, which

are widely used for location estimation in ubiquitous

computing. Cheng et al. [17] developed a classification

method that uses words in tweets with a strong local

geo-scope and a lattice-based neighborhood-smoothing

model for refining the estimation of a user’s location.

Yin et al. [18] proposed a method to discover different

topics in geographical regions. Furthermore, Yang et al.

[19] developed a method to reveal the appearance and

disappearance of topics in different regions.

There are numerous studies on burst detection and

geographical topic detection and tracking. However, to the

best of our knowledge, until now, there is no study that

attempts to detect location-based bursts in SDS. This paper

describes a data model for SDS and proposes a method

for detecting location-based bursts. If location-based bursts

can be detected in SDS, we can provide topics that are

accurate and helpful for users who want to know local

information.

document stream
t

document stream

interarrival time xt

dt!1 dt dt+1dt+2 dt+3 dt+4t 2 t 3 t 4

highly bursty

Fig. 1: Example of a Document Stream.

3. Preliminaries
This section presents the definition of a document

stream and a burst, and briefly explains Kleinberg’s burst

detection algorithm.

3.1 Document Stream

A document stream is similar to a data stream. It is

defined as a sequence of documents arranged in a temporal

order. Fig. 1 shows an example of a document stream. In

Fig. 1, the documents are posted in temporal order. The

time interval xt between document dt+1 and document dt
is called the interarrival time. Examples of a document

stream include, but are not limited to, tweets on Twitter.

Tweet i is represented as document di. The interarrival

time xi is defined as the time interval between the posting

time of tweet i+ 1 and that of tweet i.

3.2 Burst

As the number of documents that include a word related

to a particular event increases in a document stream,

the interarrival time between these documents becomes

smaller. A word is considered highly bursty during a

period in which the interarrival time is shorter than usual.

In addition, the period is described as bursty. For example,

in Fig. 1, the interarrival time between dt+1 and dt+2,

and that between dt+2 and dt+3 are smaller than the other

interarrival times. In this case, we can observe that this

period is highly bursty.

3.3 Kleinberg’s Burst Detection Algorithm

Kleinberg defined a model with an infinite-state automa-

ton in which bursts are represented as state transitions.

Assuming that there are m states in the automaton, each

interarrival time is a probabilistic output that depends on

the internal states of the infinite-state automaton. In the

model, a state is associated with a burstiness state and a

higher state indicates higher burstiness.

Let the sequence of interarrival times between docu-

ment postings be x = (x1, x1, · · · , xn). The problem is

defined to find an optimal state-transition sequence s =
(s1, s2, · · · , sn) to minimize the following cost function:

C(s|x) =

n−1
∑

i=1

τ(si, si+1) +

n
∑

i=1

(− ln fsi(xi)). (1)

The function τ(i, j) returns a state-transition cost from

state i to state j. It is defined as

τ(i, j) =

{

(j − i)γ lnn, if j > i,

0, otherwise,
(2)
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where γ(> 0) is a user-given parameter and n is the num-

ber of documents in the document stream being observed.

Equation 2 indicates that moving to a higher state incurs

a cost and moving to a lower state incurs no cost.

The function fk(xi) is the exponential density function

for the probability of outputting the interarrival time xi in

state k and defined as

fk(xi) = λke
−λkxi , (3)

where λk is the arrival rate of documents associated with

state k and is defined as

λk =
n

T
βk, (4)

where n is the number of documents, T is the entire time

range and β(> 1.0) is a user-given parameter. Equation 4

indicates that a higher state has a higher arrival rate.

The Viterbi algorithm for hidden Markov models, which

is a dynamic programming approach, is the most effec-

tive solution for determining an optimal state-transition

sequence s = (s1, s2, · · · , sn) to minimize Equation 1.

First, we calculate the following cost Cj(i):

Cj(i) = − ln fj(xi) +minl(Cl(i− 1) + τ(l, j)), (5)

where Cj(i) is the minimum cost of a state-transition

sequence that ends with state j at the i-th time-interval in

the document stream. Equation 5 can be calculated using

the previous (i− 1)-th Cl(i− 1) (0 ≤ l ≤ m− 1). Second,

we find the minimum cost in Cj(n)(0 ≤ j ≤ m − 1).
Suppose that the minimum cost in Cj(n)(0 ≤ j ≤ m− 1)
is Cmin(n). Finally, we trace back with Cmin(n) as the

starting point.

4. Location-based Burst Detection

This section presents the problem definition and a novel

burst detection algorithm for spatiotemporal document

stream (SDS).

4.1 Model and Problem Definition

Suppose that there are n documents in SDS. Let di
denote the i-th document in SDS; then di consists of four

items;

di =<idi, contenti, ctimei, cpositioni>, (6)

where idi is the identifier of the document, contenti
is the content (e.g., title, textdata, and tags), ctimei is

the creation time of the document, and cpositioni is the

location where di was created or is located (e.g., latitude

and longitude).

Fig. 2 shows an example of SDS comprising six docu-

ments. Each document di has its own creation time in the

time line and a location on the geographical coordinate

space.

Let W be a set of all words appearing in SDS.

The word time-series data wi is defined as wi =<

wordi, CTTi, CTPi>, where wordi ∈ W is string data,

CTTi is the creation time sequence of the documents that

ctime1 ctime2 ctime3ctime4 ctime5 ctime6
t

ctime1 ctime2 ctime3ctime4 ctime5 ctime6

ddd d dd d4d3d2 d5 d6d1

cposition6 cposition5

cposition2
cposition3

cposition4

geographical coordinate space

cposition1

geographical coordinate space

Fig. 2: Example of a Spatiotemporal Document Stream.

include wordi in their content, and CTPi is the location

sequence of the documents that include wordi .

CTTi = (ctti,1, ctti,2, · · · , ctti,tnum(i)), (7)

CTPi = (ctpi,1, ctpi,2, · · · , ctpi,tnum(i)), (8)

where tnum(i) returns the number of documents that

include wordi. The j-th element of CTTi is represented

as CTTi[j](= ctti,j).
For example, in Fig. 2, suppose that wordk is in-

cluded in three documents {d3, d4, d5}. In this case,

the creation time sequence of wordk is CTTk =
(cttk,1, cttk,2, cttk,3), where cttk,1 = ctime3, cttk,2 =
ctime4, and cttk,3 = ctime5. Similarly, the location

sequence of wordk is CTPk = (ctpk,1, ctpk,2, ctpk,3),
where ctpk,1 = cposition3, ctpk, = cposition4, and

ctpk,3 = cposition5.

Here, let the interarrival time sequence of wordi be

IATCTTi
= (iati,1, iati,2, · · · , iati,tnum(i)), where each

iati,j indicates an interarrival time:

iati,j =

{

ctti,j − stime, if j = 1,
ctti,j − ctti,j−1, otherwise,

(9)

stime is the start time of SDS.

The goal of this study is to detect the location-based

burst that varies with the user position up. In other words,

for each wi ∈W , find an optimal state-transition sequence

s = (s1, s2, · · · , sn) to minimize the C(s|IATCTTi
)

associated with up.

For instance, suppose that d3, d4, and d5 include the

k-th word wordk associated with an topic, and wordk
is highly bursty from ctime3 to ctime4 as defined by

Kleinberg’s burst detection algorithm. Then we need to

show users located at a distance from the document

creation location that wordk is not highly bursty. This

is because distant users are not interested in the topic. In

contrast, wordk is highly bursty for users in the vicinity

of the document creation location because nearby users

would be interested in the topic.

4.2 Main Concept

The simplest intuitive way to find location-based bursts

in SDS is to detect bursts from documents that exist around

users. Fig. 3 shows an example. There are two users;
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ctime1 ctime2 ctime3ctime4 ctime5 ctime6
t

ctime1 ctime2 ctime3ctime4 ctime5 ctime6
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cposition6 cposition5

user1
user2

cposition2
cposition3

cposition4

dist

geographical coordinate space

cposition1

dist

geographical coordinate space

Fig. 3: Cutoff-Distance-Based Burst Detection.

user1 and user2. Each user uses only the documents

that satisfy with distance(di, user) ≤ dist, where the

function distance returns the distance between di and the

user. The value of dist is a cutoff distance given as a

user-specific parameter. In Fig. 3, there is one document

within distance dist from user1. Moreover, there are three

documents within distance dist from user2.

This simple approach using cutoff distance is called

cutoff-distance-based burst detection. In this approach, for

each wi ∈ W , we find an optimal state-transition se-

quence s = (s1, s2, · · · , sn) to minimize C(s|IAT
CTT

′

i

),

where CTT
′

i is the creation time sequence of documents

that satisfy calc_distance(ctpi,j, up) ≤ dist. Function

calc_distance is returns the distance between the location

of document ctpi,j and the user position up.

Algorithm 1 shows the cutoff-distance-based burst de-

tection algorithm. First, we determine CTT
′

i from CTTi

by filtering using the cutoff distance dist. Function

append_sequence(S, item) appends item to the tail of

sequence S. Second, we generate the interarrival time

sequence IATCTT
′

i

. Finally, we find an optimal state-

transition sequence s = (s1, s2, · · · , sn) to minimize

C(s|IAT
CTT

′

i

) using function KBD.

Although the cutoff-distance-based burst detection is the

easiest way to detect bursts around users, it is largely

dependent on the cutoff distance. For example, suppose

that word k is highly bursty from ctime3 to ctime5 as

shown in Fig. 3, and user1 and the user2 are close.

However, the cutoff-distance-based burst detection shows

user1 that word k is not highly bursty because there is

only one document within dist that include word k. This

issue can be avoided by setting a large value for the cutoff

distance dist. This results in another issue: burst detections

are visibly affected by documents far away from users.

To address this issue, we integrate the influence factor

of a document into Kleinberg’s burst detection algorithm.

The influence factor of a document is defined as the

distance between a user and the location. The interar-

rival times are corrected using by the influence factors

of documents. Interarrival time is the main factor for

state transitions in Kleinberg’s burst detection algorithm.

Therefore, we correct the sequence of inter-arrival time

x = (x1, x2, · · · , xn) in accordance with the influence

factors of documents.

Algorithm 1: Cutoff-Distance-Based Burst Detection

input : cutoff distance dist, position of the user up,

word time-series data wi, and parameter list

for burst detection params

output: optimal state-transition sequence S

CTT
′

i ← () /* make a empty sequence */

for j ← 1 to |wi−> CTTi| do

ctp← wi−> CTPi[j]
if calc_distance (ctp,up) ≤ dist then

CTT
′

i ← append_sequence (CTT
′

i ,ctp)

IAT
CTT

′

i

← () /* make a empty sequence */

for j ← 1 to |CTT
′

i | do

if j = 1 then

pctt← stime

else

pctt← CTT
′

i [j − 1]

iat← CTT
′

i [j]− pctt

IAT
CTT

′

i

← append_sequence

(IAT
′

CTT
′

i

,iat)

s← KBD (IAT
CTT

′

i

,params)

return s

4.3 Algorithm

The location-based burst detection algorithm, unlike the

cutoff-distance-based approach, does not filter documents

according to distance. It corrects the sequence of inter-

arrival time IATCTTi
by using the influence factors of

documents including wordi. To correct the interarrival

time sequence x = (x1, x2, · · · , xn), time is added to

each interarrival time xi in accordance with the distance

between document di and the user. As a result, the

interarrival times of documents created far away from the

user become longer than their actual interarrival times.

We define the corrected interarrival time as follows:

iat
′

i,j =

{

ctti,j − stime+ δ(ctpi,j , up), if j = 1,
ctti,j − ctti,j−1 + δ(ctpi,j , up), otherwise,

(10)

where function δ returns a correction value.

Algorithm 2 shows the algorithm for location-based

burst detection. The algorithm uses all the documents that

include wordi. First, we generate the interarrival time

sequence IAT
′

CTTi
using by Equation 10. Second, we find

an optimal state-transition sequence s = (s1, s2, · · · , sn)
to minimize C(s|IAT

′

CTTi
) using function KBD.

There are two methods for interarrival time correction.

One is time-difference-based correction and the other is

forgetting-factor-based correction. These two correction

methods are described as follows:

Time-Difference-based Correction

In this correction, time difference is used for the calcu-

lation of correction value. The function calc_distance
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Algorithm 2: Location-Based Burst Detection

input : cutoff distance dist, user position up, word

time-series data wi, and parameter list for

burst detection params

output: optimal state-transition sequence S

IAT
′

CTTi
← () /* make a empty sequence */

for j ← 1 to |w−> CTTi| do

if j = 1 then

pctt← stime

else

pctt← w−> CTTi[j − 1]

iat← w−> CTTi[j]− pctt+ δ(wi−>
CTPi[j], up)

IAT
′

CTTi
← append_sequence

(IAT
′

CTTi
,iat)

s← KBD (IAT
′

CTTi
,params)

return s

returns the distance between location dp of the document

and user up and SP is Earth’s rotation rate.

δ(dp, up) =
calc_distance(dp, up)

SP
(11)

Forgetting-Factor-based Correction

In this correction, a forgetting factor[20], [21] is used to

calculate the correction value. Documents gradually lose

their weight (or memory) according to distances.

δ(dp, up) = total_time× αr,

r =
calc_distance(dp, up)− dmin

dmax − dmin

, (12)

where α is a forgetting factor, total_time is elapsed time

between the start time and current time, dmax is the max-

imum distance between the user and the locations where

the documents were created, and dmin is the minimum

distance between the user and the locations where the

documents were created.

5. Experimental Results

To evaluate the location-based burst detection algorithm,

we used an actual SDS that is composed of crawling tweets

on Twitter about typhoon Melor in 2009. The number of

tweets is 504. The time period is from 07:00:11 October 7,

2009 to 13:35:01 October 9, 2009. Typhoon Melor resulted

in landfall at the Chita Peninsula in Japan on October 8

after 5 a.m. (JST). Rainfall increased at many places; in

particular heavy rains were observed in Osaka, Mie, Tokyo

and the Saitama Prefecture. Fig.4(a) shows the path of

typhoon Melor.

In the experiments, we select two words; “wind” and

“rain,” which are the first and the second score in tf*idf

results respectively. When the typhoon was on its way

toward users, these two words generates the most interest.

SapporoSapporo

Osaka
NagoyaNagoya

FukuokaFukuoka

TokyoTokyo

(a) Typhoon track.
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Fig. 4: Typhoon Melor.

The five major cities of Japan, Fukuoka, Osaka, Nagoya,

Tokyo, and Sapporo are set as the users’ positions (Fig.

4(a)). Since the typhoon was headed toward areas near

Nagoya, it was a topic concern in the nearby cities of

Osaka and Tokyo at that time. The effects of the typhoon

began to first appear in Fukuoka because the typhoon went

from southwest to northeast. Futhermore, the effects of the

typhoon were felt last in Sapporo.

Fig. 4(b) shows the bursts of “wind” and “rain” which

are extracted using Kleinberg’s burst detection algorithm.

Parameter β is set to 1.1 and γ is set to 0.05. The typhoon

landed at 5:00 a.m. on October 8 and left the Japanese

islands in the evening. Both words are highly bursty

between the night of October 7 and the evening of October

8. The degree of burstiness for the word “rain” remained

high until the end of the time period. The damage to the

Japan islands from the typhoon not only due to wind but

also rain. Therefore, concerns about rain continued until

the end of the time period, where as concerns about wind

decreased earlier in the time period. This result indicates

that Kleinberg’s burst detection can extract the bursts of

words.

Fig. 5 shows the bursts of the word “wind” extracted

using the location-based burst detection algorithm. In the

graphs, TDC and FFC are the proposed method. TDC

indicates that time-difference-based correction is used and

FFC indicates that forgetting-factor-based correction is

used. CDBD indicates the Distance-Cutoff-based Burst

Detection method. In CDBD, the cutoff distance cutoff

is set to 150km. Fig. 5(a), Fig. 5(b) and Fig. 5(c) are the

results at Fukuoka. Fig. 5(d), Fig. 5(e) and Fig. 5(f) are

the results at Osaka. Fig. 5(g), Fig. 5(h) and Fig. 5(i) are

the results at Nagoya. Fig. 5(j), Fig. 5(k) and Fig. 5(l) are

the results at Tokyo. Fig. 5(m), Fig. 5(n) and 5(o) are the

results at Sapporo. Similarly, Fig. 6 shows the bursts of

the word “rain” extracted using the location-based burst

detection algorithm.

The graphs shows that the words “wind” and “rain” are

bursty in Fukuoka during the initial time period. Then, the

degree of burstiness quickly reduces. Since Fukuoka is the

most west of five cities, the attention paid to the typhoon

had risen there earlier than other locations. Moreover, since

the typhoon left far away from Fukuoka, the words “wind”

and “rain” became less interesting topics in Fukuoka.

Therefore, these results provide accurate information for

users in Fukuoka. Similarly, in Osaka, the burst appeared

from the time when only a few is late compared with

Fukuoka. Since it is closer to the typhoon than Fukuoka,
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Fig. 5: Results of Word “wind.”

the burst state of Osaka continued longer than that of

Fukuoka. Nagoya is the closest to where the typhoon

resulted in landfall. This resulted in those words being the

most bursty around the time of landfall. Tokyo is east of

Nagoya. A burst was initiated there slightly after Nagoya.

A burst appeared the latest in Sapporo as the typhoon

approached it last. Futhermore, the results accurately re-

flected the typhoon’s minimal influence in Sapporo.

On the other hand, CDBD detected the words “wind”

and “rain” are not bursty in Fukuoka and Supporo (Fig.

5(c), Fig. 5(o), Fig. 6(c) and Fig. 6(o)). This is be-

cause CDBD only considers documents within the cutoff

distance cutoff . Moreover, in CDBD, burst of “wind”

and “rain” appear in Tokyo when the typhoon made

landfall. The landfall location is not located within 150km.

Therefore, almost all documents are located in more than

150km from Tokyo. This resulted in no bursty appearance

in Tokyo at that time.

Fig. 7 shows the results of the word “wind” using

CDBD with four different cutoff distances in Tokyo. If

the cutoff distance is small, the period of burst is short,

whereas, if the cutoff distance is large, the period of burst

is long. In CDBD, it is difficult for users to select the

best cutoff-distance. The proposed location-based burst

detection algorithm dose not need any cutoff-distance.

Therefore, our algorithm can detect location-based bursts

easier and more correct than CDBD.

6. Conclusion

This study focuses on a document stream that consists of

documents containing creation time and location informa-

tion. We call this type of document stream a spatiotempo-

ral document stream (SDS). We propose a novel algorithm

for detecting location-based bursts in SDS. To evaluate

the new location-based burst detection algorithm, we use

an actual spatiotemporal document stream composed of

crawling tweets on Twitter. The experimental results show

that the algorithm can detect location-based bursts that

vary with user location. In future work, we need more

performance evaluations and comparsions with other work.
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Abstract—In this research, we propose method for measuring
the similarity between tables. Previously, the table based
approach was proposed, but the categorical scores indicating
how much the text is relevant to the given category may be
overestimated or underestimated by the given text length. As
the solution to the problem, in this research, we encode texts
into fixed sized tables, define the operation for computing
the similarity between two tables as a normalized value,
and characterize it mathematically. As the benefits from this
research, the categorical score is not influenced by text lengths
and the performance is expected to be better and more stable.
As the empirical validation, the proposed approach will be
compared with the traditional ones with respect to their
performance and stability in the test data: 20NewsGroups.

Keywords-News Article Classification, Table Similarity Mea-
sure

I. I NTRODUCTION

Text categorization is defined the process of assigning
one or some of predefined categories to each document.
For the task, a list of categories should be predefined and
sample documents which are manually labeled by one or
some of the categories should be prepared as its preliminary
tasks. Techniques of text categorization are necessary for
processing and managing efficiently textual data which are
growing explosively in information systems; many state of
the art approaches have been developed since 1990s. The
task is regarded as an instance of pattern classification where
each object is classified into its own label.

In order to use a previously developed approach for text
categorization, we must encode documents into numerical
vectors. Encoding them so causes the two main prob-
lems: huge dimensionality and sparse distribution. The first
problem, ’huge dimensionality’, refers to the phenomena
where documents are encoded into too many dimensional
numerical vectors for preventing information loss. In spite
of using feature selection methods, documents are usually
encoded into several hundred dimensional vectors. Under
the problem, it takes very much cost for processing each
document in terms of time and system resource, and many
training examples are required proportionally to the dimen-
sion for avoiding over-fitting.

The proposed version is improved over the previous one
with three aspects. For first, in the previous version, texts are
encoded into variable sized tables, whereas, in this version,

they are done into constant sized ones. For second, in the
previous version, the categorical scores are computed by
summing weights of tables simply, whereas in this version,
they are computed by the proposed operation which is char-
acterized mathematically. For third, in the previous version,
the categorical scores are only real values, while in the
current version, they are given normalized values. Therefore,
in this version, we expect more stable performance as well
as better performance.

We expect the three benefits from this research. For first,
we overcome the overestimation and the underestimation
by variable text lengths. For second, the categorical scores
are given as normalized values between zero and one inde-
pendently of domains; the categorical estimations are per-
formed more stably. Compared with traditional approaches,
the proposed approach is expected to have its more stable
performance over corpus as well as its better performance.
Together with the previous version, the proposed version
also solves the main problems in encoding texts into numer-
ical vectors.

This article consists of the five sections. In section 2, we
will survey the previous research relevant to this research.
In section 3, we describe the proposed version of table
based matching algorithm in detail. In section 4, we validate
empirically the proposed method by comparing it with
the popular approaches, considering both performance and
stability. In section 5, as the conclusion of this research, we
mention the significances and the remaining tasks of this
research.

II. PREVIOUS WORKS

This section is concerned with the previous research
relevant to this research. Even if various kinds of approaches
to text categorization are available, in this research, we
count only three typical ones, KNN, Naive Bayes, and
Support Vector Machine. In this section, we also survey
the previous solutions to the problems in encoding texts
into numerical vectors. In spite of its better performance of
previous version, we will point out its demerits and mention
how to improve it. Therefore, in this section, we will explore
the previous research in the three directions.

Let’s mention the KNN, the Na?ve Bayes, and the SVM as
the three typical approaches to text categorization. The KNN
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was used for text categorization by Massand et al and Yang
in 1992 and 1999, respectively [1][2]. The Naive Bayes was
used by Mladenic and Grobelink and Eyheramendy et al, in
1999 and 2003, respectively [3][4]. The SVM was used for
spam mail filtering by Drucker et al [5] and it was mentioned
as typical approach to text categorization by Cristianini and
Shawe-Taylor [6]. However, it requires to encode texts into
numerical vectors for using one of the three approaches for
the text categorization.

There were previous attempts to solve the problems in
encoding texts into numerical vectors. In 2000, Jo initially
encoded texts into string vectors instead of numerical vectors
as the alternative representations of texts [7]. In 2002, Lodhi
et al proposed the string kernel as a kernel function in using
the SVM for the text categorization [8]. In 2007, Lee and K.
Kageura tried to solve the problems where many examples
are required from the huge dimensionality by generating the
virtual documents [9]. The trials show that the problems in
encoding texts into numerical vectors were realized.

We started to encode texts into tables instead of numerical
vectors and string vectors. In 2008, Jo and Cho created
initially the table based matching algorithm as the approach
to the text categorization [10]. In same year, Jo applied it to
soft text categorization where more than one category may
be assigned to each text [11]. In same year, Jo proposed
the table based approach to the text clustering as well as
the text categorization [12]. The previous version of the
table based algorithm solved the problems in encoding texts
into numerical vectors, but it has its own demerit where the
categorical scores are overestimated or underestimated by
variable sized texts.

We need to consider the demerits of the previous version,
even if it was applied successfully to text categorization.
Even more, the string kernel proposed by Lodhi et al failed
to improve the text categorization performance. It is not
easy to implement the text categorization algorithms where
texts are encoded into string vectors, because operations on
string vectors are not defined systematically, mathematically,
and theoretically. The previous version of the table based
matching algorithm was very unstable because of the bias by
text lengths. Therefore, the task of this research is to improve
the table based approach into the more stable version.

III. N ORMALIZED TABLE MATCHING ALGORITHM

This section describes a table based matching approach
to text categorization. Figure 1 illustrates conceptually the
architecture of the proposed text categorization system. The
part, ’Encoding’ encodes a document into a table as the
interface of the system, and will be described in detail
in section III-A. In section III-B, we will describe the
process of computing a similarity between two tables; the
computation is used for classification of unseen documents.
In section III-C, we will describe the process of learning

sample labeled documents and classifying unseen documents
using the proposed approach.

Figure1. The Process of Indexing Corpus

A. Document Encoding

This section is concerned with the part, ’Encoding’ of
the architecture of the text categorization system which is
illustrated in figure 1. Here,document encodingis defined
as the process of mapping a document into a table. Figure 2
illustrates the process of encoding a document so through the
five steps. As illustrated in figure 2, a particular document
is given as the input and its corresponding table is generated
as the output. In this section, we will describe in detail each
of the five steps involved in the document encoding.

Figure2. The Process of Encoding a Document into a Table

The first step of document encoding is tokenization as
shown in figure2. A full text in a document which is wirtten
in a natural language is given as the input of this step.
This step, ‘tokenization’, segments a full text into tokens
by white space or punctuation mark. The step generates a
list of tokens as the output. A token refers to a word in its
raw form.
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Thesecond step of document encoding refers to stemming
& exception handling. The list of tokens which is generated
from the previous step is given as the input of this step. This
step converts each token into its root form by stemming it or
applying an exception rule to it. This step is carried out by
loading stemming & exception rules each of which specifies
conversion of each word into its root. Therefore, a list of
words in their root forms is generated as the output of this
step.

The third step of document encoding is to remove stop
words from the list of words. A stop word refers to a
grammatical word which do only grammatical functions,
irrelevantly to the content of the original document. In
English, conjunctions, pronouns, prepositions, and so on
belong to this kind of words. Removing the kind of words
is necessary for processing documents more efficiently in
context of text mining and information retrieval. This step
usually remains verbs or nouns as its output.

The fourth step is to remove redundant words and com-
pute weights of each of remaining words. A list of words in
their root forms except stop words is given as the input of
this step and redundant words are removed among them. The
weight of each word indicates how much important it is in
terms of the relevancy to the content of the given document.
The weight is computed using equation (1),

weighti(wk) = tfi(wk)(log2 D − log2 df(wk) + 1) (1)

where weighti(wk) indicates the weight of word,wk,
relevantly to the content of document,i; tfi(wk) indicates
the frequency of the word,wk, in the document,i; D means
the total number of documents in the referenced corpus; and
df(wk) indicates the number of documents of the corpus
including the word,wk. A particular corpus is required for
computing weights of words using equation (1), and a list
of pairs of a word and its weight is generated as the output
of this step.

Although stop words and redundant words are removed,
we need to filter out additionally words with lower weights
for more efficient processing. The previous version which Jo
and Cho proposed in 2008 [10], omitted the word filering, so
it took very much time for processing documents for tasks of
text categorization. Especially when computing a similarity
between two tables, its complexity is quadraticO(n2), so
we need to cut down the size of tables as much as possible,
minimizing information loss. We can consider two kinds
of schemes for filtering words with their lower weights.
One is called rank filtering where a fixed number of words
with their higher weights is selected, and the other is called
threshold filtering where weights of words are normalized
as continuous values between zero and one, and words with
their weights higher than the threshold are selected.

B. Similarity between two Tables

This section is concerned with the computation of a
similarity between two tables. Two tables each of which
represents a document or a group of documents are given as
the input. A table which consists of words shared by the two
tables is derived from the two tables. A similarity between
the two tables is computed based on the shared words in
the derived table. Whether weights of words are given as
normalized or unnormalized values, the similarity is always
generated as a normalized value.

Figure3. The Process of Deriving a Table from the Two Input Tables

The process of deriving a table from the two input tables is
illustrated in figure 3. Let table A and table B in figure 3 be
the source tables. Let table C be the destination table which
is derived by extracting shared words from the source tables.
Table C consists of words shared by both source tables. Each
entry of the destination table consists of a shared word and
its two weights: one is from table A and the other is from
table B.

A similarity between two tables is computed using equa-
tion (2)

similarity =
weightCA + weightCB

weightA + weightB
(2)

whereweightCA and weightCB indicate sums of weights
of common words from table A and B, respectively, and
weightA and weightB indicate sums of weights of words
in table A and B, respectively. A similarity computed by
equation (2) is bound from 0 to one as a normalized value. If
there is no shared word between the two tables, the similarity
becomes zero. If the two source tables are exactly same as
each other, the similarity becomes one. Therefore, even if
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weightsof words are given as non-normalized values, it is
guaranteed that the similarity is given as a normalized value.

We demonstrate the computation of the similarity through
a simple example. Two source tables are given in table I.
The destination table is derived from the two source tables
as illustrated in table II. The similarity between the two
source tables is computed based on the destination table
using equation (2) as follows:

1.5
1.2 + 1.7

Therefore, the similarity in this example becomes 0.51.

Table I
TWO SOURCETABLES: TABLE A (L EFT) AND TABLE B (RIGHT)

Table A Table B
computer 0.3 computer 0.6
system 0.2 system 0.4

hardware 0.5 information 0.5
CPU 0.2 data 0.2

Table II
DESTINATION TABLE : TABLE C

computer 0.3 0.6
system 0.2 0.4

C. Learning & Classification

This section is concerned with the process of learning
sample labeled documents and classifying an unseen doc-
ument. There exist two functions in the text categorization
system: learning and classification. Learning refers to the
process of building rules or equations of classification using
sample labeled documents in context of text categorization.
Classification refers to the process of classifying an unseen
document based on the defined rules or equations. Note that
learning is prerequisite for classification.

In the view of the proposed text categorization system,
learning is defined as the process of building tables cor-
responding to categories using sample labeled documents.
Categories are predefined, and sample documents are allo-
cated to their corresponding categories. Figure 4 illustrates
the part, ’Learning’, in the proposed text categorization
system which is illustrated in figure 1. From a collection
of documents labeled identically, as the learning process,
a table is built and called categorical profile in this paper;
learning is carried out by attaching the concatenation which
concatenates full texts of documents into a full text, to
the process of encoding which is illustrated in figure 2.
Therefore, learning generates categorical profiles as many
as categories as its output as shown in figure 4.

Classification is defined as the process of deciding one
of the predefine categories to each unseen document. The
process of classifying an unseen document is illustrated in

Figure 4. The Process of Learning Sample Labeled Documents in the
Proposed Text Categorization System

figure 5. An unseen document is encoded into a table by
the process illustrated in figure 2, as shown the left part of
figure 5. As shown in the middle part of figure 5, similarities
of the table with categorical profiles given as tables are
computed; the computation was already described in section
III. Therefore, the unseen document is classified into the
category corresponding to the maximum similarity between
its table and the corresponding categorical profile.

Figure5. The Process of Classifying a particular Unseen Document

IV. EXPERIMENTS AND RESULTS

This section is concerned with the set of experiments
carried on the test data: 20NewsArticles. The test data is
larger collection of news articles than NewsPage.com. Like
the case in the previous set of experiments, texts are encoded
into one hundred dimensional numerical vectors and ten
sized tables. The configurations of the approaches and the
procedure in this set of experiments are same to those in the
previous set of experiments. In this section, we describe the
collection of news articles called 20NewsGroups, present the
empirical results, and discuss on them.

We use the collection of news articles called
’20NewsArticle’ as the test collection for evaluating
the approaches. It was downloaded from the web site,
http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html.
In the collection, entirely, 20,000 news articles and 20
categories are available. The 20 categories are given as
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the two level hierarchical structure; the first level has the
four categories and the second level has the 20 categories;
each category in the first level has the five categories in
the second level. In this set of experiments, we selected
the four categories: computer, record, natural science, and
social science.

The configurations of the approaches participating in the
experiments are presented in table IV. In using the KNN, the
number of nearest neighbors is set three. In using the SVM,
the kernel function, the capacity, and the maximum iteration
are set the inner product, 4.0, and 1,000, respectively. In
using the MLP, the learning rate, the number of hidden
nodes, the iterations, are set 0.1, 10, and 1000, respectively.
Texts are encoded into 100 dimensional numerical vectors
and ten sized table for using the three machine learning
algorithms and the proposed approach, respectively.

Table III
THE CONFIGURATIONS OF THEAPPROACHES PARTICIPATING IN

EXPERIMENTS

Approaches Configurations DocumentEncoding
Naive Bayes N/A 100 dimensional

KNN K = 1, 3 numericalvectors
NNBP #HiddenNodes=10

#Epochs=500
LearningRate = 0.1
SigmoidFunction

SVM Capacity=4
Inner Product

ProposedApproach 10 sized Tables

The results from this set of experiments are presented in
figure 6. In figure 6, the y-axis indicates the F1 measure of
each approach, and the given task is decomposed into the
four binary classifications corresponding to the categories.
The proposed approach shows its better performance in the
three categories among the four categories as shown in figure
6. It shows its comparable performance to the others in
the first category, ’comp’. Therefore, we conclude from this
set of experiments that the proposed approach works better,
generally.

Figure6. The Results from the Set of Experiments in 20NewsGroups

The overall performances of the four approaches spanning
over the four categories are presented in table IV. As shown
table 4, the proposed approach has its largest F1 measure of
the four approaches. Unlike the previous set of experiments,
it has its higher variance; its stability is less than the three
approaches. The higher variance comes from the relatively
smaller F1 measure in the first category, as shown in figure
6. The KNN and SVM are more stable in this set of
experiments.

Table IV
THE OVERALL PERFORMANCE AND STABILITY OF APPROACHES IN

20NEWSGROUP

KNN MLP SVM Table Matching
F1 Average 0.6774 0.2677 0.6621 0.7801
F1 Variance 0.0001546 0.004852 0.0001520 0.008028

V. CONCLUSION

Let’s consider the significances of this research. Like
the previous version of the table based algorithm, we are
free from the three main problems in encoding texts into
numerical vectors: huge dimensionality, sparse distribution,
and poor transparency. Because the tables representing texts
are symbolic, we trace the classification more easily, in
order to provide the evidences. In the proposed version,
the categorical scores of the given text are independent of
its length. The table based approach is improved to reach
more stable performance as shown in the set of experiments
presented in section 4.

In order to reinforce the current research, we may consider
the four directions of further research. In the first direction,
we need to validate the categorization performance of the
proposed approach in multiple labels categorization as well
as single label one. In the second direction, we may consider
that a document or documents are encoded into a committee
of tables rather than a table by using multiple schemes for
weighting words. In the third direction, in order to keep
efficiency and reliability of the proposed approach, we may
build the text categorization system in evolutionary fashion
by incrementing tables gradually. In the last direction, we
may implement a text categorization system as a prototype
program where the proposed approach is adopted.
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Abstract - In this paper we report the results of a 

comparative study of statistical models, Maximum Entropy 

(MaxEnt) and Conditional Random Fields (CRF), for the task 

of Named Entity Recognition (NER) specifically for résumé 

corpora. Following the first stage, which consisted of the 

implementation and result analysis of the above mentioned 

systems, an ensemble method, which combines the results of 

both models using the established techniques of addition and 

multiplication, was implemented. Further, we also propose a 

composite algorithm which, as desired, achieves better 

precision and recall as compared to the other models 

mentioned above. We trained the MaxEnt and CRF entirely 

with an annotated corpus of CVs marked-up with term classes 

such as Degree, Designation etc., by incorporating code to 

identify features specific to résumé documents. Using cross-

validation technique we achieved an F-score of 87.91%.The 

paper covers the methodology adopted to carry out our 

experiment, discusses experimental results and scope for 

future.  

Keywords: Maximum Entropy, CRF, NER, Data Mining  

1 Introduction 

  Today major companies are faced with an overwhelming 

number of résumés flowing into their Talent Acquisition 

Centers. It is a time-consuming task to sift through the 

hundreds and thousands of résumés and actually be able to 

differentiate the potential candidates from the ones who are 

not. Even a trivial sub-task like getting a bird‟s eye view of 

the basic details of the candidates, like their names, 

educational background and past employers becomes non-

trivial when there are so many documents to go through. 

Another constraint is the varied styles and formats in which 

these résumés are fashioned, which makes it difficult for a 

cursory glance to get you answers. Hence we see that here is a 

demand which has not yet been catered to. The task of named 

entity recognition can be made use of for résumés and the 

algorithms can be modeled to accommodate for the 

recognition of particulars of a candidate, like name, location, 

degree, domain, past employers etc. The purpose of our 

experiment is, thus, to make the job of résumé data extraction 

a more dependable task by combining two Named Entity 

Recognition (hereafter referred to as NER) algorithms, viz. 

Maximum Entropy and Conditional Random Fields, thereby 

aiming to create a reliable composite system that could assist 

businesses and organizations.   

 The method followed in conducting this experiment 

initially involved tagging résumés with classes as mentioned 

in Table 1 for creating the training data set. A list of features, 

which would assist in sharpening our model to suit the 

objective of the experiment, was enlisted. The next task was 

to model these features into the algorithms mentioned above 

with the help of certain tools. The algorithms of MaxEnt and 

CRF were trained by feeding them the same training data set 

of 250 tagged résumés, tested on 200 untagged résumés and 

meaningful results were obtained. Working towards the 

designing of the composite deliverable we conceived, the 

output obtained from the two individual algorithms was 

combined and results were compiled for analysis, the detailed 

discussion of which is given in Section 4. Figure 1 describes 

the basic idea behind the development of the composite that 

this paper introduces. 

 

Figure 1.  Seed for the Construction of a Composite Algorithm. Algorithm 1 

and 2 being Maximum Entropy and Conditional Random Fields (say) 

respectively, generate tags for all the entities in a text. The combined 

algorithm does a probalistic analysis of these individual results and gives the 

entity a final tag. On observing the combined results, the grey areas are the 

ones where there is an overlap between the tag provided by both the 

individual algorithms and hence is retained as it is. However in the white and 

black regions of the combined results, one can observe a conflict between the 

individual algorithm results which is resolved by the composite algorithm 

discussed in Section 4 and the final tags are thereby assigned. 

 

2 Algorithms 

2.1 Maximum Entropy 

 Entropy being a measure of uncertainty, Maximum 

Entropy (hereafter referred to as MaxEnt) is a framework for 

estimating probability distributions, taking into account the 

uniformity of the distribution. The classifier is implemented 

using a regression model that takes into account features of 

the independent variables and uses them to predict the 

outcome. The Maximum Entropy principle states that, 

depending on the prior data, the probability distribution which 
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best represents the current state of knowledge without 

assuming anything about that which is unknown, subject to a 

set of constraints, is the one that is most uniform for the given 

finite information.
[7]

 

2.2 Conditional Random Fields 

Conditional Random Fields (hereafter referred to as CRF) 

are discriminative undirected probabilistic graphical models. 

They are used for structured prediction. The model predicts 

labels taking into account known relationships between 

observations and thus constructs consistent interpretations. 

Since it is undirected, the nodes can be divided into exactly 

two disjoint sets-the observed and output variables and a 

conditional distribution is then modeled through a fixed set 

of feature functions. 

 

3 Experiment 

3.1 Named Entity Classes 

 Classes, in the context of résumé database, are the 

content carrying units within the text.
[6]

 They provide us with 

the basic details of an applicant, for instance, where he/she 

has worked previously, which degree he/she holds etc.  

 The standard entity types found are Name, Location and 

Organization. However, specific to résumés, finer details of a 

candidate, such as, work experience, educational background 

etc. were required to be identified for the purpose of selecting 

the right candidate for a position in an organization. As a 

result, the named entity classes given in Table 1 were chosen 

to represent a candidate and the same were used for 

annotating the training data résumés. 

Table 1. Table of Named Entity Classes 

Name Example Description 

name Anil Kumar Name of a person 

location Pune 
Location-can be a city, state 

or country 

client Levi Strauss 
Name of the organization his 

company has catered to 

employer 
Capgemini 

Services 

Name of the organization the 

person has worked for 

educational_organization 
University of 

California 

Name of an educational 

organization 

degree B.E Educational qualification 

designation Consultant 
Designation held in a 

company 

other worked for 
Other words from the 

English language 

 

3.2 Features 

 Features are those formats, styles or particular sequences 
that help us identify classes from a give text. Features provide 
evidence that helps to differentiate words belonging to one 
class from the other thereby causing the entities to be tagged 
accurately.

[10]
  Moreover it is expected that they will help 

solve the unknown word problem by finding similarities 

between tagged words in the training data set and words that 
have not occurred before. For example, if the AllCaps feature 
reckons TCS to be an employer class from the training data set 
then one would expect another similar employer occurring for 
the first time, say IBM, under the employer class.   

To model the tools according to the requirements of the 
experiment certain features have been added that would 
pertain to résumé specific content. For example, organization 
containing a digit-EMC2, institutions containing mixed Caps-
CoEP. The table of the features used is given as Table 2. 

Table 2. Table of Features Incorporated in the Models 

Feature Name Feature Instance Applied to Entity 

First Word FW_College College of Engg. Pune. 

Last Word Pune_LW College of Engg. Pune. 

First two words FW_College_of College of Engg. Pune. 

Last two words Engg._Pune_LW College of Engg. Pune. 

Context of previous 

 and next word 
Context_at_in College of Engg. Pune. 

Words just before 

 colon in the current 

line 

CLW_Year Second year 

All capital letters 

along with first letter 
Cap_TCS TCS 

Starts with a capital 

letter, ends with a 

period 

CP_India in India. 

Contains only one 

capital letter 
CO_Bachelor Bachelor of 

All capital letters and 

period 
ACP_Capgemini_Ltd Capgemini Ltd. 

Contains a digit DIG_EMC2 company EMC2 

Mixed Caps MC_CoEP CoEP 

Dictionary word - - 

Contains a period PER_B B.E 

 

3.3 Data Set 

The Data Set consists of both training data as well as 
testing data. The training set used in the experiment consisted 
of 250 résumés tagged in XML format for the entities/classes 
as given in Table 1. The models were tested on a set of 200 
résumés.  

A certain amount of preprocessing was required before we 
annotated the training data.  All the résumés were in different 
formats like a Word DOC, PDF. etc. which needed to be 
converted to standard text format. 

The data set consisted of résumés having varied styles of 
writing - tabular, listed, narrative etc. For training and testing, 
the résumés were distributed so as to contain a balanced 
number of both typical and marginal entities.

[4]
  

3.4 Description 

 The experiment conducted primarily revolves around the 

task of Named Entity Recognition. There are a good number 

of algorithms which are capable of performing this task. 

Specific to our objective of entity recognition in résumés the 

algorithms chosen are Maximum Entropy and Conditional 

Random Fields. The data set used for conducting the 

experiment has been uniform across all the models and so 
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have the features that have been used to recognize tags. The 

results obtained from the above mentioned algorithms have 

provided rather deep insight about their computational 

efficiency, strengths and weaknesses. The results of the 

implementations of MaxEnt and CRF have been combined in 

the ensemble method using addition and multiplication 

techniques with an aim to obtain better results. Finally, a 

composite algorithm has been developed to improve both 

precision and recall parameters. 

3.5 Methodology of Implementation 

3.5.1 Implementation of MaxEnt 

Tool: For the implementation of MaxEnt, the Apache 

OpenNLP library, a machine learning based toolkit has been 

used. It supports the most common NLP tasks, such as 

tokenization, sentence segmentation, part-of-speech tagging, 

named entity extraction, chunking, parsing and co-reference 

resolution. This tool has been selected since it meets the 

criteria for selecting a suitable implementation tool 
[3]

 and it is 

an open source tool whose source code is modifiable.  

Pre-processing: The input format for Apache OpenNLP 

required pre-processing. The training data consisted of a 

single file which consisted of all the phrases from the résumés 

which were selected for training along with all the features 

applicable to the phrase and its class/tag. For the purpose of 

testing, a file, similar to the one mentioned above, was created 

except that it did not contain the class/tag of the phrase. 

Hence, the phrasing logic was very crucial to this model. 

Incorporation of Features: Features mentioned in Table 2 were 

coded at different stages resulting in various revisions of the 

model. 

3.5.2 Implementation of CRF 

Tool: For the purpose of implementing a CRF parser, the 

Stanford NER CRF parser has been used. It is a Conditional 

Random Field sequence model, along with well-engineered 

features for Named Entity Recognition in English. This tool 

again met the criteria
[3]

 and also is an open source tool. 

Pre-processing: The Stanford NER CRF parser required the 

input to be tokenized using a tokenizer, as a result of which 

each word from every résumé, along with its tag appears on a 

separate line, and this file is fed as input for training. The 

same tokenizer is run on the test data without the class 

appearing alongside each word. 

Incorporation of Features: The Stanford NER CRF parser has 

a provision to recognize a few basic features. Apart from 

these, feasible features from Table 2 were modeled into the 

parser.  

3.5.3 Ensemble Method 

There are a number of techniques which can be used to 

combine the results. We have adopted two of the established 

techniques – Union (OR-ing or addition) and Intersection 

(AND-ing or multiplication) of the results obtained from 

MaxEnt and CRF individually. Union improves the recall 

where as intersection improves precision. 

3.5.4 The Composite Algorithm 

 The ensemble methods improve either precision or recall 

parameters while the other parameter suffers. Through the 

composite that we propose, whose detailed discussion is 

provided in Section 4, we aim at improving both these 

measures of efficiency by performing a probabilistic analysis 

of the results obtained by both MaxEnt and CRF and 

resolution of conflict in case the same entity gets tagged 

differently by the two implementations. 

 

3.6 Results 

 Results have been calculated in terms of precision, recall 

and F-score. Precision is the fraction of retrieved instances 

that are relevant
[1]

. Precision tells us whether the entities that 

have been tagged in the test data have been tagged accurately. 

Recall is the fraction of relevant instances that are retrieved
[1]

. 

It is a measure that tells the number of entities accurately 

tagged in the test data as compared to those tagged. 

There is another measure which combines precision and 

recall, called the F-score. It is a tool to measure the accuracy 

of testing and is defined as: 

 

          (1) 

Table 3. Table of Results 

Algorithm Precision Recall F-Score 

Maximum Entropy 82.75 60.75 70.07 

CRF 90.75 75.0 82.12 

Ensemble 
AND-ing 92.01 54.25 68.25 

OR-ing 89.12 79.75 84.17 

 

It is observed that that CRF results look better than 

MaxEnt results
[9]

. Table 3 also shows the results obtained on 

combining results from the two individual algorithms. The 

results of AND-ing and Or-ing, as observed improve precision 

and recall respectively. Or-ing provides fairly satisfactory 

results. 

  

4 Details of the Composite Algorithm 

4.1 Mathematical approach 

 The composite algorithm can be formulated mathematically 

as follows: 

P(A*) = λ1 P(A) + λ2 P(C|S) + λ3 P(C|C*)        (2) 
 

Where, 

P(A*)  =  the new probability that will be used for comparison 

P(A) = the calculated probability by individual algorithms 

P(C|S) = a probability depending on the number of 

occurrences of the class C in the training data set S. The 
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probability would be more if the class C has occurred more 

frequently in the training data set. 

P(C|C*) = probability calculated depending on the global 

features. The global features would comprise of events from      

both the training and testing data set. C is the class with the 

highest probability as calculated by the individual algorithm. 

If an occurrence of the word has already appeared in the 

training data set then its class would be included in the set C*. 

Similarly, if the entity has occurred in the data set tested till 

this point, its class is included in C*. The probability would 

then be calculated by finding the ratio of the number of 

occurrences of the class C to the cardinality of the multiset C*. 

 = constant, which in our current system, is set by hand 

where, 1 > 2 > 3. 

 

4.1.1 Justification 

 The following is a mathematical justification for the 

approach mentioned in Section 4.3. Let λ1, λ2...λk be the 

constants such that, 

                                      (3) 

Let P1, P2...Pk be probabilities which adhere to all the 

properties of a probability. Hence we know that 0 ≤ Pk ≤ 1. 

P = λ1P1 + λ2P2 + . . . + λkPk             (4) 
Equation (4) is similar to equation (2) in Section 4.3. Now 

using the property 0 ≤ Pk ≤ 1, we can therefore say that, 

0 ≤ λ1P1 + λ2P2 + ... + λkPk ≤ λ1.1 + λ2.1+ ...+ λk.1 
0 ≤ λ1P1 + λ2P2 + ... + λkPk ≤ λ1 + λ2 + … + λk 
Now using equation (3) we get, 

0 ≤ λ1P1 + λ2P2 + ... + λkPk ≤ 1 
Again, using equation (4) we get, 

0 ≤ P ≤ 1                            (5) 
Hence the quantity P satisfies the property of a probability and 

justifies equation (2).  

 

4.2 An Example 

 

 

MaxEnt:<name>[0.1323] <employer>[0.2614] 

<client>[0.2473] <degree>[0.1473] <location>[0.2117] 

 

CRF:<name>[0.1075] <employer>[0.4102] 

<client>[0.1502] <degree>[0.1197] <location>[0.2124] 

 

 

 

MaxEnt:<name>[0.2955] <employer>[0.1185] 

<client>[0.2575] <degree>[0.1821] <location>[0.1702] 

 

CRF:<name>[0.1956] <employer>[0.0795] 

<client>[0.2777] <degree>[0.1517] <location>[0.2955] 

 

Figure 2.  Probabilities Obtained from Individual Algorithms for Particular 

Word Instances  

 The composite algorithm devised takes the probabilities for 

each word, for each algorithm and computes a maximum as 

given by the mathematical formula. For instance, consider 

probabilities for Word 1 in Figure 2. The maximum observed 

probability for MaxEnt is 0.2614 while that for CRF is 

0.4102. Since both the algorithms have tagged the entity as 

„employer‟, according to equation (2), the final comparison 

would be among the same classes and hence, it is futile to run 

the conflict-resolution algorithm as a result of which the entity 

is assigned the tag „employer‟. 

 

 However if the two algorithms assign different classes to the 

same entity, the parameters, P (C|S) and P(C|C*) as mentioned 

in equation (2) are computed and the maximum of the 

resulting probability for both the algorithms are compared. 

The class with the higher probability is then assigned to the 

entity.  

 

 

 
 

Figure 3.  Pie chart showing the distribution of entity classes in the entire 

data set. This helps us find the quantity P (C|S). 

4.3 Result Analysis of Composite Algorithm 

Table 4. Table of Results Obtained for Different  Values for the 

Composite Algorithm 

Parameter values Precision Recall F-Score 

1=0.6, 2=0.25, 3= 0.15 94.34 82.3 87.91 

1=0.6, 2 =0.3, 3 = 0.1 92.14 79.98 85.63 

 

 From the results shown in the Table 4 it is clear that, the 

data set being constant, a change in the parameter values for 

the combined algorithm, affects the results. It has been 

observed in our experiment, that the smaller the difference 

between the values of 2 and 3, the better is the result that is 

obtained. 

 

Word1 

Word2 
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5 Stage-wise Results and Error Analysis 

5.1 Stage-wise Revision 

 
 

Figure 4.  Bar graph showing the improvement in the precision, recall and F-

score parameters after every stage of revision for MaxEnt 

implementation.Transitional features are context words like in and as in a 

phrase like „...worked in IBM as an Analyst.‟while Prior Tags in the same 

example would be the class employer assigned to IBM which would help 

identify Analyst as designation. 

The analysis of the errors encountered at every stage revealed 

more features that could be incorporated into the algorithms. 

The stage-wise changes in the results are shown in Figure 4 

and 5. It was seen that when handling of parenthesis and 

acronyms was done for MaxEnt, the F-Score increased by 

12.59%. Also, in the case of CRF, on increasing the n-gram 

length, the F-Score improved by 9.058%. As more features 

were added to the algorithms, the results obtained were an 

improvement over the previous results. 

 

 

Figure 5.  Bar graph showing the improvement in the precision, recall and F-

score parameters after every stage of revision for CRF implementation 

5.2 Result Analysis  

The results obtained after 5-fold cross validation are listed in 

the Table 5. 

 

 

 

 

 
 

Table 5. Table of Results for Specific Entity Classes 

 

Table 5 shows the measure of efficiency parameters for both 

algorithms taken for four selected classes which are highly 

significant in the context of résumés. Results show that CRF 

performs better in case of EMPLOYER and 

EDUCATIONAL_ORGANIZATION, while MaxEnt 

performs better in case of DEGREE and DESIGNATION. In 

general precision is high in CRF while recall is low.
[2]

 In the 

case of MaxEnt, it is the other way around. A possible reason 

for the low precision and recall values for 

EDUCATIONAL_ORGANIZATION could be the use of 

abbreviations which make them look like companies. For 

example, if there are strings such as "IIT, Delhi" and “IBM, 

India” in the training data, then a phrase like “BITS, Pilani” is 

not correctly identified.  

 Results improve greatly if we do not consider named entity 

boundaries (F-score goes up by minimum 6 to 7% for each 

class). This is because résumés are generally semi-structured 

data and the actual relevant information is very sparse in a 

résumé which is generally very big. State-of-the art NER 

systems itself are about 90 to 95% accurate. So as of now, an 

NER application  can be used in a 2 step process where NEs 

(Named Entities) are automatically generated by a classifier in 

the 1
st
 step and corrections can be made manually which 

would justify relaxing the tight constraint of considering 

boundaries.  

 It is seen that recall in CRF is generally low and the reason 

for this is inability to capture long range features/context. It 

models localized features very well and as a result the 

precision is very good. So work can be done to increase recall 

of NER by using CRF in a 2 step phase and using long range 

features in during the 2
nd

 phase.
[8]

 The procedure to be 

followed is: Train CRF by using normal features, predict on 

the entire data set (train + test). This is the end of the 1
st
 phase. 

For the 2
nd

 phase, use the predicted outcomes of training 

dataset for training and make use of non-local/global/long 

range features. Predict using this 2
nd

 CRF trained model on the 

test data. This thereby increases recall by 12 - 15 %. 

 

5.3 Instance of Error Analysis 

Due to various limitations, a number of errors were 

encountered which were basically in the form of false 

positives and false negatives, both of which are a consequence 

of incorrect tagging of test data. False positives would be 

those cases when an entity has been tagged with a particular 

class where it does not belong to that class and false negative 

would be a case when a particular entity has not been tagged 

with its expected class when it should have been. Hence, it 

Algorithm Term Emplo-yer Degree Designation 
Educational 

Organization 

MaxEnt 

Precision 77.0 86.0 94.0 74.0 

Recall 60.0 56.0 92.0 35.0 

F-Score 67.44 67.83 92.98 47.52 

CRF 

Precision 98.0 94.0 89.0 94.0 

Recall 78.0 67.0 73.0 82.0 

F-Score 86.86 78.23 80.20 87.59 
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would be easy to understand that the false positive of one class 

is the false negative of the other. 

Considered below, are a few examples to analyze the 

reasons for errors that occur.   

 
Table 6. Table of Error Instances 

 

 Case#1 has been tagged as degree due to its similarity 

with the format in which degrees are written, M.Sc. 

 Case#2 has been tagged as organization due to its 

resemblance to college names, XYZ Jr. College. 

 Case#3 has been tagged as name due the occurrence of 

Levi Strauss as the owner of the company. 

 Case#4 has been tagged as Degree where only „X‟ should 

have been tagged as degree. This is due to the previous 

word starting with Caps 

 Case#5 has been tagged as location due to the occurrence 

of an instance like Bangalore, India in the training set 

and Bangalore, July 2008 in the test data. 

 Case#6 has been tagged as employer due to similarity 

with abbreviations like IBM and TCS. 

 

 Table 6 above, represents an instance of error analysis 

performed after obtaining the results of a particular iterative 

stage (as give in Section 5.1). A similar error analysis was 

performed after every stage and the model was revised to 

incorporate more features which could combat the anomalies 

identified as a part of the analysis.   

 

6 Major Obstacles 

6.1 Problems  

One of the major problems confronted was sparseness of 

training data. The training data sets need to be manually 

tagged, which is a time consuming task. With lack of enough 

training data little improvement can be expected in case of self 

learning machines.  

Another problem is difficulty in dealing with false 

positives and false negatives. Their error analysis and hence 

corrections become cumbersome due to overlapping of certain 

features and delimiters. 

The main problem is identifying phrases (group of words) 

which are potential named entities and the logic that is used to 

generate these has a lot of impact on the actual results. We 

experimented with the task of only classification of phrases 

(correct phrases were given as input to the classifier) and the 

results were very impressive. We got minimum 85% F-score 

for each class which is state-of-the-art results. This shows that 

if we can identify potential named entities, then we can 

classify them very well too. Even phrasing logic was  

improved which lead to even better results. 

 

6.2 Challenges 

The most significant challenge identified is the varied 

styles in which résumés are written and formatted. They are 

not similar to normal text and do not have a standardized 

format. 

For MaxEnt: Due to the use of point classification,  recall 

will depend upon the number of phrases identified correctly 

and this in turn will depend on the phrasing logic used for 

selecting the phrases that will later be classified into one of the 

classes. Simple capitalized sequences do not give good results 

since the phrase boundaries are not identified correctly. 

Addition of some more sophisticated logic like setting a 

phrase length, adding some exception words, etc. was done.  

For CRF: Implementation using Stanford CRF NER 

reduces complexity to a great extent, except that it is very 

important to select features which represent training data 

accurately. Also a large training data is needed to make a good 

model. 
[4]

 

A few other challenges are related to writing style. When 

the text contains a sentence like Bush was elected …, it being 

the beginning of the sentence makes it difficult to say for sure 

that it is the occurrence of the name class. The whole text 

needs to be scanned to find a repetition of the word Bush. 

Similarly the phrase McDonald can be Name class or 

Employer class. For this purpose using global information and 

not simply phrases can help remove anomalies.  

 

7 Scope for Future 

 During the course of the experiment we identified areas 

where changes and corrections can bring about significant 

improvement in statistics. One such way could be changing of 

n-gram length. It is believed that the precision and recall 

values should improve on increasing the n-gram length due to 

more contexts around a phrase being captured and analyzed, 

which is reflected in the results obtained though in small 

measure. 
[4]

 

 Also implementation of Hidden Markov Model followed by 

assimilation of its results for the combing strategy may bring 

about better understanding of the behavior of the models and 

substantial increase in the F-score.  

 Use of global information
[5]

, more sophisticated phrasing 

logic and better design for a composite algorithm are some of 

the catalysts in the generation of desired level of output. 

 The concept presented in this paper can be extended to 

global recruitment, wherein the organization needs to align 

recruitment to demographics. The model can be refined or 

expanded to enable building leadership pipeline, leading to 

Case  

# 

Instance of 

Error 
Observed Tag Expected Tag 

1 BO XI. R2 <degree> <other> 

2 
Certified 

Sr. Project 
<educational_organization> <other> 

3 
Strauss 

Signature 
<name> <organization> 

4 Passed X <degree> - 

5 July <location> <other> 

6 MIS <employer> <other> 
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succession planning. For finally, it‟s all about the right man in 

the right position!  

 

8 Conclusions 

 The algorithms that have been used have proved their 

worth in various fields like Part of Speech tagging, gene name 

extraction, protein modeling, web-enhanced lexicons etc. 

Applying them for Named Entity Recognition for résumés is 

particularly challenging due to the absence of any 

standardization found in the way résumés are formatted. Also 

little linguistic help can come to our rescue.  

 In spite of that, the algorithms have shown satisfactory 

results and good predictability which increases the scope for 

further probing and fine-tuning. The features that have been 

specially incorporated in the system have led to good 

precision. Certain classes like organization, location and 

degree have shown fairly good results individually due to 

qualifiers like in and with along with ideal features, whereas 

the results for name badly suffer due to its independent 

occurrence in the text and the models finding it difficult to 

identify non-English names . 

 However, there are limitations around which we need to 

work our way. While the MaxEnt model, being a point 

classifier, requires better phrasing logic, the CRF requires a 

larger training data set. Some post – processing techniques are 

also being studied. The models are also not very time efficient 

at this stage but attacking the problems with a Pareto analysis 

will in the long run improve performance. We also hope that a 

composite algorithm will greatly help in making results more 

reliable and useful. 
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Abstract: Health Care Reform (HCR) is currently a major 

concern of many Americans. There are three dimensions that the 

White House outlined as salient issues, but are also reflective of 

the fears of the American public. The first dimension, stability 

and security, refers to the increased dependability of health care 

and reduction of discrimination against people with health 

conditions. Dimension two refers to Americans who do not have 

health insurance and the quality and affordable choices they will 

gain under the new reform. Dimension three refers to funding 

concerns and how this new reform will be fiscally managed. 

Currently, the area of sentiment analysis (SA) has been 

witnessing a flurry of novel research. However, only a few 

attempts have been made to build SA for the health domain. In 

the current study, we report efforts to partially bridge this gap; 

we used sentiment analysis to analyze the article contents in 

relation to the three dimensions of the plan. It includes a new 

annotation scheme that incorporates sentiment analysis of online 

media that reflected public concerns about the proposed HCR. 

Chi Square Statistics used for categorical data comparison on the 

perspectives of the Media data by the plan dimensions before and 

after the ACA of the proposed HRC. This work will provide 

more information about the community vision of HCR. 

 

Keywords: Healthcare reform, Sentiment analysis, Media 

data 

 

 

I. INTRODUCTION 

 

A. Significance of Healthcare Reform  

 

Goals of improving the efficiency, restraining expenses, 

and increasing quality in healthcare have become prominent 

issues in the health care system, which has prompted the 

application of business practices to medicine. Average health 

insurance premiums and individual contributions for family 

coverage have increased approximately 120% during last 10 

years [1]. Health care expenditures in the United States are 

four times greater than national defense, despite the wars 

in Iraq and Afghanistan. The U.S. health care system has 

been blamed for inefficiencies, excessive administrative 

expenses, inflated prices, inappropriate waste, fraud and 

abuse. While many people lack health insurance, others 

who have insurance allegedly receive care ranging from 

high to inexcusably poor quality. President Obama is 

focused on creating a national health care system to 

address some of the current problems.   

In criticism of health care in the United States with 

a focus on saving money, many methodologists, policy 

makers, and the public seem to dismiss the major 

disadvantages of other national health care systems and 

the previous experiences of health care reform in the 

United States. The Obama administration has high 

expectations for health care reform in hopes of moving 

the U.S. toward universal health insurance. Moreover, 

health care a central part of the Obama domestic agenda, 

with spending and investments in Children's Health 

Insurance Program, American Recovery and 

Reinvestment Act of 2009, and proposed 2010 budget. 

Many of the groups long opposed to reform are still 

fighting to derail this agenda. Fears surrounding the 

rejection of national health insurance include 

apprehension about increased taxes because of increased 

numbers of people receiving social services and welfare. 

Others are worried that they may lose the health insurance 

they currently pay for.  

Those in support of the measure are eager to hear 

about the options this new health care system would 

provide for them. Without health insurance, many people 

do not receive preventative care, and are afraid to see a 

medical professional when they are sick or injured. As a 

result, they often suffer and wait until it is absolutely vital 

they seek help, but that trip to the hospital may cost them 

an exorbitant about of money. 
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 The American public considers health care reform a 

critical issue. Since 1992, the public has considered this to be 

reform one of the four most important problems facing the 

country [2]. Analysis of public opinion polls shows that the 

majority of Americans are satisfied with the quality of their 

health care, but are not satisfied with the cost [2, 3]. Although 

the majority of Americans agree that reforms are needed to 

control the costs of health care, there is mass controversy over 

how these reforms should be realized [4-6]. Blendon & 

Benson [3] suggest that the inability of the public to agree on a 

strategy of health care reform has significantly inhibited the 

political progress of the current reform bill. 

 Besides rising premiums, another health care issue 

posing a problem to politicians, the health care professionals, 

and families, as of 2002, was the estimated 41 million 

Americans (13.3% of the American population) who did not 

have health insurance. As many as 80% of uninsured 

individuals are from working class families, thus without 

insurance, health care poses a significant financial burden 

capable of leading to bankruptcy and poor health outcomes. 

 To address the issue of 41 million Americans not 

having health insurance, Congress passed the Affordable Care 

Act (ACA) in March, 2010. The goal of the ACA is to have 

every American citizen covered by health insurance by 2014 

[7]. However, the ACA has faced significant challenges in 

Congress and caused rigour debate among the American 

public. Because of this controversy, the ACA was repeatedly 

amended in order to be passed by Congress. Some suggest that 

these amendments have significantly ―watered down‖ the 

ACA and its ability to effectively manage the systemic 

problems of health care insurance system. 

 

B. Explosion of the Use of the Web 

 

The last few years have been witnessing an explosion 

of the use of the Web. Many governments, agencies, and 

administrative bodies around the world are becoming more 

and more interested in reaching out to citizens using various 

Web platforms, including social network sites (e.g., 

Facebook), micro-blogging services (e.g., Twitter), and video-

sharing sites (e.g., YouTube). The Obama administration has 

been remarkably active in communicating with Web users 

with regard to multiple issues, including ones in the health 

domain. The opinions of Web users toward Obama‘s health 

policies, however, remain buried in the cyberspace. For 

instance, we know of no efforts to mine Web users‘ opinions 

about Obama health care reform plan (OHCRP). More 

generally, there seems to be little efforts made so far to mine 

Web data from the health domain. 

Analyzing subjective language is a task that belongs to 

the wider area of subjectivity and sentiment analysis (SSA). 

SSA is an area that has recently been witnessing a buzzing 

research interest. Subjectivity analysis aims at sorting out 

objective (i.e., factual) from subjective (non-factual) 

information. Non-factual information can be positive, 

negative, mixed, or neutral and the task of classifying data 

according to these dimensions is referred to as sentiment 

analysis.   

 

C. Related Work 

 

Wiebe et al. [8] attempt to classify news data for 

subjectivity, at the sentence level. Manually annotated a 

corpus of 1,001 sentences of the Wall Street Journal 

Treebank Corpus [9] with subjectivity classifications by 

instructing three humans to assign a subjective or 

objective label to each sentence. They used five POS 

features, two lexical features, and a paragraph feature and 

performed 10-fold cross validation. They report 72.17% 

accuracy, which is more than 20% points higher than a 

baseline accuracy obtained by always choosing the 

majority class.  

Bruce & Wiebe [10] performed a statistical 

analysis of the assigned classifications in the corpus 

reported in [8]. The analysis showed that adjectives are 

statistically significantly and positively correlated with 

subjective sentences in the corpus on the basis of the log-

likelihood ratio test statistic G2. Authors found that 

probability that a sentence is subjective, simply given that 

there is at least one adjective in the sentence, was 55.8%, 

even though there were more objective than subjective 

sentences in the corpus.  

Wiebe [11] used manually-identified subjective 

elements to seed the distributional similarity of such 

elements. Riloff et al. [12] explored the idea of using 

subjectivity analysis to improve the precision 

of information extraction systems. 

 

D. Purpose of the Study 

 

 Due to the increasingly urgent need for political 

progress on health care reform, this study aims to conduct 

an exploratory analysis of the quality of information 

available to the public about American health care reform. 

We were particularly interested in investigating the 

quality of information available because the OECD 

indicates that unbiased, fact-based information readily 

available to the public is one of the four components of 

successful health care reform [13]. We are focusing on 

online news articles specifically because, as of 2010, as 

many Americans get their news from the Internet as they 

do from TV. Note also that online news articles are easier 

to analyze as they continue to exist in text form and are 

easy to access in a timely manner, whereas TV news is 

difficult because it is fleeting and does not have text 

attached. 

 To observe the quality of information found in 

online news media, we measured the amount of fact-

based (objective) information utilized in the news articles, 

and how often the articles addressed points/issues about 

health care reform outlined by President Obama in his 

explanation of the Affordable Care Act [7]. By 

conducting the analysis, we are investigating the nature, 

extent, and/or quality information about health care 

reform the American public was presented by the online 

media with the intent to propose recommendations for 

improving the American public‘s awareness of the 
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proposed health care program as well as improving the quality 

of information about health care reform. 

 

II. METHODS  

 

A. Selection of Online News Articles 

 

 We selected one hundred and five online news articles 

regarding health reform from the following sources: ABC 

News, The Associated Press, Belfast Telegraph, Blogger, 

Bloomberg Business Week, CBC, CBS, Chicago Tribune, 

CNBC, CNN, Daily Finance, FOX News, The Guardian, 

Globe, Huffington Post, Human Events, Las Vegas Review 

Journal, Life News, Los Angeles Times, Mediaite.com, 

Medical News Today, MSNBC, New York Times, Newsweek, 

Politco, Salon.com, Suite 101, The Associated Press, The 

Australian, The Baltimore Sun, The Fiscal Times, The Irish 

Times, The New Republic, U.S. News, Virginian-Pilot, 

Washington Post, WebMD News, and Zap2it. A full list of 

articles included in the analysis can be found in the Appendix. 

Articles were selected from the websites of the sources 

using the search terms ―Obamacare‖, ―Obama health reform‖, 

and ―health care reform.‖ In the search engine, articles were 

ordered ―by date‖ in order to identify articles written before 

and after the ACA was passed. Articles were included if they 

were written by media professionals who refer to politicians 

and health care professionals to support their arguments. Fifty-

one (51) articles were written before the Affordable Care Act 

was passed, and fifty-four (54) articles were written after it 

was passed. The articles were published between October, 

2008 and September, 2010.  

 

B. Method of Classification 

 

 We conducted a content analysis by extracting 

paragraphs from the articles. Paragraphs were selected from 

articles by utilizing Microsoft Word‘s ―Insert -> Table -> 

Convert Text to Table‖ function with the separation criteria set 

at ―Paragraphs‖. A total of 1865 paragraphs were annotated 

and included in the analysis: 1018 paragraphs before ACA 

was passed and 847 after ACA was passed.  

 

C. Classification of health care reform dimensions. 

 

 The three dimensions of health care reform are Stability 

and Security, Quality and Affordability, and Funding. A 

paragraph was classified as ―Other‖ if it did not address any of 

the above-mentioned dimensions. The criteria for these 

dimensions were taken from the White House Government 

Website and a YouTube video of President Obama explaining 

the details of the health care reform plan (Health Reform in 

Action, 2010). Examples of paragraphs from the dataset that 

mention the three dimensions can also be found in Tables (1) 

and (2). A full explanation of the classification criteria for the 

three dimensions can be found in Table (3). 

 

 

 

 

D. Classification of subjectivity and objectivity. 

 

 A paragraph was categorized as ―Subjective‖ if the 

author was including personal feelings, opinions, or 

speculations on a topic. For example, a paragraph that 

included language such as, ―I think this plan is a good 

idea‖ or ―I believe that health care reform will not benefit 

Americans‖ would be classified as subjective. Subjective 

means author opinion or a combination of opinion quotes 

by others and authors opinions (editorial). 

  A paragraph was classified as ―Objective‖ if the 

author was stating a fact, and not including a subjective 

judgment (that is, personal feelings, opinions, or 

speculations on a topic). Thus, a paragraph that included 

statements such as, ―40 million Americans do not have 

health insurance‖ without any commentary from the 

author was classified as an objective paragraph. Objective 

means all facts (No opinion); it contains few quotes and 

quotes contain facts, or (quote true experts).  

A paragraph was classified as ―Objective with 

Subjective Content‖ if the author reports (quotes) 

statements by others that are opinions; it is not the author 

opinion.  

 

Examples of these paragraphs from the dataset can be 

found in Tables (1) and (2) below. 

 

Table 1: Examples of Subjective Paragraphs by 

Dimension 

Stability and Security 

―For the 85 percent of Americans who already have health 

insurance, the Obama health plan is bad news. It means 

higher taxes, less health care and no protection if they lose 

their current insurance because of unemployment or early 

retirement‖ [14]. 

Quality and Affordability 

―Unpopular insurance company practices such as denying 

coverage to people with existing health conditions would be 

banned. Uninsured or self-employed Americans would have 

a new way to buy health insurance, via marketplaces called 

exchanges where private insurers would sell health plans 

required to meet certain minimum standards‖ [15]. 

Funding 

―‗We are spending over $2 trillion a year on health care - 

almost 50 percent more per person than the next most costly 

nation,‘ he said during a nearly hour-long speech before the 

American Medical Association. ‗For all this spending, more 

of our citizens are uninsured, the quality of our care is often 

lower and we aren't any healthier‘‖ [16]. 

Other 

―Deals are the lifeblood of legislation. Mary Landrieu of 

Louisiana got $100 million more for her state, Connecticut's 

Joe Lieberman stripped the bill of a government insurance 

plan and Ben Nelson won a slew of favors for Nebraska — 

all in exchange for their votes‖ [17]. 
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E. Inter-Rater Reliability 

 

 The paragraphs were annotated by three coders trained 

in the classification criteria by the research team. Annotating 

was done independently by the two coders, and disagreements 

in coding were mediated by a research official. Non-

parametric statistics were performed to calculate inter-rater 

reliability, which was 88% for subjectivity/objectivity coding, 

and 86.5% for dimension coding. 

 

Table 2: Examples of Objective Paragraphs by 

Dimension 

Stability and Security 

―President Obama took his health care reform plan to 

the American people in a forum at the White House 

Wednesday night broadcast live on ABC. Obama took 

questions on a wide variety of topics, from how he 

plans to pay for the reform to whether people will be 

able to keep their current insurance plans and doctors‖ 

[18] 

 

Quality and Affordability 

―Massachusetts became the only state to mandate 

health insurance in 2006. It has passed legal muster 

and led to 97 percent of residents having some form of 

coverage, said Alan Sager, director of the Health 

Reform Program at Boston University‘s School of 

Public Health‖ [19]. 

 

Cost 

―The House plan is projected to guarantee coverage 

for 96 percent of Americans at a cost of more than $1 

trillion over the next 10 years, according to the 

nonpartisan Congressional Budget Office‖ [20]. 

Other 

―Internet users looking for gift cards and other free 

merchandise are being steered to Web pages inviting 

them to send e-mails to Congress expressing their 

views on President Barack Obama‘s push to reshape 

the country's health system‖ [21]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Annotation Guide for the Three Dimensions 

Dimension Dimension Themes 

Stability and Security 

• ―Ends discrimination against people with pre-existing 

conditions‖. 

• Prevents insurance companies from dropping coverage 

when people are sick and need it most. 

• Caps out-of-pocket expenses so people do not go broke 

when they get sick. 

• Eliminates extra charges for preventive care like 

mammograms, flu shots, and diabetes tests to improve 

health and save money. 

• Protects Medicare for seniors and eliminates the ―donut-

hole‖ gap in coverage for prescription drugs. 

Key Phrases: Pre-existing conditions, dropping coverage, 

out-of-pocket expenses, extra charges for preventative 

care, donut-hole, seniors, protecting Medicare 

Quality and Affordability 

• Creates a new insurance marketplace – the Exchange – 

that allows people without insurance and small businesses 

to compare plans and buy insurance at competitive prices. 

• Provides new tax credits to help people buy insurance 

and to help small businesses cover their employees. 

• Offers a public health insurance option to provide the 

uninsured who cannot find affordable coverage with a real 

choice. 

 • Offers new, low-cost coverage through a national ―high 

risk‖ pool to protect people with pre-existing conditions 

from financial ruin until the new Exchange is created. 

Key Phrases: Insurance marketplace, exchange, public 

option, provide uninsured with a real choice, high-risk 

pool, protect those with pre-existing conditions from 

financial ruin, low-cost coverage, coverage for all 

Americans, tax credits for businesses 

Funding 

• Will not add a dime to the deficit and is paid for upfront. 

• Creates an independent commission of doctors and 

medical experts to identify waste, fraud, and abuse in the 

health care system. 

• Orders immediate medical malpractice reform projects 

that could help doctors focus on putting their patients 

first, not on practicing defensive medicine. 

• Requires large employers to cover their employees and 

individuals who can afford it to buy insurance so 

everyone shares in the responsibility of reform. 

Key Phrases: Deficit, debt, spending, paid for upfront, 

waste, fraud, medical malpractice reform, large employers 

to cover employees, defensive medicine 

Other   

Paragraph not fitting any of the descriptions.  

Source: United States White House Office (www.whitehouse.gov) 
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III. RESULTS 

 

A. Overall Subjective and Objective Paragraphs in the 

Dataset 

 A comparison was conducted via Chi square test to 

compare more than proportions to determine any significant 

differences in the number of objective and subjective 

paragraphs among the writers‘ opinion. Overall, we found 

significantly more subjective paragraphs (59.7%, n = 1114) 

than objective paragraphs (16%, n = 281, p<0.0031). This 

trend was consistent in articles written before the ACA was 

passed (58.4% subjective, n = 594; 13.6% objective, n = 138), 

and after the ACA was passed (61.4% subjective, n = 520; 

16.9% objective, n = 143; p<0.0031).  

  

B. Overall dimension composition. 

 

 Comparing, in more detail, the distribution of 

subjective and objective comments on the three pre-defined 

dimensions, the analysis showed that overall, 16% (n = 299) 

of the paragraphs addressed Stability and Security; 59.7% 

being subjective and 16% objective. Paragraphs addressing 

Quality and Affordability accounted for 20.4% (n = 380) of 

the dataset, with 65.8% subjective and 9.6%, objective. The 

funding dimension was 17.6% (n = 328) of the sample, with 

55.2% subjective and 13.9% objective. The rest of the sample 

(46%, n = 858) addressed a topic not related to the three 

dimensions. All of the dimensions had significantly more 

subjective than objective paragraphs (p<0.0001).  

 The Quality and Affordability dimension had 

significantly fewer objective paragraphs than the other 

dimensions (p<0.0001). Paragraphs that were under ―Other‖ 

had more objective paragraphs than all of the pre-defined 

dimensions (p<0.0001). 

 

C. Differences Between Articles Published Before and After 

the ACA was Passed 

 

 Chi square test was conducted to investigate the 

differences in dimension composition and the frequency of 

subjective and objective paragraphs between articles published 

before and after the ACA was passed. Table (5) provides the 

number of subjective and objective paragraphs for each 

dimension theme. 

 

D. Dimension composition. 

 

 The Stability and Security dimension was mentioned 

more often in articles published after the ACA was passed 

(p<0.0001). The Quality and Affordability and Funding 

dimensions were  mentioned more often in articles published 

before the ACA was passed (p<0.05). 

 

 

 

Table 4: Sentiment Analysis of 105 Online News Articles 

Distributed on the Three Dimensions of Health Care 

Reform Plan 

 

  

 

Figure 1. Count of subjective and objective paragraphs 

 

Table5: Overall subjective and objective 

paragraphs by dimension 
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Table 6: Articles published before and After the 

ACA by dimension 

 

 
 

 

 
 

Figure 6: Articles published before and After the 

ACA by dimension 

 

E. Differences Between Articles on Dimensions Before and 

After the ACA  

 

 Articles published before the ACA (Table 5 and Figure 

5) was passed had significant differences among the plan 

dimensions proportions (p<0.0001). 

 

IV. DISCUSSION 

 

 In this sample, subjective paragraphs greatly 

outnumbered objective paragraphs in online news articles. 

This finding suggests that online news media includes more 

subjective opinions than facts in their articles regarding health 

care reform. The above state of affairs may be due to the 

anonymity provided by online interaction – a situation that 

enables contributors to put forward claims even when such 

claims cannot be validated or can be validated with strategies 

or sources that are not based on provable or checked facts. 

These results imply that the public is receiving mostly 

subjective judgments when they are reading online news 

articles regarding health care reform. Thus, online news 

sources have the potential to expose the public to unreliable, 

politically motivated information that may be biased by 

the source of the news. This presence of unreliable 

information without concrete facts regarding health care 

reform may lead to mass confusion and anger (stemming 

from misinformation, misinterpretation, or biased 

interpretation) with the public because they are receiving 

conflicting news and coming into conflict with others who 

may have been exposed to an equally passionate, but 

opposite view.  

 The analysis of the content in each article suggests 

that more than half of the paragraphs addressed at least 

one of the dimensions – Stability and Security, Quality 

and Affordability, and Funding. This finding implies that 

members of the public are mostly receiving information 

that official government sources speak about. However, 

because the majority of these statements are subjective the 

public may not be receiving fact-based information about 

the official information from the White House, which 

may lead to misunderstandings and conflicts in the public 

regarding what the executive branch of the government is 

trying to say about health care reform.  

 When considering the differences between articles 

written before and after the ACA was passed, the Stability 

and Security dimension had a greater number of objective 

paragraphs post-reform. This may be due to the fact that 

the immediate effects of the ACA are to increase the 

stability and security of the insurance that individuals 

already receive and, therefore, the news may be more 

objective because it is a process that is actually being 

implemented. This finding suggests that online news 

articles may be more objective about health care reform if 

immediate action is being taken, but this finding should 

be interpreted with caution since the overall objective 

statements in post reform articles are low.  

 Conversely, the Quality and Affordability 

dimension has the lowest amount of objective statements, 

and there is no change between articles published before 

and after the ACA was passed. This may be because this 

dimension concerns how to implement reform so more 

Americans can be covered by health insurance. This 

dimension, therefore, has to do more with topics on which 

action may not have been taken, and on which there is 

considerable debate regarding what should be done. This 

finding implies that dimensions of health care reform that 

do not have legislation passed on them may have more 

objective statements in online news media because the 

public is debating about how that dimension should 

manifest itself, and the debates are being conducted with 

subjective opinions rather than objective facts. The lack 

of objective facts in debates regarding how health care 

reform should be implemented may be inhibiting the 

progress of health care reform as a whole.  

 Most of on-line news articles would be classified 

as ―editorials‖ if they appeared in print news papers 

because they contained subjective classes.  

 This study has several limitations and these results 

should be interpreted with caution. We annotated the 

paragraphs rather than sentences in the articles, and did 

not look at the relationship between subjective and 
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objective statements in individual articles. Therefore, we were 

not able to infer the true intentionality of the authors writing 

the online news articles. In addition, based on our data, we 

cannot infer how the views of the American public regarding 

health care reform are influenced by reading online news 

media. Future research should investigate this relationship in 

order to illustrate exactly how the American public behaves 

when they are reading online news media, and how this may 

affect political outcome of future reform. 

 

V. CONCLUSION 

 

 This study has demonstrated the significant importance 

of online news media in health communication. In particular, 

it has shown how powerful online news media can be in 

providing the American public with an avenue to voice facts 

and personal opinions on the most important health policy 

issue of this decade. In order for the American public to be 

educated on the facts about health care reform and have the 

ability to make their own informed decisions without a 

possible news bias, online news media outlets need to include 

more ―objective‖ facts in their reporting. It is common to think 

of online news media as mostly for entertainment purposes, 

but since 50% (and growing) Americans get their news 

exclusively from the internet, online news publishers need to 

be accountable for the information they are making available 

to the public and provide more objective information. 
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Abstract—This research is concerned with the simulation
of the numeric semantic operations on strings based on the
similarity matrix constructed from the collection of news
articles. The motivation of this research is invention of string
vector based machine learning approaches to text mining
tasks. In this research, we define and simulate the three
operations: ’semantic similarity’, ’semantic similarity average’,
and ’semantic similarity variance’. This research is expected to
become the basis from which semantic analysis tools or systems
of words, texts or corpus, are developed as its benefit. We
present the simulations of carrying out operations on strings
in the real corpus: 20NewsPageGroups.

Keywords-semantic operation, Similarity Sematic Average,
Similarity Semantic Variance

I. I NTRODUCTION

The semantic operations refer to the operations based
on meanings of strings rather than their lexical properties.
The words in textual data are given as operands of the
operations which were proposed in this research. As the
basis of performing the operations, we use the similarity
matrix which consists of semantic similarities indicating how
much corresponding words are similar as each other. In this
research, we define the three operations: ‘semantic similar-
ity’, ‘semantic similarity average’, and ‘semantic similarity
variance’. The proposed operations should be distinguished
from the lexical operations on strings based on their spellings

Previously, we attempted to replace numerical vectors
by string vectors in representing texts. The reason of the
replacement is the three problems: huge dimensionality,
sparse distribution, and poor transparency; they are described
in detail in the literatures [1][2][3][4][5]. The replacement
leads to the successful performance in text categorization
and clustering. However, in order to use the string vectors
more naturally and freely, we need more systematic math-
ematical analysis and definitions on strings. The previous
research concerned with encoding of texts into string vectors
will be mentioned in section 2.

In this research, we define the three semantic operations
on strings. The semantic similarity between two words
indicating how much two words are similar as each other,
is included as the basic operation. The SSA (Semantic Sim-
ilarity Average) is proposed as the average over similarities

of all possible pairs of words. From the SSA, we derive
SSV (Semantic Similarity Variance) as the variance over the
similarities. In this research, we call the defined operations
numerical semantic operations, since numerical values are
generated from the operations as their outputs.

We expect the three benefits from this research. For first,
the semantic operations are potentially used for developing
string vector based approaches to tasks of text mining and
information retrieval. For second, this research may provide
the basis for developing automatic semantic analysis tool for
words and texts. For third, the possibility of developing even
digital computers only for text processing is available poten-
tially. In order to take the benefits, we need to define more
semantic operations and characterize them mathematically.

This article is composed of the five sections. In section 2,
we explore the previous research relevant to this research.
In section 3, we describe the proposed semantic operations
formally and characterize them mathematically. In section 4,
the operations are simulated on the real corpus. In section
5, as the conclusion, we mention the significances and the
remaining tasks of this research.

II. PREVIOUS WORKS

This section is concerned with the exploration for the
previous works relevant to this research. In 2000, Jo invented
a new neural network, proposing encoding documents into
string vectors; it provides the motivation for doing this
research [1]. The semantic relations between words are
considered for doing information retrieval tasks such as
ranking and term weighting. Even for doing other tasks,
the semantic relations are also considered. Therefore, in this
section, we will explore previous works in terms of string
vector encoding and tasks involving the semantic relations
between words.

This research is initiated from encoding documents into
string vectors, instead of numerical vectors, for doing text
mining tasks. Encoding documents so was initiated by Jo
in 2000, inventing the new neural network, called NTC
(Neural Text Categorizer), as a practical approach to text
categorization [1]. Subsequently, in 2005, Jo and Japcowicz
invented the unsupervised string vector based neural network
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which was called NTSO (Neural Text Self Organizer) [6]. In
2009, Jo modified the KNN and SVM into its string vector
based versions where the similarity measure between string
vectors was based on the semantic relations between words
[7]. However, in order to use string vectors more freely,
we need to define more semantic operations on strings and
characterize them mathematically.

The semantic relations between words are considered
especially in information retrieval tasks. In 2005, Shenkel
et al implemented the search engine which was called
XXL, for searching for XML documents, using the semantic
similarity between words, based on ontology and an index
structure [8]. In 2005, Possas et al proposed a term weighting
scheme which was called ‘set based model’, considering the
semantic relation between term [9]. In 2008, Vechtomova
and Karamuftuoglu used the semantic relation between a
query and terms for ranking retrieved documents [10]. The
previous works show usefulness of the semantic relation
between words in the domain of information retrieval.

The semantic relation between words may be considered
in other tasks as well as the information retrieval tasks. In
1994, Kiyoki et al defines metadata of image as words for
representing their semantic relations for the image retrieval
[11]. In 2004, Makkonen et al defines semantic relations
among words using ontology for doing the topic tracking and
detection [12]. In 2007, Na et al used the semantic relation
between a query and terms for adjusting clustering results
[13]. The previous works show that the semantic relation
may be considered in various tasks.

This research is intended to define various semantic
relations between words, assuming that each string has its
own meaning. In the previous works, the semantic relations
have been considered not mathematically but informally or
implicitly. In other words, the mathematical foundations are
not founded, yet; the computation of the semantic similarity
has depended on very heuristic computations. Even if the
modification and creation of string vector based approaches
in favor of text categorization and clustering was successful,
it was limited to process string vectors because of no more
systematic mathematical foundations. Therefore, the goal of
this research is to define more semantic operations on strings
and characterize them algebraically, in order to overcome the
limitation.

III. N UMERICAL SEMANTIC OPERATIONS

This section describes the semantic operations in detail
and consists of the four sections. In section 3.1, we describe
the similarity matrix as the basis of carrying out the semantic
operations. In section 3.2, we mention the two opposite
operations: semantic similarity and semantic distance. In
section 3.3, we define the SSA formally and characterize
it mathematically. Section 3.4 covers the SSV like the SSA.

A. Similarity Matrix

Before entering the semantic operations on strings, we
will describe the similarity matrix in this section. The
similarity matrix is used as the basis for performing the
semantic operations on strings. In the similarity matrix, each
of its rows and columns corresponds to a string. The matrix
has the two properties: its elements are symmetry and its
diagonal elements are 1s. The similarity matrix defines the
semantic similarity of each of all possible pairs of strings,
and it assumes that the matrix is always given before doing
the operations on strings.

The similarity matrix refers to the square matrix which
defines the semantic similarity of each of all possible pairs
of strings, and it is denoted as follows:




s11 s12 . . . s1N

s21 s22 . . . s2N

...
...

. ..
...

sN1 sN2 . . . sNN




The similarity matrix is given as theN by N matrix,
and N indicates the total number of strings. Each of the
columns and the rows corresponds to its unique string; both
the ith row and theith column correspond to the identical
string. The element of the similarity matrix,sij indicates
the semantic similarity between the string corresponding
to the ith column and that corresponding to thejth row.
Following the two properties, the similarity matrix may be
built manually or automatically.

The first property of the similarity matrix is that its
elements are symmetry to each other. In other words, the
rule sij = sji applies to all elements in the similarity matrix.
We already mentioned that the string corresponding theith
column is identical to that corresponding to theith row. The
two strings which correspond to theith column and thejth
column is same to those which correspond to the vice versa.
The commutative raw is applicable to the semantic similarity
between two strings.

The second property of the similarity matrix is that its
diagonal elements are always given 1.0. In other words,sii

is given as 1.0 as the maximum similarity. Every element in
the similarity matrix is given as a normalized value between
0 and 1. The value, 1.0, signifies the maximum similarity
between two strings. In the context of this research, it is
assumed that the two identical strings have their maximal
similarity.

The similarity matrix may be constructed, manually or
automatically. A finite set of strings and the size of the
similarity matrix are decided in advance. The 1.0 values are
absolutely assigned to the diagonal elements of the similarity
matrix. Keeping its symmetry property, normalized values
between 0 and 1 are assigned to the off-diagonal elements.
In other literatures, the process of building the similarity
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matrix from a corpus is mentioned; refer to the literatures
for the detail description of the automatic construction.

B. Semantic Similarity and Distance

This subsection is concerned with the two base semantic
operations on strings. One operation covered in this section
is for evaluating how much two strings are similar based
on their meanings. The other is for doing how much they
are different from each other with respect to their meanings.
The commutative law is applicable to both operations; the
result is identical to the different order of the input strings.
Therefore, in this subsection, we will describe the both
operations with respect to their definition and properties.

The first base operation is for evaluating a semantic
similarity between two strings. We already described the
similarity matrix in section 1, as the basis of these opera-
tions. It is possible to construct automatically the similarity
matrix from a corpus, but the detail process is not covered in
this article. As shown in figure 1 The semantic similarity is
carried out by retrieving directly the corresponding element
from the similarity matrix as follows:

sim(stri, strj) = sij

This operation becomes the fundamental one for deriving
more advanced operations, later.

Figure 1. The Process of Retrieving the Semantic Similarity from the
Similarity Matrix

The second operation is the semantic distance which is
opposed to the previous operation. Like the semantic simi-
larity, this operation generates a normalized value between
0 and 1 as the output. The semantic distance between two
strings is computed by subtracting the semantic similarity
from 1.0 as follows:

dis(stri, strj) = 1.0− sim(stri, strj) = 1.0− sij

The value generated from the semantic distance is the
1.0’s complement of the semantic similarity. We may build
the semantic distance matrix by subtracting each element
from 1.0 as follows:



1.0− s11 1.0− s12 . . . 1.0− s1N

1.0− s21 1.0− s22 . . . 1.0− s2N

...
...

. . .
...

1.0− sN1 1.0− sN2 . . . 1.0− sNN




Both operations are characterized as the fact that the commu-
tative law is applicable. In the case of the semantic similarity,

the commutative law applies because the similarity matrix
is symmetry, as follows:

sim(stri, strj) = sij = sji = sim(strj , stri)

The commutative law also applies because the same value
is subtracted from 1.0 as follows:

dis(stri, strj) = 1.0− sij = 1.0− sji = dis(strj , stri)

The similarity distance matrix becomes symmetry, but its
diagonal elements are 0 values instead of 1.0 values. If the
similarity distance matrix is given, the semantic distance is
carried out by retrieving the corresponding element from the
matrix.

C. Semantic Similarity Mean

This subsection is concerned with the first n-ary semantic
operation on strings. The n-ary semantic operation refers
to the class of semantic operations which takes an arbitrary
number of strings as the input. In this operation, all possible
pairs of strings are generated and the semantic similarity
to each pair is computed. The semantic similarity mean of
the strings is computed by averaging the similarities of the
all possible pairs. In this subsection, we will describe the
operation with respect to the definition, the properties, the
procedure, and the utility.

This operation is denoted as follows:

avgsim(str1, str2, . . . , strn) =
2

n(n− 1)

∑

i<j

sim(stri, strj)

When n strings are given as the input, we generaten(n −
1)/2 pairs of strings as all possible ones. For each pair,
we may compute the similarity by retrieving it from the
similarity matrix as shown in figure 1. We obtain the average
semantic similarity by summing the similarities of all pairs
and dividing the sum by the number of all possible pairs,
n(n − 1)/2. The average semantic similarity signifies the
semantic cohesion of the group of strings.

The properties of this operation are as follows:

• If all strings are identical, the average semantic similar-
ity is given as 1.0 values, since the diagonal elements
of the similarity matrix are given 1.0.

• 2
n(n−1)

∑
i<j sim(stri, strj) =

2
n(n−1)

∑
i>j sim(stri, strj), since the similarity

matrix is symmetry one.
• If all pairs of the strings are complementary (lowest

similarity), the average semantic similarity becomes the
minimum.

• The average semantic similarity is always given as a
normalized value, since the similarities of all possible
pairs are given as normalized values.

This operation takes an arbitrary number of strings as the
input. Among the strings, all possible pairs are generated; if
the number of strings isn, n(n− 1)/2 pairs are generated.
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For each pair, its similarity is retrieved from the given sim-
ilarity matrix. The average semantic similarity is obtained
by summing the similarities of the all possible pairs and
dividing the sum by the number of pairs. Therefore, the
averaged semantic similarity which is given as a normalized
value is the output of the operation.

Figure 2 illustrate the two different groups of strings. The
left group in figure 2 contains the strings within the domain
of computer science. The right group in figure 2 contains the
strings spanning over various domains. Intuitionally, the left
group of strings has the higher average semantic similarity
than the right group. Through the example illustrated in
figure 2, this operation may be used for estimating the
cohesion of groups of strings.

Figure2. Two Groups of Words: One in a specific domain and the other
in various domains

D. Semantic Similarity Variance

This subsection is concerned with the second n-ary seman-
tic operation on strings. Under an identical average semantic
similarity, there exist different distributions of similarities
of pairs of strings. The pairs of strings may concentrate on
the average semantic similarity, or they may disperse from
it. We need the measure how much the similarities of the
pairs concentrate on the average semantic similarity. In this
subsection, we describe the operation in detail with respect
to its definition, properties, and procedure.

The operation, called semantic similarity variance, is
denoted as follows:

var(str1, . . . , strn)

=
2

n(n− 1)

∑

i<j

(sim(stri, strj)−avgsim(str1, . . . , strn))2

If n strings is given as the input, the number of all possible
pairs becomesn(n−1)/2. Before performing this operation,
the average semantic similarity should be computed by
the operation which was mentioned in section III-C. This
operation focuses on the individual square of difference
between a similarity of each pair and the average semantic
similarity. This operation corresponds to the variance in the
context of statistics.

The properties of this operation are as follows:

• 2
n(n−1)

∑
i<j(sim(stri, strj) −

avgsim(str1, . . . , strn))2 =
2

n(n−1)

∑
i>j(sim(stri, strj) −

avgsim(str1, . . . , strn))2

• sd(str1, . . . , strn) =
√

var(str1, . . . , strn)
sd(str1, . . . , strn) is called the semantic similarity standard
deviation.

In this operation, an arbitrary number of strings is given as
the input. Using the operation which was mentioned in sec-
tion III-C, the semantic similarity average is computed. For
each pair, the difference square between its similarity and
the average semantic similarity is computed. The difference
squares are averaged into the semantic similarity variance.
The square root of the semantic similarity variance becomes
the semantic similarity standard deviation. Whether it is the
variance or standard deviation, the value is always given as
a normalized value.

The operation may be used for judging whether words are
distributed, randomly or not. Let’s consider the two groups
of words with their identical semantic similarity. One group
whose semantic similarities are concentrated on the average
semantic similarity has very small the semantic similarity
variance. However, the other whose semantic similarities
are dispersed very much has the larger semantic similarity
variance. In this case, the latter group is judged as the
random distribution of words.

IV. SIMULATIONS

This section is concerned with a set of simulations of car-
rying out the semantic operations based on another similarity
matrix. The similarity matrix is constructed from another
corpus called ’20NewsGroups’ in this set of simulation. Like
the previous set of simulations, the similarities among words
are computed based on the texts where words collocate with
each other. The set of simulations are carried out, following
the process mentioned in section??. In this section, we
present and discuss the set of simulation.

In this set of simulation, we use 20NewsGroups which
is a collection of news articles as the source of build-
ing the similarity matrix. The collection was obtained
by downloading from the web site, http://kdd.ics.uci.edu
/databases/20newsgroups/20newsgroups.html. In the collec-
tion, 20 categories are predefined and approximately 20,000
news articles are available. The collection was intended
for researchers on text mining to evaluate approaches to
text categorization. The set of simulation was executed,
following the steps which were mentioned in section??.

This set of simulations is carried out with three steps:
indexing the corpus, constructing the similarity matrix, and
carrying out the semantic operations on strings. The corpus,
which is the collection of texts, is indexed into a list of words
and their frequencies as shown in figure 1. We selected 100
words randomly and built the 100 X 100 similarity matrix
by computing semantic similarities among words based on
the number of texts where the words collocates with each
other. We made 16 lists each of which consists of five words
by selecting words randomly among the selected 100 words
and applied the semantic similarity average and variance to
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each list. We generated values of the semantic similarity
averages and variances as results of this set of simulations.

Figure3. The Process of Indexing Corpus

In figure 4, we illustrate the results from simulating the
operations based on the similarity matrix constructed from
20NewsGroups in figure 4. We present the 16 lists each of
which consists of five words. The values of SSA and SSV
are indicated by the black and white bar, respectively. The
six lists have SSA which is greater than or equal to 0.1, and
the two lists have SSV which is so. The others have values
of SSA and SSV less than 0.1.

Figure4. The Simulation Results from the SSM and SSV from the Corpus:
20NewsGroups

Let’s discuss the simulation results which are illustrated
in figure 4. The list which contains seem, widen, phihates,
decrease, and widen, has the SSA which is higher than 0.2
and the SSV which is higher than 0.15. It indicates that the
majority of words have their strong semantic relationships,
together with the minority of words with their weak semantic
relationships. The list which contains foster, bylaw, initially,
definitely, and jersey, has its high SSV compared with its
SSA. It is characterized as the coexistence of weak and
strong semantic relationships among words.

V. CONCLUSION

Let’s consider the significances of this research. From this
research, we obtain the chance to measure semantic relations

among words by the two simple operations: semantic simi-
larity and semantic distance. We are able to observe the se-
mantic cohesion of words through the operation called SSA.
It gets possible to observe the distributions over semantic
similarities of words, through the operation called SSV. This
research provides potentially the way of developing semantic
analyzer of textual data.

In spite of the above significances, let’s consider re-
maining tasks for proceed further research. We need to
make more simulations of carrying out the operations in
other domains. More semantic operations will be defined
and characterized mathematically. When the complexity of
performing the semantic operation is high, it is necessary
to reduce the complexity by developing their approximating
algorithms. The operations will be applied to text process-
ing tasks in information retrieval systems and text mining
systems.
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Abstract - SocialSTORM is a cloud-based ‘central-hub’ 

which facilitates the acquisition, storage and analysis of live 

data from social media feeds. Developed at University College 

London, the platform manages data from Twitter, Facebook, 

RSS sources and blogs, and is currently being extended to 

other feeds. This is for the purpose of harvesting information 

which ceases being publically-available shortly after creation. 

SocialSTORM includes facilities to run simulation models on 

the data allowing for the identification of changing trends, 

global sentiments and story propagation. Both historical and 

live data streams can be monitored. We are specifically 

interested in using these data for trading applications, 

although it has applicability to security monitoring, brand 

awareness and macroeconomic variable monitoring.   

Keywords: Social Science, Web Mining, Mining text and 

semi-structured data, Mining large scale data, Data mining 

software 

 

1 Introduction 

Social media is becoming a rich new area of research for 

scientific, sociological and commercial purposes. 

Acknowledging its huge value, it is likely that companies such 

as Google, Facebook and Twitter will increasingly restrict 

access to their social media data. With the rise of 

Computational Social Science, arguably what is required to 

support academic research is a public-domain social data 

scraping and analytics environment and high-performance 

computing facility. 

To capitalize on the wealth of data currently available 

across the web, for the purposes of academic research, 

University College London (UCL) has built, and continues to 

develop, a comprehensive social media data engine that 

supports scraping and analysis of a wide range of social media 

data. This paper describes this social media Streaming, Online 

Repository and Analytics Manager (SocialSTORM) 

platform
1
. It can be seen as a multi-source customizable 

research-orientated counterpart to commercial social 

aggregation systems such as Datasift
2
 and GNIP

3
. To our 

knowledge there are no similar social data acquisition and 

monitoring platforms tailored specifically to the research 

                                                           
1 www.socialstorm.eu  
2 www.datasift.com  
3 www.gnip.com  

community. The closest equivalent we have found is 

Wandora
4
, an open source information extraction, aggregation 

and data management system designed to run on a local 

machine. It is not directly suited to large-scale data mining, 

but via the creation of proprietary Java code, it can be used to 

monitor Twitter data. 

2 Mining large scale data 

2.1 Web mining for social data 

 Currently, large quantities of public data from sources 

such as Twitter and Facebook can be acquired free of charge. 

Data are typically accessed by querying an Application 

Programming Interface (API) for each of these respective 

social media providers; and this may be used to tailor results 

according to a desired dataset via proprietary code. Twitter 

for example, allows developers to track up to 400 specified 

keywords for which to filter publicly available updates before 

streaming to the developer in near real-time. It is also possible 

to filter Twitter data by user ID or location, achievable with a 

simple HTTP POST request. Obtaining a ‘random sample’ of 

data from Twitter is even easier; the following HTTP GET 

request returns a live stream roughly 1% of all public status 

updates as a JSON array: 

https://stream.twitter.com/1/statuses/sample.json  

Furthermore, elevated access to a random sample of 

approximately 10% of all global Tweets is straightforward to 

obtain for academic research purposes. Once these Twitter 

data have been published and streamed through its API, the 

data ceases to be accessible from Twitter. This highlights the 

need for continuous communication with Twitter, and suitable 

technologies for storage of the data to allow aggregation of a 

substantial dataset over time (discussed later). 

Facebook also offers an API through which publicly 

available data are accessible; though not in real-time. It is also 

less common for Facebook users to make their updates 

publicly visible – this is in contrast to Twitter’s policy where 

Tweets are automatically in the public domain by default 

(with an opt-out option). However, given Facebook’s user-

base of c. 800 million people, it is still reasonable to expect 

large volumes of data to be available for retrieval and 

                                                           
4 www.wandora.org  
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analysis. Facebook’s Graph API can be used to search for 

status updates containing particular keywords specified by the 

developer; these results go back as far as 70 days from the 

request date. The following HTTP GET request can be used 

to access these data, returning a JSON array of data relating to 

all public posts containing the term ‘Apple’ used here as an 

example: 

https://graph.facebook.com/search?q=Apple&type=post  

Through the same API it is also possible to retrieve 

public data relating to Facebook Pages, Events, Users, 

Groups, Places or Checkins by modifying the ‘type’ 

parameter in the above URL accordingly. 

 A ‘random sample’ of all public updates from Facebook 

can also be harvested, by using the query search function to 

look for a collection of a language’s most commonly used 

words such as: ‘to’, ‘be’, ‘and’, ‘of’ if working in English. 

 

2.2 Mining text and semi-structured data 

Before analyzing social media data from Facebook and 

Twitter, one must extract the relevant data fields from their 

raw JSON format. Fig. 1 provides an example of the 

information fields returned for each Tweet retrieved via the 

filtering method of Twitter’s Streaming API (data has been 

removed to protect privacy). 

 

Fig. 1. Example response from Twitter’s Streaming API 

Twitter offers many forms of metadata which may also 

provide a source for analysis, as well as the Tweet ("text") 

itself. Examples include location tags and the number of times 

the message was “retweeted” (shared by other users, thus 

increasing the audience). These may consist of integers, 

strings, or a combination of both. In order to extract these 

data, one needs to parse the raw JSON structure and store 

each desired string or integer as a separate variable. 

Conveniently, one may use the very same method to structure 

data retrieved from Facebook (which is also in JSON by 

default). The data may then, for example, be stored within 

separate columns of a database, or as a text file with a 

specified delimiter. It is inadvisable to store this kind of data 

as a text file in CSV (comma-separated variable) format since 

status updates themselves frequently contain one or more 

commas which can make subsequent analysis tricky. 

 Text data may be analyzed in a number of ways, using 

techniques from Natural Language Processing and 

Information Retrieval. An obvious direction to take when 

analyzing text-based social media data is to conduct sentiment 

analysis in order to quantify message strings, to enable 

mathematical models to be employed for analysis. 

3 SocialSTORM 

3.1  Overview 

University College London, assisted by Microsoft, has 

built a cloud-based computational finance environment 

(ATRADE
5
) that supports real and virtual trading; with 

terabytes of financial data to support research into algorithmic 

trading and risk. Given the rise of interest in using social data 

(e.g. Twitter updates) for trading and risk management, UCL 

has now built SocialSTORM, a complementary social media 

engine that supports scraping and analysis of a wide range of 

social media data.  

As discussed, SocialSTORM is a cloud-based platform 

which facilitates the acquisition of text-based data from online 

sources such as Twitter, Facebook, respected blogs, RSS 

media and ‘official’ news; a ‘central-hub’ for social media 

analytics. The system includes facilities to upload and run 

Java-coded simulation models to analyze the aggregated data; 

which may comprise UCL’s social data and/or users’ own 

proprietary data. There is also connectivity to the ATRADE 

platform which provides further quantitative finance and 

economic data.  

The platform consists of infrastructure and tools to 

facilitate data acquisition, database connectivity, and various 

levels of access and administration along with data 

repositories for long and short-term data storage. The 

platform is able to operate in two simulation modes: an 

‘historical’ mode which utilizes data already stored at the time 

of running the desired simulation (ideal for data-mining and 

back-testing), and a ‘live’ mode which operates on a near real-

time stream of data which is continually monitored from the 

sources throughout the simulation (ideal for analyzing 

financial markets and developing algorithmic trading 

strategies). 

 

                                                           
5 http://vtp.cs.ucl.ac.uk/atrade  

{ 

"text":"", 

"entities":{}, 

"contributors": , 

"place": , 

"id_str":" ", 

"coordinates": , 

"source":" ", 

"retweet_count": , 

"in_reply_to_user_id": , 

"in_reply_to_status_id": , 

"favorited": , 

"geo": , 

"in_reply_to_screen_name":" ", 

"truncated": , 

"in_reply_to_status_id_str":" ", 

"user":{}, 

"retweeted": , 

"id": , 

"in_reply_to_user_id_str":" ", 

"created_at":" " 

} 
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In short, SocialSTORM allows for the execution of user-

defined simulation models for the analysis of historical and 

real-time data feeds that provide a plentiful supply of public 

opinions derived from online-community data. 

3.2 Infrastructure architecture 

The SocialSTORM platform resides in a distributed 

computing environment currently consisting of 9 nodes each 

with the following specification: 15,000rpm 600GB hard 

drive, 32GB RAM and one 3.2GHz quad-core Intel Xeon e3-

1200 processor. The nodes are interlinked by 10GbE (10 

Gigabit Ethernet) connections and the entire system is backed-

up daily onto tape storage for up to 3 months. 

SocialSTORM’s current storage capacity is 5.4TB with 

288GB of available RAM. SocialSTORM is fully scalable – 

additional nodes can be added to increase system storage and 

performance on an as-needed basis.   

This particular hardware setup has been chosen for the 

purposes of migrating SocialSTORM to Apache Hadoop, a 

software library and framework that allows for the distributed 

processing of large data sets
6
; which is something we are 

currently working towards.  

3.3 System architecture 

SocialSTORM inherits its architectural design from 

UCL’s ATRADE system, which allows easy integration 

between the two systems. The following is an outline of the 

key components of the SocialSTORM system. 

Connectivity Engines – Various connectivity modules 

communicate with the external data sources, including Twitter 

& Facebook’s APIs, financial blogs and various RSS news 

feeds; and are being continually expanded to incorporate new 

social media sources. Data are fed into SocialSTORM in real-

time and include a random sample of all public updates from 

Twitter, as well as filtered data streams selected from a rich 

dictionary of stock symbols, currencies and other economic 

keywords; providing gigabytes of text-based data every day. 

Messaging Bus – This serves as the internal 

communication layer which accepts the incoming data streams 

(messages) from the various connectivity engines, parses these 

(from either JSON or XML format) and writes the various 

data to the appropriate tables of the main database. 

Data Warehouse – This is home to terabytes of text-

based entries which are accompanied by various types of 

metadata to expand the potential avenues of research. Entries 

are organized by source and accurately time-stamped with the 

time of publication, as well as being tagged with topics for 

easy retrieval by simulation models. 

                                                           
6 http://hadoop.apache.org/ 

Simulation Manager – This terminal provides the 

external API for clients to interact with the data for the 

purposes of analysis, including a web-based GUI via which 

users can select various filters to apply to the datasets before 

uploading a Java-coded simulation model to perform the 

desired analysis on the data. The Simulation Manager 

facilitates all client-access to the data warehouse, and also 

allows users to upload their own datasets for aggregation with 

UCL’s social data for a particular simulation. There is also the 

option to switch between historical mode (which analyses data 

existing at the time the simulation is started) or live mode 

(which ‘listens’ to incoming data streams and performs 

analysis in real-time). 

 In summary, the aims of SocialSTORM include 

acquisition and access to terabytes of social data from a 

variety of sources, as well as a cloud-based simulation 

environment for historical data-mining and real-time 

monitoring of global news and opinions taken from the 

world’s most popular social networking sites. There is also 

connectivity to UCL’s ATRADE algorithmic trading system 

and support for aggregation of clients’ proprietary data. 

UCL’s cloud-based platform removes the need to transfer 

large amounts of data across servers and also eliminates 

dependency on the processing power of clients’ local 

machines; leading to increased performance in working with 

‘Big’ datasets. 

3.4 Data storage 

SocialSTORM queries and monitors social media APIs 

in real-time, reading updates as they are streamed and writing 

these directly to its database. The latency between a message 

being published to Twitter (as an example) and subsequently 

being stored in our database is less than 1 second; even when 

using batch inserts to increase efficiency. Typically, the 

system writes c. 4,000 entries to the database every second.  

From Twitter the current system retrieves c. 20 million 

messages per day as a ‘random sample’ of all public updates, 

plus c. 1-2 million messages daily containing hundreds of 

specific financial and economic keywords selected by the 

platform’s development team. From Facebook, a proprietary 

method of retrieving a random sample of all public updates is 

used which returns c. 2 million updates per day. This is 

supplemented by searching for updates containing the same 

keywords used to filter updates from Twitter; giving over 

500,000 additional daily updates from Facebook. The 

SocialSTORM team has selected 15 finance-related blogs to 

monitor, as well as a number of official news services which, 

together contribute over 1,000 daily entries to the database. 

The current data sources result in approximately 5GB of 

data per day, which is likely to continue to increase over time 

barring any restriction to public data by Social Media 

companies; UCL has the facilities to cope with an increased 

dataflow. The current SocialSTORM servers allow storage of 
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multiple terabytes of data; but may be scaled-up to petabytes 

if required. 

3.5 Simulations 

User-privacy is taken very seriously by the platform’s 

development team. Although the data retrieved from the web 

is in the public domain, it remains property of the data 

provider and is therefore not redistributable in accordance 

with Content License Agreements. To enable analysis of 

social media data by third parties, SocialSTORM includes a 

black-box research environment, accessible via a graphical 

web interface as shown in Fig. 2. Here, subscribed users may 

upload their own java-coded simulation models which will 

analyze the data stored by SocialSTORM and return post-

analytical results to the caller according to the model used. 

Models to be uploaded to SocialSTORM are .jar files, 

which also include any packages on which the code is 

dependent. The simulation environment then looks for a 

particular method, similar to Main(), which defines the 

appropriate parameters to interface with SocialSTORM’s 

API. Instructions on how to ensure that models are compliant 

with the platform are detailed in the SocialSTORM user 

manual. 

Fig. 2. Model-upload form for SocialSTORM simulations 

Before running a model the user can opt to perform the 

analysis in ‘live’ mode, which connects directly to the 

platform’s real-time messaging system to stream live updates 

to the model, or ‘historical’ mode which retrieves data already 

stored in the database. The user may choose to pause or stop a 

simulation at any time, and a ‘live’ simulation is complete 

when a certain breakpoint in the code is reached or until the 

user manually stops the simulation. Once a simulation is 

complete, users can plot results in various ways using the 

SocialSTORM GUI (an example of which is shown in Fig. 3), 

export results to Microsoft Excel, or use an output API to 

retrieve the results programmatically for further analysis. Data 

exported to Microsoft Excel can be linked to constantly 

update in a spreadsheet’s cells. 

4 Applications 

The applications of social media data in academia and 

commerce are growing rapidly. As Computational Social 

Science expands, platforms such as SocialSTORM should 

provide useful research tools. To demonstrate the wider 

appeal of aggregated social media data, we present the 

following specific examples. 

Fig. 3. Example of a bar chart plot of simulation results in 

SocialSTORM’s web interface 

4.1 Social science 

The analysis of narratives of professional journalistic 

articles for the demonstration of ‘Phantastic Objects’
7
 and 

their effect is of growing importance to the understanding of 

financial and economic bubbles [2]. As an example of the 

application of social data to the social sciences, it is a logical 

next step to consider Phantastic Objects in every-day social 

media data. Such analyses could lead to new findings in the 

realm of ‘meme’ propagation, with a better understanding of 

why sentiment bubbles occur.  

To achieve this, a manageable database of social media 

data is required, and with its data analytics capabilities, 

SocialSTORM is able to provide this stepping stone.  

4.2 Business intelligence 

A growing number of services provide business 

intelligence to firms seeking to monitor the sentiment around 

their company’s name on the internet. Furthermore, 

sentiments around products influence future product design, 

and real-time analysis of the world’s ‘mood’ on a brand or 

company dictates the success of digital marketing endeavors. 

 However, a particular aspect of digital business 

intelligence is currently in its infancy. It is becoming 

increasingly apparent that the instant global sentiment around 

a firm or its products can be used as a predictor of that firm’s 

future performance. Whilst previously establishing such 

relationships was only possible after the time-consuming 

analysis of professionally-written publications on a company’s 

performance or its products, it is now clear that public 

‘groupthink’ opinion is just as relevant. The analysis of social 

media data in a near-instant capacity is thus the methodology 

needed, and SocialSTORM can facilitate this process. 

                                                           
7 Stemming from the word ‘phantasy’, this term is used in the sense of 

meaning an imaginary scene in which the inventor of the phantasy is a 

protagonist in the process of having his or her latent (unconscious) wishes 

fulfilled [1]. 
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4.3 Advanced prediction modeling 

The prediction and/or estimation of macroeconomic 

variables such as consumer confidence, unemployment, and 

inflation are of great importance to both policy makers and 

investors. Current methodologies of observing such variables 

are highly limited. Not only are they survey-based, meaning 

that the data-accumulation and analysis process is extremely 

time and cost intensive, but the results are often cited in 

literature as being simply inaccurate. Much value therefore 

lies in the timely prediction of such macroeconomic variables, 

and it has already been shown that the analysis of sentiment 

derived from search engine data can be used as a predictor for 

financial and economic variables [3].  

Thus, it is of interest to explore the effect of sentiment 

variation of social media data on macroeconomic variables 

such as those mentioned above. With SocialSTORM’s 

capacity to monitor both historic and live data via the use of 

custom-written models, such analyses may now be feasible.  

5 Future work 

SocialSTORM is in constant development, and the 

following additional features are in the process of being 

implemented: 

Sentiment classification – A series of in-built machine-

learning packages are being developed which will allow for 

the sentiment analysis of the text stored in SocialSTORM’s 

database. This analysis will allow users to quantitatively rank 

social media text based on emotions such as anger, anxiety, 

happiness and sadness.  

Esper – This is a complex event processing package, 

which allows for the high-speed processing of large volumes 

of events in real-time
8
. The integration of this package will 

implement SocialSTORM’s sentiment classification 

algorithms in real-time, before messages are stored in the 

database; and will also improve the system’s overall 

performance when simulation models are operating on live 

data.   

Advanced Visualization Suite – The current Web 

interface is being improved and expanded to allow for the 

customization of the visualization of the output data produced 

by the simulation models.  

Integration with ATRADE – Upon completion, this 

functionality will allow SocialSTORM’s users to run models 

that can simultaneously evaluate financial data from the 

ATRADE platform, as well as its native social media data.  

                                                           
8 http://esper.codehaus.org/ 

6 Conclusion 

UCL’s SocialSTORM platform is a data mining and 

analytics engine that can provide access and customized 

monitoring capabilities for aggregated social media. Being a 

non-commercial product, the platform offers researchers a 

facility to monitor and evaluate a rich and yet often fleeing 

data source. The platform complements existing commercial 

products which offer similar capabilities, but are not primarily 

targeted at the wider academic community. SocialSTORM’s 

customizable nature also allows for integration with local 

software to support research in Computational Social Science. 
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Abstract - Recommender systems are the tools that  predict  
user preferences and thus help a naïve user in finding useful  
information  on  the  world  wide  web.  They  have  become  a  
necessary  agent  in  the  information  bombardment  arena  of  
World Wide Web. A number of algorithms are implemented  
to  predict  the  preference  of  user  and  thereby  give  them 
recommendation.  Majority  of  these  algorithm  use  data 
mining techniques.  In this paper,  we present a comparative  
analysis  of  various  classification  algorithm  and  there  
integration  with  various  clustering  algorithm  that  could  
effectively  and accurately  predict  temporal changes in user  
preferences.  The  paper  also  presents  a  newly  developed  
evolutionary  clustering  approach  and  its  comparative  
analysis.  Several  experiments  were  conducted  using  these  
algorithms  based  upon  various  parameters  using  WEKA  
(Waikato  Environment  for  Knowledge  Analysis),  a  Data  
Mining  tool. The  results  of  the  experiment  show  that  
integration of  clustering  and classification  gives  promising  
results with higher accuracy rate and lower error rates when 
compared over temporal parameters.

Keywords: A Maximum of 6 Keywords

1 Introduction
 The  increased  usage  of  web  as  a  major  medium  of 
communication,  business and entertainment  lead to the rise 
of huge amount  of stored web data.  This  data may contain 
valuable  knowledge  which  could  be  beneficial  for  an 
organization  as  well  as  individual  users.  Data  mining 
algorithms are generally used to deal with such kind of data. 
Data  mining  is  the  process  of extracting  new,  useful  and 
interesting information using a variety of techniques. These 
techniques  are  used  by Recommender  systems  for  making 
recommendations by means of knowledge extracted from the 
action and attributes of users [9].

A  range  of  data  mining  techniques  are  developed  for 
extracting  useful  information  such  as  pattern  recognition, 
clustering, association and classification [29]. The advantage 
of  using  data  mining  techniques  for  analysis  includes 
objective  and  accurate  results,  and  ease  of  application  in 
routine  tasks.  Various  machine  learning  researchers  also 

emphasize the use of data mining techniques in information 
retrieval prominent of which is clustering and classification. 
Clustering is an unsupervised learning techniques which can 
identify  and  form  groups  of  items/users  based  on  similar 
features pattern in the data. On the other hand, classification 
is  a  supervised  learning  technique  which  find  a  set  of 
prediction  model  that  distinguish  data  class  models  for 
predicting the unlabelled class from the data.  In  this paper, 
we study the temporal evolution of user preferences through 
an  integration  of  classification             and  clustering 
techniques  and  compare  it  with  a  benchmark  baseline 
classification algorithm.  In  addition,  the paper  also outlines 
two  other  widely  researched  classification  algorithm  that 
have  been  applied   to  complex,  high  dimensional 
classification  problems  in  the  last  few  years  and  their 
feasibility  in  Rs  application[13].  The  proposed  work  will 
focus  on  finding  useful  information  through  time  based 
analysis of e-commerce data  to predict  user  preference and 
use temporal trends to increase the accuracy of predictions.

In this paper, weka  [7] machine learning tool is used for 
performing  evaluation  using  clustering  and  classification 
algorithm.  The  paper  is  organized  as  follows:  Section  2 
defined the background study of the specific domain taken up 
for  analysis.  Section  3  describe  the  proposed  classification 
and  clustering  method  to  identify  the  class  of  uses 
preferences. Experiment  results and performance evaluation 
are presented in Section 4 and finally Section 5 concludes the 
paper citing future work in this direction.

2 Background
Various classification and clustering algorithm are used in 

collaborative filtering and content filtering technique to  built 
a  model  for  predicting  user  preference  and  generating  a 
recommendation list. However, to the best of our knowledge, 
no one has  so far  employed an  integration  of clustering  & 
classification for finding temporal  trends in  user  preference 
data.  A number  of researchers  though  have worked in  this 
area, prominent of them are mentioned here.

The problem of finding temporal  trends in the context of 
recommender  system have  been  addressed  recently in  [32] 
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and [20]. In the area of recommender system research, most 
of the studies focus on increasing the accuracy of algorithm. 
For the prediction of user preference, most of the prediction 
model employ either collaborating filtering or content  based 
filtering as a technique. It is being observed and analyzed by 
Koren  [32] that  after  a  time the  accuracy of recommender 
system can only be increased by incorporating the temporal 
information.  He also proposes a model that  traces the time 
changing behavior throughout the life span of data and thus 
exploiting all relevant components which is in contrast with 
the  earlier  concept  drift  explorations  where  only  single 
concept is traced. 

On the other hand, Lathia, Hailes, & Capra [20] provide a 
different  perspective,  which  is  a  system oriented  approach 
different  from  [32]  user  preference  model.  He studies  the 
effect  of  retraining  CF  algorithm  every  week  as  a  time 
dependent  prediction  problem  and  proposes  an  adaptive 
temporal  CF technique. Another  approach that  incorporated 
temporal  information  to  achieve  better  recommendation 
accuracy is proposed by Queue et al. [28]. They combined the 
two dimensions involving temporal  dynamics, one proposed 
by [27] involving product launch time and other by [31] that 
is based on rating time, together with implicit feedback data 
to construct a pseudo rating data. 

A feature-based machine learning approach was proposed 
by Chu & park [30] to personalized recommendation that is 
capable  of  handling  the  cold-start  issue  effectively.  They 
maintain  profiles  of content  of interest,  in  which  temporal 
characteristics of the content,  e.g.  popularity and  freshness, 
are  updated  in  realtime  manner.  Another  recommender 
system named “Eigentaste  5.0:  Constant-Time Adaptability 
Recommender System” was developed by Nathanson, Bitton, 
& Goldberg [26] that dynamically adapts the order that items 
are  recommended  by integrating  user  clustering  with  item 
clustering  and  monitoring  item  portfolio  effects.  Another 
group of researcher, Tang et al., [16] focused on dealing with 
the  issue  of  scalability  by  applying  a  different  kind  of 
technique that  scale down candidate sets by considering the 
temporal  feature of items. Golbandi,  Koren,  & Lempel [19] 
proposed to use an adaptive bootstrapping process that elicits 
users  to provide their  opinions  on  certain  carefully chosen 
items or categories while changing  the questions with time 
adapting to user responses. In addition, Nasraoui et al.,  [21] 
studied  evolving  user  profile  scenarios  and  proposed  a 
systematic validation methodology that allows for simulating 
various  controlled  user  profile  evolution  scenarios  and 
validating  the  studied  recommendation  strategies.  In 
addition, Pessemier et al. [25] presents an empirical evidence 
that older consumption data has a negative influence on the 
recommendation  accuracy in  case of consumer  centric  RS. 
Chen  et  al.  [24]  also  showed  the  time  decaying  effect  of 
sequential  pattern  on  the  user  preference  within  content 
based RS. Though several user prediction models mentioned 
previously provide  very good predictions  performance,  the 
majority of these paper  do not  take  into account  the  time. 
Most  of  these  algorithms  uses  a  generalized  collaborative 
filtering technique with some modification and as such have 
almost similar  prediction capability and performance. For a 
detail review, please see [9] and [10] as a starting references. 
The  remaining  algorithms  focus  on  specific  problem  like 
scalability and cold start.  The primary goal of our proposed 

work is to develop a more generic approach that updates and 
thereby improves existing state of art techniques. 

3 Clustering and Classification
Cluster analysis is one of the most prominent methods for 

identifying classes amongst a group of objects and has been 
used as a tool in many fields such a as biology, finance and 
computer  science [8].   Recent  work by [3]  and  [15] shows 
that cluster analysis has the ability to group user using their 
preferences in  rating  data.  In  this  paper  we will  go a  step 
further and analysis how an integration of classification and 
clustering algorithm can be used to analysis and predict the 
preference of user based on its previous rating.  We evaluate 
various clustering algorithm namely Kmeans, EM as well as 
our proposed clustering approach and  their integration with 
benchmark baseline classification algorithm for collaborative 
filtering namely IBK, that to the best of our knowledge have 
not been previously applied to this problem. The clustering 
algorithm  use  an  unsurpervised  mechanism,  where  an 
unlabeled  training  data  is  grouped  based on similarity [8]. 
This ability to group unlabelled training data is advantageous 
and offer some practical benefits over learning approach that 
requires  labeled  training  data  [12,  29].  The  supervised 
learning approach cannot discover new application and only 
classify  user/items  for  which  it  has  labeled  training  data. 
Another  advantage  is  when  user  ratings  are  being  labeled, 
due to high accuracy of clusters, only a few items used need 
to  be  identified  in  order  to  label  the  cluster  with  a  high 
degree of confidence.

Collaborative  Filtering  (CF)  is  the  most  widely  used 
technique in recommender system for predicting user interest 
on  unseen  items  by  analyzing  user’s  historical  data  [9]. 
Collaborative filtering uses a number of algorithms such as 
nearest  neighbourhood,  Bayesian  beleifnets,  clustering, 
matrix factorization and others [10]. In this paper, Item based 
Collaborative filtering  algorithm based on an  integration of 
clustering and classification are evaluated. Recommendation 
is  treated  as  a  classification  problem and  the  classification 
problem is further simplified using clustering algorithm. This 
section reviews some other major classification algorithm.

3.1 Multiclassifier

Multiclassification  systems  have  proved  to  be  very 
promising tools to improve the accuracy of single classifiers 
when  applied  to  complex,  high  dimensional  classification 
problems  in  the  last  few years[13].Web system  arena  has 
hardly  used  one  of the  most  reliable  data  mining  models 
which  are  called  multiclassifiers.  Segrera  &  Moreno  [23] 
presented a comparative study of different  simple classifiers 
and multiclassifiers using a subset of dataset from MovieLens 
recommender  system.  They  suggested  the  fact  that 
multiclassifier  takes  more  time  in  their  execution  which 
limits their use in the application areas which have relatively 
stable environment. Jiang, Shang and Liu proposed that good 
recommendation  system should  not  only consider  what  the 
customer needs, but also ensures customer's contentment. For 
implementing  this  proposition,  they  formulated  a  rating 
classification  model  based  on  the  customer's  profile  and 
feedback[33].  The  standard  classification  models  for 
recommender  systems  are  reinvestigated  by  [14].  They 
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identified that  the intrinsic autocorrelation structure and the 
absence of item re-occurrences (repeat buying) are those two 
properties.  Furthermore,  they  suggested  a  solution  by 
providing a generic framework for using any binary classifier 
for recommendation generation.

3.2 Ensemble Learning

Ensemble regression methods can be used for the prediction 
of missing ratings in recommender systems. Schclar et al. [1] 
studied  how predicting  the  ratings  can  be formulated  as  a 
regression  problem  and  they  used  an  adaptation  of  an 
ensemble  method,  Adaboost  for  this  task.  Wu[18]  also 
showed how matrix  factorization  method can  be combined 
through  ensemble learning  with different  parameter  to give 
better results. 

3.3 Clustering via classification

The  integration  of  clustering  and  classification  is  being 
studied by very few researchers. Kumar [29] compared results 
of  simple  classification  technique  with  the  results  of 
integration  of clustering  and  classification technique,  based 
upon  various  parameters  using  publicly  available  dataset 
named Iris.  Erman,  Arlitt, & Mahanti [8] demonstrated how 
traffic  groups  can  be  classified  effectively through  cluster 
analysis.  An  efficient  anomaly  based  network  intrusion 
detection model is build by using a novel classification via 
sequential  information  bottleneck  (sIB)  clustering 
algorithm[16].

4 Proposed Method
Evolutionary  clustering  is  applied  in  many  real  world 

problems  such  as  market  segmentation,  social  network 
analysis,  web  mining  and  bioinformatics.  Evolutionary 
clustering is often considered as an offshoot of Incremental 
clustering as well as methods that are used in clustering data 
streams.  Though both of them are similar  in  the sense that 
they  all  deal  with  data  that  changes  with  time,  but  the 
difference  is  well  explained  by Shankar  et  al.  [22].  Data 
stream  clustering  focuses  on  optimizing  time  and  space 
constraints while evolutionary clustering is concerned about 
temporal smoothness. Similarly, Incremental  clustering does 
not  maintain  relevancy to existing  clustering  as opposed to 
evolutionary clustering. 

On  one  hand,  a  number  of  evolutionary  algorithms  for 
solving  clustering  problem  have  been  proposed  that  treat 
clustering as NP hard problem and are based on optimization 
of  some  objective  function  [5].  On  the  other  hand, 
Chakarbarti  [4] is taking a completely different  outlook. He 
implemented  evolutionary  clustering  by  building  a 
framework  termed  as  temporal  smoothness  that  produces 
updated clusters from data coming at different  time stamps. 
This  method  combines  two  conflicting  objectives  called 
snapshot  quality and  history cost.  The  clustering  algorithm 
should  tradeoff  the  advantage  of  maintaining  a  consistent 

clustering overtime termed as snapshot quality with the cost 
of deviating from an accurate representation of current data. 

In  this paper,  a new optimizing approach named EVar  to 
discover updated cluster  in  the dynamic environment  using 
evolutionary  approach  is  presented.  User  preferences  are 
represented  in  the  form  of  these  updated  clusters.  The 
discovery of clusters that evolves with time and finding new 
preference in terms of updated clusters can be presented as an 
optimizing  problem.  The  conflicting  objectives  named 
snapshot quality and history cost needs to be maximized and 
minimized simultaneously. 

4.1 Problem formulation

The  field  of  data  mining  is  a  combination  of  various 
learning  algorithm.  Clustering  algorithm  is  one  such 
category  that  is  widely  used  in  unsupervised  learning. 
Recommender  System, on the  other  hand  uses a  technique 
called collaborative filtering which gives recommendation by 
finding  similar  users  and  predicting  new  user  preference 
based  on  their  similarity.  Clustering  algorithm  have  been 
very  efficiently  applied  in  the  process  of  collaborative 
filtering  to  find  similar  users  by  developing  clusters  of 
similar users or items for prediction. However, with changing 
user  requirement,  a  new  mechanism  is  required  to  give 
accurate  recommendations.  For  implementing  such 
recommendation  system,  a  new  method  EVar  is  proposed 
here.  EVar  uses  a  framework  of  Evolutionary  clustering 
introduced  by Chakarbarti  [4],  which  clusters  data  over  a 
period of time. At each time stamp, a new cluster is produced 
by  optimizing  two  competing  parameter  named  snapshot 
quality and history cost. Snapshot quality refers to the quality 
of clusters formed and how accurately they depict data at the 
current  time while history cost implies that  the new cluster 
should  not  differ  dramatically  from  the  earlier  one.  This 
framework  in  fact  focuses on  smooth  transition  of cluster, 
which evolves over time by maximizing snapshot quality and 
minimizing history cost. The total quality of the sequence is 
defined as follows:

),1()( CtCtCpHcCtMtSq −−
where  

Sq (CtMt) return quality of cluster Ct at time t w.r.t 
input m
Hc (Ct-1,Ct) return history cost of cluster Ct at time t 
w.r.t time t-1
Cp denotes the parameter for adjustment of the two 
objectives

We define  Evolutionary  Clusters  as  a  group  of items  at  a 
given time stamp t. Let  T = {1,2,3. . . ,t  } be a finite set of 
time stamps and I = {i1,i2 . . . , it} be a set of items or users 
arrived at different time stamps. Let C = (C1, C2,      Ct) be set 
of clusters at  different  timestamps.  Let  C1 be the cluster  at 
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timestamp T1. When a new item it  is added at timestamp t or 
an old item changes its preference level and variance score, 
the EVar produces a new clustering Ct, which optimizes the 
quality of clusters. A cluster group Ct where Ct = {Ct1,Ct2,Ct3 . 
.  .Ctk}  (here  k  depicts  the  number  of cluster  groups)  is  a 
group of items at any given time and the partitioning of items 
is  such  that  each  group gives the maximum similarity and 
minimum variance. This is achieved by clustering algorithm 
through defining their  cost function depicting the quality of 
clusters. 

Different  functions  are  further  proposed  by  different 
researchers  to  determine  the  snapshot  quality  and  history 
cost.  EVar  clustering  algorithm  proposes  a  cost  function 
which uses variance score  to determine the snapshot cost in 
the temporal smoothness framework given by Chakarbarti[4] 
and further  adopted by Kim and Han [11, 17]. As snapshot 
quality measures how well the cluster represents the data at 
time t,  we have defined this measure called variance score, 
which minimizes difference within the items in a cluster and 
maximizes  the  similarity.  The  implementation  of  variance 
introduced in  [6]  has  proved very effective in  determining 
snapshot quality. Variance score is the difference between the 
ratings  of items in  a  particular  cluster  at  a  given  point  of 
time. Greater  the value of the variance score, lower will be 
snapshot quality. 

)),(1(∑ −= tMVScoreSq t

where             
Sq is the snapshot quality
VScore is the variance score at time t w.r.t Mt

VScore (u, i) = ∑u’€k (u) (R (u’, i) – R (i)) 2/K
where

VScore  denotes  variance  of K neighbor  rating  for 
item i
K (u) denotes k neighbors of user u who rated item I 
and has the highest similarity sim (u, u’) to user u.
R (u) denotes the average rating of user u
R (i) denotes the average rating of all  K neighbors 
on item i
I (u, u’) is the set of all  items rated by both user u 
and u’

The history cost is defined using traditional entropy measures 
NMI [2].
The normalized mutual  information NMI (A, B) is defined 
as:
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Where CA (CB) is the number of groups in the partitioning A 
(B), Ci. (Cj) is the sum of the elements of C in row i (column 
j), and N is the number of nodes. If A = B, NMI (A, B) = 1. If 
A and B are completely different, NMI (A, B) = 0. Thus, our 
second objective at a generic time step t is to maximize NMI 
(Ct, Ct−1). Recall that U = {one, 2, 3 . . ., n} is the universe of 
objects to be clustered. At each timestamp t where 1 ≤ t ≤ T, a 
new set of data arrives to be clustered. We assume that  this 
data can be represented as an n × n matrix Mt that expresses 
the  relationship  between  each  pair  of  data  objects.  The 
relationship expressed by Mt can be either based on similarity 
or based on distance depending  on the requirements  of the 
particular  underlying  algorithm.  If  the  algorithm  requires 
similarities (resp., distances), we will write sim (i, j, t) (resp., 
dist  (i,  j,  t))  to  represent  the  similarity  (resp.,  distance) 
between objects i  and  j at  time t.  At each  timestamp t,  an 
online evolutionary clustering algorithm is presented with a 
new matrix Mt, either sim (・, ・, t) or dist (・, ・, t), and 
must produce Ct, the clustering for time t, based on the new 
matrix by calculating snapshot quality and history cost so far.

5  Experiment
The experiments were carried out using the Java open-source 
program  named  Weka.  Weka  provides  environment  for 
comparing  learning  algorithms,  graphical  user  interface, 
comprehensive  set  of  data  pre-processing  tools,  learning 
algorithms  and  evaluation  methods [5].  Furthermore  Weka 
provides implementation of Clustering and Classification that 
we will be using for our comparative analysis. Moreover, we 
have also implemented our proposed evolutionary clustering 
algorithm in Weka to compare it  with other algorithms. As 
part  of our experiment,  we used the classification algorithm 
IBK  which  is  an  open  source  Java  implementation  of the 
Nearest neighbor algorithm in Weka. 

5.1  Testing Methodology
Three  clustering  analysis  methods  and  three  classification 
methods  have  been  used  to  examine  the  efficiency of  the 
including temporal  features for predicting recommendations 
in  a  recommender  system.  For  clustering,  we  have  used 
SimpleKMeans  and  EM  (Expectation  Maximization) 
algorithms,  both  of  them  supported  in  Weka  system.  The 
third  method is our proposed approach  named evolutionary 
clustering which is implemented in Weka as well that include 
the  use  of  temporal  information.  The  three  clustering 
algorithm  are  integrated  with  an  algorithm  named  IBK 
which is a benchmark baseline collaborative filtering used in 
many existing recommender system. The effect of integration 
is  then  studied  with  baseline  algorithm.  Furthermore  two 
other  classification  algorithm  namely  ensemble  learning 
methods and multiclassifiers are also compared to study the 
comparison between simple classification and its integration 
with clustering.

5.2 Dataset
In  this  experiment,  we  present  a  comparative  study  of 
classification technique of data mining with an integration of 
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clustering on various parameters using a subset of Movielens 
dataset  containing  3000  instances  and  4  attributes.  The 
dataset consists of three files namely user data,  movie data, 
rating data.  The dataset comprising of all  the instances was 
divided  into  80%-20%  training  and  test  set,  and  then  the 
training set has been used to learn the model but the test set 
is  used  to  assess  the  quality  of  the  final  model,  i.e.,  to 
compute  the  Mean  absolute  error  (MAE)  and  Root  mean 
square error (RMSE).

5.3 Experiment Result
The  overall  effectiveness  of the  data  mining  algorithms  is 
calculated  using  overall  accuracy.  Generally,  MAE  (Mean 
Absolute Error) is used as the standard metric for evaluating 
CF algorithms. The MAE is sensitive to the number of folds 
used for cross-validation,  since the more items are used for 
training, the better the prediction. For this reason, MAE and 
other metrics are meaningful only within the context of this 
paper,  or  when  fairly  compared  with  measures  from  a 
framework using the same tests.

5.3.1 Integration of classification with clustering
The  results  of  the  experiment  show  that  integration  of 
clustering  and  classification  over  temporal  parameter  gives 
promising results with higher  accuracy rate and lower error 
rates when compared with the standard baseline classification 
model. Particularly, our proposed clustering algorithm gives 
the best statistics and proves to depict highest accuracy when 
time  is  taken  into  account  (Table  1).  An  experiment 
measuring  the  accuracy  of  IBK  classifier  based  on  MAE 
(Mean absolute error) and RMSE (Root mean square error), 
RRAE (Root Relative  absolute error), RRSE (Relative Root 
square  error),   and  its  integration  with  Kmeans,  EM  and 
EVar clustering algorithms is shown in Table 1.

It  may be observed  from Table  1  that  the  error  rate  of 
binary  classifier  IBK  with  EVar  Clusterer  is  lowest  i.e. 
0.0012 in  comparison  with  IBK classifier  without  clusterer 
which is  most  desirable as well as in  comparision  to other 
clustering algorithm.
• Accuracy of IBK classifier with EVar clusterer is high i.e. 
99.4424% (Table 1), which is highly required.
• RAE  (TPR)  of  clusters  (results  of  integration  of 
classification and clustering technique) is lower than that of 
classification techniques ( Table 1).
• In an ideal world we want the MAE to be zero. Considering 
results  presented  in  Table  1,   MAE  is  lowest  in  case  of 
integration of clustering and classification technique. In other 
words,  it  is  closed  to  zero  in  comparison  with  simple 
classification technique with IBK  classifier.

According to the experiments and result analysis presented 
in  this  paper,  it  is  observed  that  an  integration  of 
classification  and  clustering  technique  is  better  to  classify 
datasets with better accuracy.

Table 1. Classifier Comparision

Paramete
rs

IBK IBK+ 
EM

IBK+ 
Kmean
s

IBK+ 
EVar

MAE 12052704.
1096

0.0042 0.0014 0.0012

RMSE 20311725.
6681

0.0042 0.0014 0.0012

RRAE 84.7866 
%

2.3819 
%

0.6789 
%

0.5576
%

RRSE 115.2278
%

1.405 
%

0.4822 
%

0.4583
%

Instances 1054    122 358   550

5.3.2 Individual Classification Algorithms
Furthermore, two more classification algorithm are compared 
with baseline classifier named IBK. Firstly, the behaviour of 
Bagging  and  Stacking  with  our  previously  tested 
classification  algorithm,  IBK  and  their  integration  with 
clustering  were  analyzed  in  order  to  determine  if 
multiclassifier  could be used to increase the accuracy while 
predicting user preferences. 

Building and evaluation times of the individual algorithms 
are short  in  relation to Bagging and stacking as showed in 
(Table 2). The simple IBK classifier increased its execution 
time significantly when bagging and stacking are applied. On 
the other hand, there is no significant difference in the time 
of  classifier  that  are  integrated  with  clustering  algorithm. 
Following  the  analysis  of  Table  3,  we  can  discard  IBK 
classifier,  which presented the higher  relative absolute error 
in  comparison to other  algorithms.  Moreover,  the ensemble 
methods Bagging and stacking that  used IBK also does not 
showed  very sharp  improvement  in  relative  absolute  error 
values in case of individual classifier. In WEKA for this case 
study, the integration of classifier with clustering by different 
algorithms  showed  some  improvement  through  bagging 
(Table 3). Hence, the use of multiclassifiers, that increase the 
model  building  and  evaluation  time  only  to  improve  in 
hundredth to most of the error values could not be justified. 
On  the  other  hand,  the  hybrid  method  that  integrate  our 
proposed EVar  clustering  algorithm  with baseline classifier 
IBK  decreased in around 5% (  7.7334  %) the relative error 
by  the  individual  classifier  (1.5632%)  with  IBK  through 
bagging while it  was decreased only 3% (8.7866 %) by the 
individual  classifier  (5.5546%).  In  comparision,  the  other 
two clustering  algorithm   (Kmeans  and  EM) were used as 
base clusters to build hybrid

Table 2. Building and Evaluation Time(in sec)

Classification 
algorithm

Simple 
classifier

Baggin
g

Stacking

Nearest 
Neighbour
(IBK)

2 6 40

IBK+ EM 4 10 50
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IBK+ Kmeans 4 11 55

IBK+ EVar 4 11 47

Table 3.  Relative absolute Error values

Classification 
algorithm

Simple 
classifier

Baggin
g

Stacking

Nearest 
Neighbour
(IBK)

8.7866 %  7.7334 
%

99.8942 %

IBK+ Kmeans 3.6789 % 2.0794 
%

91.1132 %

IBK+ EM 7.3819 % 6.9521 
%

96.0331 %

IBK+ EVar 5.5546% 1.5632
%

98.771%

Table 4. Overall statistics

models  and  the  metaclassifier  applied  was  the  nearest 
neighbor  algorithm  (IBK).  In  spite  of  the  error  value 
improvement  by our hybrid integration,  the obtained values 
by the individual classifier were also comparable. In addition, 
the execution time of our model was higher than that of the 
individual  classifier,  which  discouraged  the  use  of 
multiclassifiers based on IBK to be used for predicting user 
preferences. 

The  Overall  experimental  results  of  our  approach  as 
presented in Table 4. In this study, the accuracy of three data 
mining  techniques  is  compared.  The  goal  is  to  have  high 
accuracy, besides low RAE metrics.  Although these metrics 
are used more often in the field of information retrieval and 
can be easily derived from the confusion metrics. Temporal 
trends cannot be determined by them. For analyzing temporal 
accuracy, a Time averaged RMSE parameter as suggested by 
Neal lathia  [20] is calculated which is discussed in the next 

section.  As can  be seen in  Table 4,  Kmeans and  EM have 
comparable  performances  when  integrated  with  IBK.  The 
results  clearly  show that  the  error  rate  of these  algorithm 
(0.675-2.38%)  is  much  higher  than  the  error  rate  of  our 
approach  (~0.15%)  that  combined  EVAR clustering  before 
classification.  It  may be worth  noting  that  the computation 
times of the algorithms Kmeans, EM and EVAr (on an Intel 
core2 duo  machine) were in the ranges of 55 sec, 50 sec and 
47 sec respectively which are comparable. The third and the 
most important  parameter  that  gives the overall trend using 
temporal parameter also validated previous result. The values 
of  TA  RMSE  of  our  proposed  approach  were  the  lowest 
among  the  compared  approaches.  According  to  the 
experiments and result analysis presented in this paper, it is 
observed that  an  integration  of classification and clustering 
technique  is  better  to classify datasets  with  better  accuracy 
and less temporal  error.  On the other  hand,  multiclassifiers 
are sensitive to the data quality from the web. Its application 
in  predicting  user  preference  must  be  considered  if  the 
employed time in the model building is not extended.  

Conclusion
The  difficulty  to  identify  temporal  changes  in  user 
preferences  has  shifted  focus  on  the  usage  of  clustering 
algorithm for detecting such effect. Cluster analysis being an 
unsurprised  learning  algorithm  is  a  good  condition  for 
predicted  similar  groups  of user  having  similar  data.  This 
detection  could  further  be  classified  using  a  model  that 
generated accurate model prediction user rating.  This paper 
examine  the  integration  of  classification  and  clustering 
technique for continuous prediction of user preferences over a 
period of time and accurately determining his interests. Users 
rating are grouped into similar preference using clusters and 
they  are  further  modeled  using  a  classification  algorithm. 
The result  of integrating  clustering  with  classification have 
given  promising  results.  A  number  of  approaches  are 
experimentally  analyzed  involving  clustering  and 
classification  algorithms.  In  conclusion,  the  field  of 
recommender system is going to be more actively researched 
with the rise of data on the world wide web. 
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ABSTRACT
Dimensionality reduction and clustering have been the sub-
ject of intense research efforts over the past few years [2].
They offer an approach of knowledge extraction from huge
amounts of data. Although some of these techniques are ef-
fective at achieving lower data dimensions, very few focused
on scaling the techniques to tackle data sets that might not
fit into memory. Non negative matrix factorization is (NMF)
one of the effective techniques that can be used to achieve
dimensionality reduction, missing data prediction and clus-
tering. NMF has been parallelized through shared memory
and distributed memory. Our contribution lies in reaching
a higher level of parallelism through proposing a new block
division technique on a hadoop framework. Furthermore,
we use the block-based technique to design an enhanced cas-
caded NMF [6]. We compare the division techniques that we
propose, block-based and cascaded over block-based division
to the column-based technique which exists in the literature
[12]. The block-based technique performs 18% percent faster
than the column based. It achieves higher convergence value
than the cascaded technique by 23%

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Storage and
Retrieval—Clustering

Keywords
Knowledge Extraction, Data mining, Non negative matrix
factorization, Dimensionality reduction, Missing data pre-
diction.

1. INTRODUCTION
The explosion of daily data generated by the Web urges de-
vising new ways to decrease the dimensionality and deal with
missing data [10]. After Lee published his paper [9], Non
Negative Matrix Factorization (NMF) has gained great im-
portance. Matrices provide a compact means to describe re-
lations among entities. For example relations between pages

and tags can be easily described in a matrix format. How-
ever, this leads to big matrices that suffer from high dimen-
sionality. Decomposing the matrices can be used to describe
the big matrix in terms of two lower dimensional matrices.
NMF aims at decomposing a matrix V n×m into two lower
dimensional matrices W n×k and Hk×m, where k is the di-
mensionality reduction factor, W is the weight matrix and
H is the feature matrix. NMF is a decomposition technique
very similar to Principal Component Analysis (PCA) and
Singular Value Decomposition (SVD). However, it restricts
matrices to non negative [2] which is an important feature
for Web-based observations. The non negativity leads to
computational savings especially in image processing, text
mining, medical applications, decision making and disaster
management since the observations are specified by numbers
greater than or equal zero. As a result, there is no need to
map the negative values to a non negative domain. To de-
compose the matrix iterative updates are used to compute
W and H [9]. Multiplicative or additive updates can be
used to decompose the observation matrix in terms of lower
dimensional matrices. Multiplicative updates provide faster
convergence [2, 12]; as a result, we will focus on multiplica-
tive updates.

The contribution of our work stems from extending the non
negative matrix factorization technique to scale on a cloud
computing platform, hadoop [1]. The novelty of our work lies
in two main areas. First, we consider matrices that might
not fully fit into memory as opposed to methods that make
the assumption that the matrices can fully fit in memory.
Our second, contribution is reaching higher level of paral-
lelism through proposing the block division technique on a
hadoop framework. We use the block based technique to
propose an enhanced cascaded NMF. We apply the map-
reduce paradigm to calculate the block, column, row-based
division, and the cascaded factorization.

Although NMF has several advantages when it comes to
classifying and unleashing latent meanings, parallel imple-
mentations are still at infancy, especially a map-reduce im-
plementation that could scale well. The method has not
been fully explored. A distributed implementation is very
crucial to develop scalable methods to use NMF. By devel-
oping the distributed non negative matrix factorization, we
aim at analyzing different factors that could affect the fac-
torization. The remainder of this paper is organized as fol-
lows. Section 2 introduces related work. Section 3 presents
our approach for calculating the non negative matrix factor-
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ization. The experimental setting and results are described
in section 4. Finally we present our conclusions and future
work in section 5.

2. RELATED WORK
NMF provides a non unique approximate factorization which
suits Web scale data, where the amounts of data are huge
and there is a need for fast processing. Furthermore, pro-
viding scalable solutions fast solutions are preferred to ex-
act slow ones. When the amount of data increases, NMF
provides better results for ranking the relevant resources
[13, 14, 16, 18]. NMF provides better latent semantic in-
dexing and prediction than SVD in 55% of the queries [4].
NMF does not require further processing for the matrix af-
ter factorization to cluster or categorize the objects [8, 17].
In [6], NMF is shown to have higher levels of convergence
when provided with more iterations as compared to SVD.

One of the techniques that aimed to parallelize NMF was
cascading [4]. The cascading technique gave promising speedup
results and low inter process communication. The main idea
behind the cascaded non negative matrix factorization is dis-
tributing the matrix on the stations (computational nodes
in hadoop) then run NMF on each sub matrix and collect
the result. The technique can be described as a data divi-
sion approach to reach higher speedup. The process can be
divided into two stages the parallel stage, where the NMF is
calculated for every sub matrix, followed by the serial stage,
where all the sub matrices are gathered. After dividing the
input matrix into parts, NMF is run on each part alone.
Later the factorizations of the sub matrices are gathered in
the serial stage and another factorization stage is run on
the results of the previous stage. The serial stage is used
to build and consolidate the factorization of the input ma-
trix. Though the scheme scales well, there were two caveats
that the researchers did not completely address. The first
one is the effect of dividing the matrix and carrying out the
factorization on the convergence quality. The other one is
a bottle neck and an explosion of the size of intermediate
data resulting from the first cascaded level. Since every sta-
tion factorizes part of the fed matrix, the result is a weight
and a feature matrix for every station. As a result, the
size of the weight matrix after consolidation increases by a
factor equivalent to the total number of the stations. Our
approach addresses the two former points and reveals the
different compromises. In addition, we use our block di-
vision technique to address the bottle neck in the second
cascading stage.

Another interesting attempt to parallelize NMF was pre-
sented in [12]. The scheme was built on HAMA, a dis-
tributed computing framework based on a bulk synchronous
parallel model and uses Hbase as a way to store data [15].
Hbase is a distributed column-oriented store model [3]. The
approach presented using HAMA depends on dividing the
data in a column-wise order then using Hbase as a way to
store the different portions of the matrices. The paralleliza-
tion technique presented depends on delegating the paral-
lelization to HAMA. The paper compared NMF with SVD
and showed faster convergence for NMF by approximately
22%. We compare our block-based division approach with
the column-based division proposed in [12]

Another parallelization approach was presented in [13] where
the matrix V was divided into two parts and factorized in a
very similar manner to the cascaded scheme. After the divi-
sion phase, each portion is fed to factorized independently.
Afterwards the factorization of the two portions was con-
solidated to form the factorization for the whole data. The
method yielded a speed up of 180% approximately compared
to the non parallel version. However, no measurements re-
garding the convergence of the method were provided.

3. PARALLEL NMF DESCRIPTION
3.1 Updating Equations
In order to calculate W and H , where W is the weight ma-
trix and H is the feature matrix, equations 1 and 2 are used
iteratively for the total number of iterations specified for the
factorization module, introduced by [9]. Equations 1 and 2
assume that V , W and H exist on the same machine with
no need to carry out any matrix division or distribution.

H ← H
W

T
V

WT W H
(1)

W ←W
V H

W H HT
(2)

One of the critical design decisions is the way the observa-
tion matrix is split and distributed on the nodes. There are
three main ways to split the matrix: block, column and row.
In this paper we will illustrate the block-based due to the
limited space though the other schemes were implemented.
Figure 1 shows the way the matrix V is divided. Equations
3 and 4 show how the sub matrices of W and H are updated.
A block is described by two indices the row and the column
where we refer to the row as Q and to the column as P .
The equations for updating the block-based scheme can be
described as

H
P ← H

P

∑Q

q=1
(W

q)T V
q,P

(
∑Q

q=1
(W q)T W q)HP

(3)

W
Q ←W

Q

∑P

p=1 V
Q,p(H

p
)
T

WQ(
∑P

p=1 H
p(Hp)T )

(4)

The data dependency can be described as theQ intermediate
results (WQ)T ·V Q,P and (WQ)T ·WQ. Equations 3, 4 and
Figure 1 show how the observation matrix V , weight matrix
W and feature matrix H are divided. For example, in order
to calculate H , Q− 1 sub matrices of dimensions K · (N/P )
and Q − 1 results of dimensions K2 should be sent for the
nodes. From the above equations it can be observed that
the calculation of HP depends on the corresponding V P , W
and the current estimate of HP to be distributed for the
computation. In the block-based scheme the observation
matrix V is split in both directions M and N , as shown
in Figure 1. The input is split as P parts along the N
dimension and into Q parts along the M direction, which
results in having P ·Q chunks or sub matrices. The chunks
are defined by two indices P and Q. On the other hand, the
matrix W is split into W 1...WQ and H into H1...HP .

3.2 Block-based Distributed NMF
Algorithm 1 shows the pseudo code for the distributed NMF
factorization. The module receives a matrix V , dimension k
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Figure 1: Splitting observations and variables, block

scheme.

to factorize the matrix, the way the matrix will be divided,
either block-wise, row-wise or column-wise and finally the
total number of iterations. Lines 3 and 4 call the initialize
method for W and H which carries out a random initializa-
tion for both matrices. The matrices are then mapped on
the stations. The loop updates the matrix W and H accord-
ing to equations 1 and 2 for the number of TotalIterations
specified.

Algorithm 1 Distributed non negative matrix factorization

1: Input:

• Matrix V

• Dimension k

• Type Division

• int TotalIterations

2: Output:

• W Weight matrix

• H Feature matrix

3: Initialize(W );
4: Initialize(H);
5: Divide (V , Division, Size);
6: Map( V , W , H);
7: for i = 0; i < TotalIterations; i++ do

8: Update(W );
9: Update(H);
10: end for

11: [W,H ]=Reduce();

3.3 Cascaded NMF Description
Algorithm 2 illustrates the cascaded NMF protocol. The
module takes a matrix V to factorize, dimension k and num-
ber of splits. The first factorization stage (layer) initializes
W and H exactly as the basic NMF described by Lee [10].
Lines 5-7 divide the matrices V , W and H into the number
of splits. They are collected to be factorized later, every V
split independently. There is no communication among the
nodes while the splits are factorized. After factorizing the
splits of V intermediate results of W and H are gathered in
line 10 where CalculateNMF returns two matrices for every
call. The resulting matrices are W r, Hr where r is the id of

the split where 0 ≤ r ≤ Splits. Lines 13 and 14 consolidate
the sub matrices of W and H in order to be sent for the
second facorization cascaded stage (layer) at line 15. After

Algorithm 2 Distributed cascaded non negative matrix fac-
torization
1: Input:

• Matrix V

• Dimension k

• int Splits

• int TotalIterations

2: Output:

• W Weight matrix

• H Feature matrix

3: Initialize(W );
4: Initialize(H);
5: [V, ...V Splits] = Divide(V, Splits);
6: [W, ...W Splits] = Divide(W,Splits);
7: [H, ...HSplits] = Divide(H,Splits);
8: for r=0; r < Numberofnodes; r++ do

9: for i=0; i < TotalIterations; i++ do

10: [W r,Hr]=CalculateNMF(V r,k);
11: end for

12: end for

13: [H∗] = [H0, ...Hr ];
14: [W+] = [W 0, ...W r];
15: [W,H#] = DistributedNMF ([W+], k, block, 1);
16: [H ] = Multiply([H∗], [H#]);
17: return [W,H ];

collecting the intermediate Weight matrices, W+ and fea-
ture matrices H∗, the second cascading phase starts. The
second cascading phase starts at lines 15-16, where W+ and
H∗ act as an input. It is clear that the number of Weight
matrices W is equivalent to the number of splits which re-
sults in an inflation in the amount of the intermediate data
that is needed to complete the factorization. This might put
a limitation on the ability of cascading algorithm to scale.
However, we further extended the Cascading algorithm by
using our distributed NMF to carry out the factorization in
the intermediate phase. The other limitation that is inher-
ent in the cascading scheme stems from the way the data is
factorized. In the first cascading layer there is no communi-
cation among the nodes.

The no communication approach has a benefit of decreasing
the amount of data needed to be shuffled, and letting the
factorization schemes able to proceed without waiting for
results from each other. On the other hand, it affects the
global values of the factorization as we will illustrate in the
prediction experiment in the current section. After the first
cascading phase which results in independent factorization
for the sub matrices of V , completed at line 10, the second
cascading layer starts by factorizing the consolidated weight
matrices that were gathered from the first phase.

4. EXPERIMENTAL ENVIRONMENT
In this section we describe our evaluation environment for
the calculation of non negative matrix factorization. As we
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mentioned in the previous section that our aim is to cal-
culate the weight matrix W and the feature matrix H for a
given matrix V . We present detailed experiments that reveal
the different performance characteristics of the factorization
schemes developed, followed by an analysis for the results.
We ran the experiments on an eight node cluster each has 1
GB ram, a hard disk of 70 GB and a 2 GHz Xeon processor.
We developed the modules on hadoop 0.21. and tuned its
configuration by disabling speculation [5, 11].

The matrices that are fed to the module were generated by
a random matrix generator that follows a Gaussian distri-
bution and a Zipf distribution, home developed. We chose
to test our module on both Gaussian and Zipf distribu-
tion since they are relevant to the problem we are address-
ing which is text mining. We focus on the results of the
Gaussian distribution due to space limitations though the
Zipf distribution yielded very similar trends. Each experi-
ment had 5 seeds to explore various matrix configurations.
The results presented are the average of the 5 independent
runs with different seeds. Furthermore, the times presented
are the time consumed to factorize the matrix using one
iteration calculated by running each factorization for 15 it-
erations then dividing the total time by 15, unless stated
otherwise . The module generates matrices with a speci-
fied sparsity Gaussian or Zipf distribution and a dimen-
sion Rm×n unless stated otherwise. We were keen to have
the dimensions, m and n, as multiples of 2 to avoid as much
as possible unbalanced matrix divisions.

4.1 Experimental Results and Analysis
The set of the experiments we chose are meant to reveal the
performance of the different schemes we developed under
different situations. We carried out experiments regarding
sparsity. Another set of experiments present our block-based
DNMF in comparison with our modified, CasDNMF. We
generated matrices having 223 cells to factorize. Table 1
illustrates the general parameters of the experiments run.
We chose the parameters as near as possible to the problem
that we are trying to solve which is the Web.

Table 1: General Simulation Parameters

Parameters Values

Matrix Size 212.211

Factorisation Dimension 26=64

Sparsity 2−7

Matrix Division Method Block, Column, Cas-
caded

Speculation Disabled
Dfs.block.size 256 mb

4.1.1 Matrix Sparsity
This experiment investigates the effect of changing matrix
sparsity on the factorization time. Figure 2 shows that Cas-
DNMF can perform up to 19% faster than the block-based
when tested with a dense matrix. This can be attributed
to the absence of the communication among the nodes in
the first stage. This strategy results in huge savings when
it comes to carrying out a matrix factorization. In addition

to the parallelism that CasDNMF has in the first cascaded
layer, the second layer exploits the parallelism to factorize
the consolidated weight matrix W , gathered in lines 17- 18
and illustrated in Algorithm 2. Though the approach of

Figure 2: Matrix sparsity versus simulation time.

cascading led to good savings in the first layer, further par-
allelization techniques are required in order to reach higher
levels of scalability for the second layer, which we achieved
by using the BlockDNMF in order to factorize the second
layer. In addition, Block-based DNMF results in lower time
due to dividing the matrices on the nodes. CasDNMF pro-
vided faster factorization time by 17% compared with Block
DNMF for the first matrix fed with sparsity of 2−4. On
the other hand running BlockDNMF matrices that are more
sparse yielded faster factorization by an average of 24% com-
pared with CasDNMF. Furthermore, block-based DNMF
achieved faster factorization than the column based DNMF
by 18% on average.

The sparsity range varies from 2−8 to 2−4. The three schemes
are almost following a linear relationship. By increasing the
number of non zero cells in the matrix more processing time
is required to calculate the matrix factorization. On the
other hand, it can be observed from the same graph that
CasDNMF provided faster factorization for the same matri-
ces used on the block-based DNMF. This can be attributed
to the amount of parallelism that is in the cascading fac-
torization. In the cascaded factorization after the matrix
is divided on the stations there is no communication among
the stations until the factorization is complete. On the other
hand, the second cascaded phase requires the factorization
of a fat matrix which acts as a bottleneck. As a result,
the average time consumed to factorize the matrix using the
cascaded method increased.

4.1.2 Dimensionality
We aim to analyze the effect of changing the factorization
dimensionality, k on factorization time. Figure 3 shows
the results of the 3 factorization schemes. The graph il-
lustrates that block-based distributed NMF provides faster
factorization time by 15% on average. We can conclude that
the time spent to factorize a matrix is directly proportional
to the dimensionality chosen over the range of values illus-
trated. This can be attributed to the size of the matrices
in the memory. Multiplying matrices where one of them is
with lower dimensionality results in faster factorization. The
graph shows the time increasing as the factorization dimen-
sion increases. This can be attributed to the need to process
more data. Further, the number of the reduced records de-
creases as the number of zero records increases. The three
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Figure 3: Dimensionality reduction versus factorisa-

tion time.

schemes exhibit very similar activity towards the fed ma-
trices. In addition, more intermediate results are produced
when the number of non zero cells increases.

4.1.3 Convergence Error
This experiment illustrates the change in convergence val-
ues as the number of iterations increases. Figure 4 shows
the convergence error for both DNMF and CasDNMF. Both
BlockDNMF and ColDNMF have identical convergence val-
ues. Block DNMF converges to higher degrees than Cas-
DNMF with an average of 23% for the same number of it-
erations. This can be attributed to the way CasDNMF is
designed since there is no communication among the clus-
ter nodes during the factorization in the first phase. As a

Figure 4: Number of iterations versus convergence

value.

result, W and H are computed based on fewer number of
cells. This leads to affecting the level of convergence. Equa-
tion 5 was used to calculate the convergence of the schemes
developed.

Convergence =

∑n=num

n=1
((|On − Cn|)/Cn)

num
(5)

On: non zero nth element in the V matrix.
Cn: non zero nth element in the V computed = W ×H .
num: total number of non zero cells in matrix V .

The final convergence value is 0.012% which was identical
for both column based and block-based NMF. We developed
the formula illustrated in equation 5 in order to calculate the
convergence of the resulting factorization. Cascaded DNMF
provides a very similar trend yet it converges at a lower rate
than DNMF, with average convergence equal to 2.6% per
iteration approximately.

Not only CasDNMF converges at a slower rate but also it
reached a plateau starting the 20th iteration. This can be
attributed to the way the iterations are done in cascaded
NMF. On the other hand, increasing the number of itera-
tion for CasDNMF results in reaching an error of 0.8% in the
40th iteration. As a result, CasDNMF needed more itera-
tions in order to reach similar convergence values compared
to BlockDNMF. In the first phase the updating rules are
limited to use only the cells on the station. As a result, to
update a cell only part of the matrices V , W and H are used
to calculate its value. Consequently, the value gets stuck in
a plateau.

4.1.4 Scalability
Figure 5 illustrates the time required for the factorization
when the number of nodes is increased. Increasing the re-
sources shows that blockDNMF performs much better than
both CasDNMF and colDNMF by a factor of 23%. This
shows that blockDNMF has higher level of parallelism. In-
creasing the resources for CasDNMF does not lead to much
gains in the speedup. This can be attributed to the increase
in the intermediate matrices after the first cascading phase.
The inflation in data at the intermediate stage leads to the
need of more communication in order to compute the factor-
ization in the second cascading phase. The data inflation re-

Figure 5: Number of nodes versus factorization

time.

sults in restricting the amount of gains that can be achieved
by using the cascaded scheme. This can be attributed to
the amount of data that needs to be exchanged among the
nodes. The more the number of nodes the more the data ex-
changed; as a result, it dominates the overall computational
time.

4.1.5 Dimensionality with Zipf Distribution
We analyze the effect of drawing numbers from a Zipf dis-
tribution on the time needed to perform a factorization. We
fed the module with different matrices each having different
dimensionality factorization requirement, where the values
are drawn from a Zipf distribution. Power distributions
arise in several situations one of them is in social networks.
The participation of users interaction through social net-
works follow a Zipf distribution [7]. The importance of this
finding stems from detecting active users, influential infor-
mation spreaders and topic initiators. As a result, we car-
ried out experiments where the data is drawn from a Zipf
distribution as stated before. Figure 6 shows the process-
ing time required for dimensionality reduction. The trend is
very similar to the one obtained for values drawn from the
Gaussian distribution set. We observed that the standard

246 Int'l Conf. Data Mining |  DMIN'12  |



Figure 6: Dimensionality reduction versus factoriza-

tion time.

deviation for the computational time of the Zipf distribu-
tion is about 9% more than the Gaussian, over the range of
values measured.

5. CONCLUSION & FURTHER RESEARCH
Through our research we developed a valuable tool that can
be used to reduce dimensionality of data, perform semantic
indexing and prediction. Further, it can be used to provide
clustering. We developed a scalable approach through which
matrices that might not fit into memory could be factorized
as well as matrices that fit into memory. Block-based DNMF
provided better performance on less sparse matrices which is
usually occurs with Web data. On the other hand, cascaded
DNMF converges slower which requires more iterations in
order to reach the same level of convergence as block-based
DNMF. We plan to run further test to fully asses the perfor-
mance of the methods developed under different parameter
combinations. We are planning to use the scheme devel-
oped in order to provide diversified recommended resources
and predict missing data. We plan to use the current tech-
niques in disaster management and recovery for discovering
latent relations among events. In addition, we are currently
developing techniques to discover discussions and emerging
events using the tools developed for safety decisions and dis-
aster management.

We focused on scaling the techniques developed. Further
experiments for latent prediction of the modules are cru-
cial in order to explore their ability to provide prediction
and clustering. Another venue for future research is deal-
ing with updates. Incorporating different types of updates
is an interesting challenge that needs to be taken into con-
sideration in order to build an efficient way to calculate the
matrix factorization. Applying the techniques developed on
other data stets can be interesting to reveal other research
caveats.
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Abstract--Most web search engines consider only the 

search query for searching. Semantic and usage ambiguity 

of the search keywords results in noisy search results and 

many of them do not match the user’s search goals. This 

paper presents the design of an interactive and Search Bot, 

which operates as a filtering agent for a user by simulating 

the user activity of finding the relevant search results. It 

learns from experience and improves its performance over 

time. It focuses on obtaining user’s requirement or search 

intention from the search query, and then delivering results 

accordingly. Firstly, the user trains the system for to his 

search intention by either doing binary classification of the 

search results or by giving them a relevance rating on a 

scale of 1 to n. Training is followed by knowledge 

representation and inference, and then by reasoning and 

analysis of the new search results to determine their 

relevance classification. The technique is based on 

probabilistic reasoning. It finds application in information 

retrieval from databases, news searching and detection of 

spam mails.  

Keywords-Information Retrieval; Web search; search 

intention; explicit relevance feedback; user training 
 

1. Introduction 
    Many web search engines use only keywords for analysis 

in searching. They don’t encompass the users search 

requirement in their searching process. The searched 

keywords in the search query might have several meanings 

and usages, and thus many unwanted results are expected in 

the list of search results returned by the search engine. Even 

if the search results listed correspond to the correct 

interpretation of the query, still many unwanted and 

irrelevant results are present. Moreover, different users may 

expect different search results from a given search query. 

Thus there is a need of a user-centric searching process, 

which filters results according to user-specific search goals. 

This is achieved by taking feedback from the user to know 

his preferences. 

When the search results are displayed for a search query, the 

user can train the system as per his requirements. He can 

choose amongst two training methods. In the first one, the 

user is supposed to do binary classification i.e. to simply 

mark the search results as relevant or irrelevant. The second 

method requires the user to rate the results’ relevance on a 

scale of 1 to n. By inferring knowledge from this input, the 

technique then filters the search results in 3 cases: 

1. Training using a search query and filtering results for 

another query in the same search domain. 

2. Training using a search query and retyping the search 

query later to get filtered results. 

3. Training using the first few results of a search query, and 

filtering the rest of the results in a one-time search. 

    These are achieved by creating a training set for each 

search query and for a search domain. When the search 

intentions for different queries can be logically categorized 

into one logical category, they are said to lie in a common 

search domain, e.g. the search query “IR” which has 

multiple inferences like Information Retrieval, Indian 

Railways, International Rectifier. Say, the system is trained 

for search intention pertaining to Information Retrieval. 

Now if search query “IE” is searched and the user is looking 

for results pertaining to Information Extraction, which is 

logically related to Information Retrieval, not for Internet 

Explorer, then the search intention for the 2 search queries 

can be said to occur in a same search domain.  

    An intelligent bot is a program that operates as an agent 

for a user or another program or simulates a human activity 

based on some knowledge which is either stored already or 

gained from experience [17]. Since the system based on the 

proposed technique learns from the training given by the 

user, and then performs reasoning and filtering on the basis 

of the knowledge acquired by inferring mechanisms, it is an 

intelligent search bot. The system working on this technique 

learns from experience and can be trained by the user even 

after he gets to see the filtered results, which can further 

enhance the precision of the filtering process.  

    The rest of the paper is organized as follows. Section II 

mentions the related work and Section III discusses the 

proposed technique in detail. Section IV discusses the 

implementation of the technique, while Section V mentions 

the experiments and evaluation. Finally, the conclusion and 

future work are given in Section VI. 
 

2. Related Work 
User’s search goals can be communicated to the system in 

form of implicit and explicit feedback. Implicit feedback 

comprises a collection of user behaviors and activities like 

his page visits, searches, his routes from one site/page to 

another etc [4]. A variety of methods have been developed 

to interpret implicit user feedback and to use them for 

personalized search. [5] presents a new approach of 
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developing ontology based user profiles for web searching. 

It models the user’s search intentions by the process of PTM 

(Pattern-Taxonomy Model). Wu et. al. [12] also used a 

pattern-based taxonomy rather than single words to 

represent documents for modeling user profiles. R.Y. 

Shtykh et al. [4] have mentioned layered user profiling to 

capture user search intentions derived from implicit and 

explicit feedback, where an interest change driven profiling 

mechanism was used for document evaluation and profile 

generation. Since the user profile information is stored 

locally on user’s machine, portability of the user profiles 

seems to be a major issue such systems. Takehiro 

Yamamoto1 et al. [6] discussed an editable or a 

personalized browser which models user’s intentions by 

tracking changes made in the search queries to re-ranks the 

web results. They also developed a query expansion 

mechanism, wherein a system sends expanded search 

queries to search engines, according to the past activities of 

the user [7]. Kinam Park et al. used users’ web search logs 

to identify their search intentions [9]. Here he mined user’s 

search intention from the query and represented it in an 

intention map. In the 3 systems proposed above, portability 

of the solution seems to be a problem because web search 

logs and the user activities are stored locally on his system. 

The implicit feedback is very advantageous as it doesn’t 

interrupt the user’s activities, but it is not very accurate 

because it is just a system’s judgment of the user’s 

intentions, and it may not accurately reflect the user’s search 

intention in each case.  

    We thus explore the domain of explicit feedback, which 

is more accurate and credible as the user explicitly gives his 

preferences to the system. Bharat K. [10] developed a 

“Search Pad” which maintained a log of search contexts and 

demonstrated very good results. The “Feast” technique 

makes use of micro indices by the user as explicit feedback 

presets a “micro search” mechanism [8]. Another example 

of explicit feedback being used is when the user marks an 

email as spam, and then mail client filters off similar emails. 

A technique which models users search intention by taking 

user feedback in form of binary classification of search 

results has been discussed in [11]. It uses decision trees for 

modeling user search intention. The major drawback in this 

approach was that the search results could be only classified 

as either relevant of irrelevant by the user whereas many 

search results are not completely relevant or irrelevant. This 

paper presents an alternative and a better approach to model 

users search intention by firstly allowing him to give a 

relevance rating to the search results, and secondly, by using 

probabilistic reasoning for extracting knowledge from the 

training set provided by the user. It overcomes the 

inaccuracies involved in implicit feedback modeling 

techniques, and filters the search results not only according 

to the search context as in “Search Pad”, but also according 

to the words and data in the new search results. Although 

taking explicit feedback accounts for training overhead, the 

higher precision of the filtered results makes up for efforts 

and time lost in training the system, by saving greater time 

and effort in most cases. There is also a provision of 

creating domain specific profiles, where training is not 

required for each query belonging to a domain for which the 

system has been trained in the past. This technique can be 

used be complemented with an implicit feedback technique 

for even more accurate results and lesser training overhead. 

3. Proposed Technique 
    A technique based on machine learning and probabilistic 

reasoning has been formulated. It involves 3 major stages: 

user training in form of his input, knowledge inference, and 

reasoning with new search results to determine their 

relevance classification to filter the irrelevant ones. The user 

first provides training input which can be done by two 

different means. He can either classify the search results as 

simply relevant or irrelevant, or rate the search results on a 

scale of 1 to n. This input is represented in a structured 

manner, and then knowledge is inferred from the facts 

obtained from the user. This knowledge is used to reason 

with the new search results to determine their relevance. 

The steps used are explained in the following paragraphs.  

Step 1. User Training 

     Here the user conveys his requirements or search 

intention for the search query to the system. Since the 

searching has to be made user-centric, accepting user 

preferences is very crucial in the process. The user has to 

perform binary classification or to give a relevance rating on 

a scale of 1 to n, with 1 being the least relevant and n being 

a positive integer greater than 1. For instance, when n=5, 

the user can rate each result by assigning it any integral 

value from 1 to 5. The ratings could be displayed to the user 

in form of relevance degree as:  

1- Completely irrelevant; 2- Somewhat Irrelevant; 3-Can’t 

Say; 4- Somewhat relevant; 5- Completely relevant 

    Similarly n can take any value greater than 1 depending 

on the user’s requirement and the relevance degrees can be 

displayed to the user accordingly. It is recommended that 2 

    5, as a higher value of n makes it difficult for the 

user to assign an accurate rating to each search result. When 

the user does binary classification of the search results i.e. 

classifies the search results as relevant or irrelevant, then it 

is interpreted by the system as a rated input where n=2. So it 

can be said that in binary classification, “Irrelevant” is 

interpreted by the system as Rating = 1 and “Relevant” as 

Rating = 2. 

    When user classifies or rates a search result, it is termed 

as a training instance, and the set of search results he rates is 

called a set of training instances, referred to as “S”. This 

training set data is stored in 2 training sets: S     i.e. 

training set for a search query SQ, and S        training set 

for a search domain SD.  
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Step 2. Knowledge Extraction 

    The training input provided by the user is in form of raw 

data which need to be processed, cleaned and structurally 

represented in the system so that knowledge can be inferred 

or extracted from it. The knowledge extraction process 

follows a certain set of steps. 

Step 2.1. Gathering Information from the Training Data 

    An exhaustive list of all the words that occur in all the 

results in the training set, along with some counts is 

prepared. For each word w in the list, following counts are 

calculated: 

1.        : No. of search results with Rating = k, 

which contain a word w. This value is computed for all 

values of k=1,2,3…n. 

2.          : Total no. of search results containing word 

    
3. P(R|   )= Probability of the search result being relevant 

if word    occurs in it. Its formula is discussed later. 

    It is important to note that the number of occurrences of a 

word w in a search result with Rating Category=k is not 

counted, but the number of search results with Rating 

Category=k, containing the word w is counted. 

    In the Step 1 (User training), each search result is given a 

rating category, which is interpreted by the user as 

“Completely relevant”, “Somewhat relevant” etc. These 

ratings can be interpreted by the system in terms of 

probability i.e. Probability of a search result being relevant 

if it is given a Rating Category=k. It is calculated as: 
 

         (Search_Result = Relevant|Rating_Category= k)      

or                         P(R|RC=k)  =   (                   (1) 

                where k = Rating of the search result. 

                 n= No. of integers used to rate the search results. 

    The P(R|RC=k) value is formulated such that for a search 

result with lowest rating its value it equals 0, while for the 

maximum rating value, it equals 1. 

 

Table 1.    (R|Rc=K) Values For K= 1 To 5 

Rating Category    (R|RC=k)= (                  

1 1-1/ 5-1   =   0 

2 2-1/ 5-1   =  0.25 

3 3-1/ 5-1   =  0.5 

4 4-1/ 5-1   =  0.75 

5 5-1/ 5-1   =  1 

 

P(R|   ) i.e. the probability of a search result being relevant 

given the word    exists in it, is calculated as 
 

        
           

  
              

           

                

 

Different values of P(R|   ) are shown in Table 2. 

Considering the word “Metal”, its\ P(R|   ) is : 

 

            
                                   

  
  0.86 

Considering the case of n=2, where the user trains by doing 

binary classification of the results. Say, a word    

occurring in 6 relevant results, and 3 irrelevant results, then  

 

P(R|  )= 
            

  
 = 0.7 

In this case the formula seems to be more intuitive i.e. 

 

        
                                     

                                  
 

 

Table 2. Sample Wordlist For N=5 & Query “Palladium” 

Word                                      P(R|  ) 

Metal 0 1 3 5 16 25 0.86 

Platinum 1 1 0 6 11 19 0.82 

The 31 23 40 32 41 167 0.54 

Perform 10 2 1 0 0 13 0.77 

Of  13 18 24 19 29 103 0.58 

Mining 0 0 0 0 14 14 1.0 

Ounce 3 0 0 4 8 15 0.73 

& 1 1 1 0 2 5 0.66 

London 5 2 1 0 1 11 0.18 

After 3 1 1 0 2 8 0.34 

Dance 7 0 0 0 0 7 0.0 

 

Step 2.2. Data Cleaning 

    The word list obtained above has some inappropriate data 

which need to be cleaned. It contains parts of speech and 

special characters which, in most cases, are not required for 

analysis as they do not truly reflect the relevance of a search 

result. If this data is used for analysis in the later steps, it 

may give inconsistent and inaccurate results. Thus such data 

act as noise and need to be removed from the training data. 

This step has 2 stages. 

 

Step2.2.A. Removing parts of speech and special 

characters- This stage removes some parts of speech (e.g. 

articles, prepositions, conjunctions, pronouns) like: to, it, 

the, a, am, from etc., and special characters like ‘.’,‘?’, ‘&’, 

‘%’ etc. This step may not be required in all the cases, for 

e.g. when the search query has the part of speech or a 

special character, thus this step may be modified and is 

optional. 

 

Step2.2.B: Adjusting extreme probabilities- In this step, we 

adjust the extreme values of P(R|  ): 1 and 0, because these 

numbers are potentially over-fitting. This is because it 

wouldn’t be correct to assume the P(R|  ) for a word to be 

100% or 0% since there might be a search result 

contradicting these extreme values. Also, in calculation of 

value of P(R) using (5), if there are attributes with 

P(    with values 0 and 1, then P(R) value will attain 

        . So we adjust the P(R|  ) value as 

If P(R|  ) = 1  , then adjust P(R|  ) to 0.99. 

 If P(R|  )= 0  , then  adjust P(R|  )to 0.01. 
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    The words obtained after the Data Cleaning stage are 

referred to as Attributes and their corresponding P(R|  ) are 

referred to as P(R|  ).Thus a new list called “Attribute List” 

is prepared which consists of all the “Attributes,” their 

corresponding P(R|    and       values. 

 

Table 3. Sample Word List For The Word List In Table 2 

Attribute                                      P(R|   ) 

Platinum 0 1 3 5 16 25 0.86 

Metal 1 1 0 6 11 19 0.82 

Perform 10 2 1 0 0 13 0.77 

Mining 0 0 0 0 14 14 0.99 

Ounce 3 0 0 4 8 15 0.73 

London 5 2 1 0 1 11 0.18 

Dance 7 0 0 0 0 7 0.01 
 

Step 3. Reasoning&Filtering new search results 

    The technique is now supposed to determine the 

relevance of the new search results. It is divided into 2 steps.    

    Each Attribute    is matched with the words in the new 

search result to check whether the Attribute exists in the 

new search result or not. If an Attribute is found in the 

search result, is referred as an “Attribute hit”, otherwise an 

“Attribute miss”. For each Attribute hit, we have probability 

of that particular search result being relevant, represented as 

P(Search Result=Relevant|   ) or P(R|  ), and its values are 

shown in Table 2. 

    Considering only one Attribute hit, however, is not 

sufficient as each search result might have multiple hits. All 

the Attribute hits in the search result, and their 

corresponding P(R|  ) values are used for calculating the 

probability of a new search result being relevant. The 

Bayes’ theorem for combining independent probabilities is 

used: 

     
        

 
   

        
 
                

 
   

                              

 

where, P(R) = Probability of the new search result being 

relevant. 

N = Total no. of Attribute hits with search result  

P(R|  ) = Probability of the search result being relevant 

given that an Attribute    hit. 

This formula assumes the probabilities P(R|  ) are 

independent.  

    For instance, a new search result has following Attribute 

hits: “mining”, “gas”, “perform” and “London” .Say P(R | 

Mining) = 0.95 and P(R | gas) = 0.0.87, P(R| perform)=0.07 

and P(R| London)=0.35 then 

 

     
                   

                                          
 

                                                                                         = 0.8381 

     This shows that if the above mentioned 4 words occur in 

the new search result, then the probability of that search 

result being relevant is 0.8381. 

Now we have calculated the probability of relevance of the 

new search results. This probability can be used to display 

the search results to the user in different forms like: 

 

1. Filtering off irrelevant results- The value of P(R) alone is 

not sufficient enough to determine the relevance of the new 

search result. There must be a threshold value with which 

P(R) can be compared. This specific value can be termed as 

“Filter Threshold value (FTV)” for this technique and is 

used as: 

 If P(R) < FTV, the result can be classified as irrelevant.                                               

 If P(R)  FTV, the result can be classified as relevant.                                           

    Logically, FTV value should be 0.5. But this value can be 

adjusted to a higher or a lower value according to the level 

of relevance quotient required. For instance, if FTV =0.7, 

then only the new search results with FTV 0.7 will be 

classified as relevant by the technique, and rest all the 

irrelevant results will be filtered out and won’t be displayed 

to the user. 

 

2. Displaying the search results in decreasing order of 

P(R)- This shows the most relevant results on the top while 

the least relevant ones at the bottom. Since it doesn’t 

remove the results with low values of P(R), it makes sure 

that no result is missed out even if the system wrongly 

judges the P(R) values. 

 

3. Categorizing results as per ratings- The P(R) values can 

be converted to ratings and the results can be displayed in 

descending order of ratings. Table 4 shows this conversion 

can be done and Figure 5.2 shows an example of 

implementation of this sorting. Say, the search results were 

rated from a scale of 1 to 5 during training, then the new 

search results can be rated on a scale of 1to 5 on the bases of 

their P(R) values as: 

 

Table 4. Ratings According To Values Of P(R) 

P(R)  Rating  Displayed to the user as 

0.0-0.20 1 Most Irrelevant 

0.21-0.40 2 Somewhat Irrelevant 

0.41-0.60 3 Can’t Say 

0.61-0.80 4 Somewhat Relevant 

0.81-1.0 5 Most Relevant 

  

   If the new results are to be rated on a scale of 1 to n, then 

the cut-off  values for P(R) can be set to k n  where k is the 

rating which ranges from 1 to n. When n=2, i.e. when user 

chose to do binary classification of the search results, then 

the cut-off value would be 1/2 or 0.5. 

    Thus, this technique accepts the user’s search 

requirements from the search query through ratings or 

binary classification, stores and cleans this data, represents 

these facts in form of an attribute list, analyzes the new 

search results of the same query or a new query to find their 
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probability or degree of relevance and then allows different 

ways to display the search results to the user. 

4. Implemntation 
    The Search bot is a middleware between the user and a 

search engine. The search bot fetches the search results from 

an existing search engine, filters and analyzes all the results, 

and displays the relevant ones to the user.  So the search 

results for a search query can be fetched from a search 

engine like Google, Yahoo, Baidu etc. using Application 

Programming Interface (API). The search bot was 

developed in a .net framework using Microsoft Visual 

Studio 2010. To handle the storage of data for the search 

bot, a database or a data store is used. The user profiles, 

training data, knowledge representation and inference 

structures are stored using SQL server 2008. Active Data 

Objects (ADO.net) was used for interfacing the application 

with the database.  

    As explained in Section 1, different search domain 

profiles are created for each user to filter the results 

according to their own preferences. Say a computer science 

researcher could have different search domains as different 

areas of research like Information Retrieval, Networks, 

Parallel computing etc.  So if the Retrieval” profile will 

show results corresponding to the abbreviation of IR as 

Information Retrieval, while Networks Profile will show 

results corresponding to abbreviation of IR as Infra Red.  

 

  

 

 

   

 

 

Fig.1. Block Diagram of the searching system using this 

technique. 

 

    In this technique, when the new search results are 

displayed to the user after being sorted, he can still rate all 

or some of them, and this training set can be added to the 

existing training set for the search query or search domain 

profile. All the knowledge extraction steps will be applied 

again on this combined training set, and a new attribute list 

will be prepared with having new values of P(R|   . This 

new and improved attribute list will be referred to, if the 

same or a new search query is searched and it will result in 

more accurate filtering. This technique, thus, can learn even 

while it is being used, and can enhance its precision with 

time.  

    For web searching, the user can use the technique in 3 

ways:  

1. Training using a search query and filtering results for 

another query in the same domain profile. 

2. Training using a search query and retyping the search 

query later to get filtered results. 

3. Training using the first few results of a search query, and  

    filtering the rest of the results in a one-time search. 

    In case of information retrieval from a data store or a 

database, the existing searching system can continue using 

its own searching mechanism to produce the search results 

which are fed into the new filtering system, which analyses 

and filters the search results.  

    In case of detection of spam mails, the user flags the 

spam mails like the way he did binary classification of  the 

search results in case of web searching. But here different 

domain profiles are not required as there are no search 

queries in this case. Thus one comprehensive training set is 

prepared, and each time the user marks the relevance 

classification of the emails, the training input is added to the 

comprehensive training set, through which updated word list 

and attribute list are prepared. When new mails arrive in the 

inbox, their relevance is automatically determined by 

applying the reasoning process (Step 3) using the updated 

lists and tables, and spam mails are detected and filtered out.  

5. Experiments 
A set of experiments were conducted in order to evaluate 

the precision and performance of the proposed technique. A 

search tool using this technique was developed as per the 

design instructions given in Section IV. Participants 

included students, business analysts, researchers, 

businessmen etc., each of whom was asked to use their own 

search queries for the experiment. A total of 1000 search 

queries were used in the experiment. The search queries 

could be a simple search keyword or a complex multiple 

word query. The search intentions of each participant for his 

search queries were recorded in advance in form of a brief 

description about the participant’s requirement from the 

search query. Firstly, the search queries were searched with 

Google search engine, and the relevance for the first 20 

results for each search query was judged by the users. For 

the first 10 results, the users marked a relevance rating or 

classified the results as relevant or irrelevant, then pressed 

the ‘Train’ button and then again judged the relevance of the 

next 20 unseen search results. The search queries for which 

the search results were expected to change with time, the 

users were asked to check the first 20 search results for their 

search query after one month. For others, the users adjudged 

the relevance of the first 20 results after the 10
th

 result. More 

importantly, the users were also asked to test the relevance 

of the search results for a new search query in the same 

domain as the search query which was used for training.  

All the relevance judgments from the users in the 

experiment were recorded to compare the precision, 

accuracy, MAP etc. before and after the use of the tool using 

the proposed technique. Precision is the fraction of retrieved 

results that are relevant, whereas Accuracy is the fraction of 

the classification done by the filtering system which are 

correct and Recall is the fraction is the fraction of relevant  

      User   Search Bot Search Engine 

    Data Store 
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 Fig.5.1Search & Training Window For ”NLP”   Fig.5.2 Google Search For ”Mining”  Fig.5.3 Sorted Results For “Mining”

 

documents that are retrieved by the system. Also, all the 

events in the experiment were timed for each user to 

determine the time saved or lost with the use of new 

technique. The following observations were made- 

Observation 1 

    Here the search query used to train the system was 

“NLP”. In Fig. 5.1, the user trained the system by marking 

the relevance rating for the results for a search query as CR, 

CS, SIR etc. for Completely Relevant, Can’t Say, Somewhat 

Irrelevant respectively. Then he mentioned the name of the 

search domain profile as “IR Research” and he  pressed the 

“Train” button. Then he searched for another query 

“Mining” using “IR Research” profile. His intention was to 

search for mining of data e.g. Text Mining, Web mining etc 

and not for mining of stones and metals. Figure 5.2 shows 

the search results displayed by the Google search engine for 

the query “Mining” and Fig. 5.3 shows the sorted results 

using the technique. Here the system showed the results 

corresponding to Mining of data at the top, while those 

corresponding to mining of stones, metals at the bottom. 

The user can still mark the relevance ratings of the sorted 

results and press the “Train” button to further enhance the 

precision of the searching process.  

Observation 2 

    Figure 6 shows the comparison of precision of Google 

search engine and the tool using the proposed technique. 

The X-axis  

depicts the search query number, which are numbered from 

Q1 to Q1000 and Y-axis depicts the precision values in 

percentages. Since regular search engines don’t rate or 

categorize the results in relevance degree, a comparison of 

precision of rated classification with the new technique 

can’t be compared. So we compare the case of binary 

classification. A few examples of search queries with the 

search intention, used in this experiment are given in Table 

4. The precision values were noted for 3 cases: 

Case 1. Search queries are searched on Google Search 

Engine (Blue   color). Average Precision = 68.34% 

 

 
 

Figure 6.   Search Precision for different search queries. 

 

Table 4.Examples of Search Queries&their intention for 

Figure 6 

Query 

no. 

Query Intention 

Q3 Jaguar Car co. 

Q5 Versace Apparel brand 

Q8 TIME Name of training 

institute 

Q14 Sample papers for 

SAT exam 

Sample Question 

papers 

Q15 Grammy awards Music awards 

Q17 What is in your 

wallet 

Tagline for which 

company? 

 

Case 2. Same query is searched again after training. (Red 

color). Only the search results for which the system hasn’t 

been trained are considered for precision calculation. 

Average precision= 94.82%.      

Case 3. System is trained for a search query and a new 

search query in the same search domain profile is searched 

(Green color). Average  precision = 87.18%. 

    It is evident from the experimental results in the graph 

that precision of the 2 cases using the technique is much 

higher than that of Case 1 where Google search engine was 

used. The precision value when averaged for all the queries 
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in Case 2 was greater than that of Case 3 because when the 

when the query used for training and filtering is the same, 

predictably the results’ classification should be more 

accurate than in the case where different queries were used 

for training and filtering. It was observed that the precision 

of the Google search results varied a lot according to the  

search query and the user’s search 

intentions e.g. if the search query is “Apple”, 19 out of the 

first 20 results are about the Apple IT co., and 1 result is 

about the apple fruit. So if the search intention is apple fruit, 

then precision would be 5%, whereas for Apple IT co. it 

would be 95%, but the precision of the proposed technique 

was higher in both the cases. For search queries with a 

single and an obvious interpretation like “David Beckham”, 

“Samsung”, “Macintosh” etc. the searching precision did 

not change much even after using the technique as Google 

returns very relevant results with extremely high precision 

and accuracy values for such queries. For complicated, long 

queries, or queries with multiple inferences, the technique 

significantly improved the precision.  

Observation 3 

    Here we calculated the Normalized Discounted 

Cumulative Gain (NDCG) for the search results for all 

queries with and without the use of the proposed technique. 

DCG (Discounted Cumulative Gain) is a measure of 

effectiveness of a searching algorithm by calculating the 

usefulness, or gain, of a search result based on its position 

in the result list using a graded relevance scale of documents 

in a search engine result set. DCG till a particular rank 

position p is given by  

    =     +  
    

     

 
    

where                                                     
NDCG normalizes the value of DCG for different queries, 

given as 

                 

where      is the Ideal     , in which the results 

displayed are in descending order of graded relevance when 

judged by the user. The comparison of NDCG values helps 

us in evaluating the proposed technique using graded 

relevance scales with regular search engines using binary 

classification. The value of NDCG varies between 0 and 1. 

Figure 7 shows the NDCG values for 500 queries for all the 

3 cases mentioned in Observation 2. When this technique 

was used, the NDCG values were found to be much higher 

than with Google search engine, and again NDCG values in 

Case 2 were better than that of Case 3 due to the reasons for  

reasons cited earlier. NDCG value when averaged over all 

over search queries with Google search was .51 whereas for 

Case 2, it was .90 whereas for Case 3 was .847. 

Observation 4 

Figure 8 shows the graph representing the relation between 

the time saved and the no. of search results considered by 

the user, referred to as    . No. of search results can be  

   
Figure 7.  Comparison of NDCG values. 

 

 
 

Figure 8. Time saved vs. No. of search results 

 

divided into 2 categories:  No.  of search results used for 

training (           and the no. of search results which can 

be filtered by the tool after the training, referred to 

as          . The graph shows that the time saved is 

negative for the first few search results. This is because the 

user has to put in extra time to mark the relevance 

classification of the search results he uses for training, 

which accounts for time lost or a negative time saved. For 

the next few no. of search results, when the training process 

is over, and the filtering starts, the time saved is increasing, 

but is still negative, because the tool is saving the user’s 

time, but hasn’t been able to cover up the time invested for 

training. Then the time gain becomes zero when the time 

invested in training becomes equal to the time gained due to 

filtering of irrelevant results. After that, time saved is 

positive and keeps on increasing, and the usage of the tool 

becomes very beneficial. This shows that the only 

investment of time happens for the search results used for 

training, and when the user starts getting filtered results for 

the same search query, or for a different query, the time 

saved becomes positive. The proposed technique is very 

beneficial in cases with greater           , which always 

happens when we use an existing training set to filter the 

results for a new query. Even for cases where we search 

again for the same search query which was used to train, it 

was observed that for           >3/4         , time gained 

was positive for most cases. The different lines in the graph 

show that when          value increases, the time lost 
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initially is more, but the time saved later on exceeds that for 

instances with lesser value of          . Though a higher 

value of            accounts for greater time lost in training 

by either using more search results for training or by using 

search results of more queries, it saves time later on if larger 

no. of search results are explored by the user because the 

filtering precision of the tool increases with          . So, 

the no. of search results or the no. of search queries used for 

training has to be selected in accordance to the no. of search 

results the user wants to explore by using the training set. 

When the search query is used only once such that there will 

be no other search queries in that profile, then the no. of 

search results for training can be any value from 5 to 10. If 

multiple queries will be searched in the same profile, then 

he can afford to train the system with more no. of search 

results, or with results of multiple search queries. 
 

6. Conclusion and future work 
    This paper proposes a technique which can be used to sort 

the search results according to user’s search intention which 

is conveyed to the system in form of explicit feedback. The 

system fetches the search results from a searching system, 

which performs searching on the bases of keywords in the 

search query. This technique then filters these results 

according to the user’s requirements for the search query. 

Thus the search results which are displayed to the user are 

searched according to the keywords in the search query, and 

then filtered according to the user’s requirements from the 

search query. The technique delivers reasonably high 

precision in filtering, saves time and can improve its 

precision with usage. There is no restriction on type or 

length of search queries. In fact the technique is more useful 

in multi-word or complicated queries because the searching 

precision for those with regular search engines is lower and 

the precision improves significantly by using the technique. 

    The feature of using search domain profiles which allows 

the training performed for a search query to be used for 

filtering results for a new query increases the utility of this 

technique. Since the results for a new search query can be 

filtered without any training requirement for that search 

query, this technique is better than the ones using explicit 

feedback for each query. Also the technique has been shown 

to find applications in information retrieval from databases 

and in spam mail detection.   

    However the user need to be careful in selecting the 

relevance ratings and in correctly grouping search queries 

into search domain profiles, since incorrect selection in 

these might lead to inaccurate filtering of the results. Since 

the search bot retrieves the results from a search engine and 

cannot change the searching process of the search engine, it 

can’t change the recall value of the results, which is a 

limitation of this technique.  

    The proposed technique has been tested successfully with 

reasonably good results, but to improve the precision and 

NDCG further, we can combine explicit and implicit 

feedback mechanisms. It facilitates search intention based 

filtering even when the user is reluctant to train the system 

in case where there is no training performed in the past in 

the domain profile. This system of training with explicit 

feedback can be integrated with another system like the ones 

in [3,4, 5, 6, 9 and  10]. Taking feedback from multiple 

users for a given search query to produce filtered search 

results according to a common intention can also be worked 

upon.  
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1. ABSTRACT
Social networks enable users to share information about
events and themselves. We present a framework that as-
sesses the credibility of messages of a social network. We
offer a semi-supervised framework to judge the credibility
of a message, Credo. The framework is based on PageR-
ank. We test our model on data collected from Twitter. We
find that our model outperforms the baseline, Bayesian net-
works. We designed several models that consider the poster-
message, poster-reporter-message and poster-reporter-top-
K-messages. Credo considers the trustworthiness of the poster,
reporters and the credibility of the top K semantically sim-
ilar messages. We were able to improve the perforamance
of the proposed model by including features such as the se-
mantic relatedness of messages and posting characteristics.
Our model performs 18% better at ranking the credibility of
a piece of information than baselines used.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Storage and
Retrieval—Knowledge Extraction

Keywords
Knowledge Extraction, Data mining, Credibility, Twitter

2. INTRODUCTION
Rumor detection is an essential aspect in judging informa-
tion usefulness. Data credibility is considered one of the im-
portant characteristics of useful data. The ability to spread
rumors and spam has made micro blogging tools such as
Twitter a target for spammers and rumor spreaders [12, 20].
We will start by defining the essential and the relevant terms
to our research. Later we present the most important tech-
niques that are used to detect the credibility of a piece of
data and explain how our work complements and builds on
the state of the art techniques. Credibility is the metric of
believability of a statement, action, or source, and the ability
of the observer to believe that statement. It is based on the

consistency with other evidence [8]. An event observed by
different people is usually described in different words. We
formalize this observation in the hypothesis section. A ru-
mor can be defined as a talk or opinion widely disseminated
with no discernible source cite rumor. Data trustworthiness
is the trait of deserving trust and confidence in the data [8].
Trust can be defined as a reliance on the integrity, ability,
credibility of a person or source of information [21]. The
concept of validity means that information represents real
conditions, rules or relationships rather than characteristics
of physical objects [4]. Boritz offered a very rich discus-
sion about the data integrity and he includes completeness
accuracy and validity as the main characteristics for data
integrity [4]. Authoritative is defined as ‘clearly accurate or
knowledgeable’ [1]. Authenticity is defined by ‘worthy of ac-
ceptance or belief as conforming to or based on fact’ [2]. Our
contribution can be summarized as designing a creditability
model that can rank the credibility of a piece of informa-
tion. Further, our model is scalable since it is based on
PageRank. The importance of the contribution is clear un-
der disaster scenarios where the need of common operating
pictures is critical. The existence of several contributers or
social media posters results in the need of having a tool that
could assess the credibility of the posts. Section 3 presents
relevant prior work and section 4 presents our hypothesis
and research questions. Section 5 presents the credibility
models. We present our system Credo in section 6. Section
8 describes our experimental hypothesis and approach. We
analyze and discuss the results in section 9. Section 10 closes
with the conclusion and further research.

3. RELEVANT WORK
There are several attempts that try to detect for spam and
rumor using machine learning algorithms. However, there
were very few research endeavors to assess data credibility.
We focus here on presenting models of credibility for social
networks and especially Twitter. The content of the mes-
sage can include links, the users mentioned, sentiment of
the message and the hash tags used. Posting habits include
average number of posts, average posting time between the
posts. User characteristics include user centrality, profile
creation date. A mix of either the three of the techniques
aforementioned or two is sometimes used to quantify or de-
fine credibility of a piece of data.

The explosion of data that is disseminated through micro
blogging urges for the need to quickly judge the credibility
and the trustworthiness of data. Micro blogging platforms
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have become a very essential tool to disseminate informa-
tion. Several research endeavors are trying to detect the
credibility of a piece of data. Credibility of information is
an important aspect of using information. Data with low
credibility is considered of low value. In addition, it is mis-
leading for making decisions. The methods to detect rumors
and credible data in literature can fall mainly into three cat-
egories: (i)User Characteristics, (ii) posting habits,(iii) mes-
sage content and (iv) Hybrid. An effective framework should
address the set of the aforementioned techniques.

3.1 User Characteristics
The user identity was used to quantify the credibility of
data [17]. The assumption presented by Rowe [17] was based
on having three layers of identity: real, shared and abstract.
The less the gap between the identity layers the higher the
probability that the user is credible. As a result, a user who
has the three levels coinciding should likely post very highly
credible data. The research concluded that a piece of data
originating from a user with well known identity on the web
is likely to be credible. Although the identity of a user might
be useful in tracing his posting habits and judging the cred-
ibility of a post, it might not be enough to fully present it.
Jin developed a topic initiator detection technique, IRank.
The technique can be used to trace information or rumor
initiators [10]. IRank was based mainly on the date of the
piece of information, originality and centrality of the user.
Originator detection can be a step to detect the rate at which
the information is disseminated in the network and compare
that with the average rate of information dissemination.

3.2 Posting Habits
Several models discussed the techniques of spreading rumors
such as Susceptible-Infected-Removed, SIR [22]. In SIR, as
people naturally get immune they no longer believe or spread
rumors. Small world network enjoys smaller transmission
threshold and faster dissemination [13]. Another model pre-
sented was the susceptible infected, where an infected user
keeps on infecting or sending rumors even when it becomes
clear that the piece of information belongs to a rumor cam-
paign. Zhi concluded that warning and controlling can be
considered the most important means to stop a rumor [22].
Rumor control and detection were analyzed in [19]. A model
for rumor spread in a network was presented where the post-
ing habits of the nodes were characterized. Higher posting
rates than the normal were considered a method to spread
rumors. The research concluded that as the time required to
detect a rumor increases the lifetime of the rumor increases.
The model depended on the presence of some non malicious
users to detect the normal posting rates and signal the pres-
ence of rumors. The methodology presented did not analyze
the message content which can be crucial to judge whether
a post is meant to spread a rumor.

3.3 Message Content
Schwarz identified several features for credibility and trust-
worthiness of web pages and data on the Internet [18]. The
calculated credibility rank is presented to the user in a visual
way to asses the credibility of a page. The model presented
was dependent on the domain of the website for example a
.gov is more credible than .com and specific news sites are
more credible than others. The approach of ranking domains

for credibility is useful in judging the credibility of a piece
of information. It can be used also as ranking the evidence
supplied with a post on a micro blog. However, it should be
noted that judging the credibility of a piece of data solely
based on the source might not be enough.

3.4 Hybrid
Truthy in [16] followed an approach of detecting the amount
of Tweets that are similar originating from an account. The
method presented aimed at detecting astroturfing through
recording the communication among users and the words
they use. In addition, Truthy detected the similarity of mes-
sages originating from the same user. The work concluded
that high degrees of message similarity is highly correlated
with spreading rumors or biasing the opinion of the net-
work. In his work Beck presented a model where he analyzed
the message content of Twitter spam and the characteristics
of the source users that messages are originating from [3].
Beck showed that the centrality of the user is irrelevant for
characterizing the spam. The message content was used to
trigger further examination of the message content. Beck
concluded that the number of words are too many to re-
sult in high quality detection. Carlos aimed at quantifying
the credibility of data on Twitter by classifying the Tweets
based on user profile, topic and message characteristics [6].
The first phase included manual classification of the Tweets
using Amazon Turk as a way to provide a gold metric for the
classifier. The classifier used was tree based, J48. The mes-
sage received a rank of credibility based on several features
that fall in the three mentioned categories.

4. HYPOTHESIS AND RESEARCH QUES-
TIONS

Through our research we try to answer the following research
questions in this paper:

1. Given a set of posts how can a variation of PageR-
ank [5] be used to improve credibility detection over a
supervised baseline.

2. Given our initial PageRank model, can we improve
credibility ranking performance by including informa-
tion about author posting habits?

3. Based on the observation that some low credibility
messages look alike, can we improve performance fur-
ther by checking semantic versus lexical similarity?

4. Can we improve performance of our models by making
them semi-supervised?

We test the hypothesis that an event observed by different
people is usually described in different words. Further, dif-
ferent observers describe different aspects of the event with
different lexical features. In other words, there is high simi-
larity in the semantic content yet a low level of similarity in
lexical features. On the other hand, low credible data has
high degree of lexical similarity, low diversity in the number
of sources and absence of evidence. We test this hypothe-
sis and extend the findings to verify our model in judging
pieces of data. We consider the Tweet as the building unit
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of information. A summary of the hypothesis that we ad-
dress is, an event observed by different observers is described
using different linguistic lexicons. As a result, we can find
high degree of semantic similarity yet low degree of lexical
similarity.

5. CREDIBILITY MODELS
Our Credibility model is based on PageRank. We use the
links between messages and posters to define the credibility
of a poster and a message. A poster is a user who com-
poses a message and posts on the social media framework.
He might have friends or connections. A reporter is a user
who have access to view the messages and posts posted by
users of a social network. He has the ability to give a score
for the credibility of the posts. The user can play more
than one role at the same time. However, a user might not
play the role of a reporter for the messages composed by
him/her. The role of a reporter can be understood as an
arbiter who rates the credibility of a message. In case the
system does not support the concept of a reporter, man-
ual ranking of message credibility will be required to apply
our model. In this section, we introduce several instantia-
tions of our framework where we experiment with different
features and parameters to reach the optimal performance.
Subsection ?? introduces our Reporter-Message model us-
ing messages and reporters. In subsection 5.3 we develop
a model of Poster-Reporter-Message. Section 6 presents a
model of message reporter and top k similar messages. In
this model, the credibility of a message is calculated based
on reporter trustworthiness, poster credibility and the credi-
bility of the top k semantically similar messages. We use the
trustworthiness for persons while credibility is for messages,
data or information.

5.1 Credo PageRank Algorithm
In [15] Page, Brin et. al. described an approach for the
estimation of the importance of a web page based purely
on the link structure of the world wide web. Their pro-
posed score PageRank was based on the assumption, that
a document spreads his relevance equally to all documents
to which it links. We extend this technique and use it to
calculate the credibility of a message. There are three types
of nodes reporters, posters and messages. We do not make
a distinction while running the algorithm about that. Each
of these nodes is expected to carry a credibility value that
is converging to the final value of credibility. The goal is
to calculate the credibility of the messages. We use the Al-
gorithm presented with the appropriate equation according
to the model under computation to calculate the message
credibility. In the model of reporter-message only reporters
and messages are included in the computation. However
reporter-poster-message include three types of nodes.

5.2 Reporter Model
In the Reporter Model we have two types of nodes in the
graph the reporters rank the credibility of a message in three
categories rumor, low credibility and credible. The cate-
gories mentioned before are then converted into a number
scale. Our algorithm calculates two scores one for message
credibility and the other for poster trustworthiness. The
credibility score for a given message is the sum of all the
reporters score.

Figure 1: Reporter Model

MessageCredibility =

n∑

i=1

S(Ri) (1)

PosterT rustWorthiness =

m∑

i=1

M(Si) (2)

ReporterT rustWorthiness =
num

∑num

i=1
|M(Si)−M(Sg)|

where|M(Si)−M(Sg)| > 0

(3)

The reporter trustworthiness is defined by the inverse dis-
tance between the real value for credibility of messages rated
by the reporter and the gold metric. A simplification for
the model is to consider all reporters with the same trust-
worthiness value. In our experiments we considered posters
with the same credibility value. Equation 3 describes the
inverse summation of the difference in message credibility
between the gold metric credibility value and the message
credibility value reported by a reporter. In equation 3 the
value of zero for the denominator will trigger an infinity
value for the credibility; as a result, we define the func-
tion ReporterT rustWorthiness as a continuous function
defined by the equation 3 where the value of the function
equals CredMax where CredMax is initialized to a value of 5.
Which is the maximum credibility value of messages in our
framework. The summation is normalized by num, the to-
tal number of messages for the summation the poster rated.
The reporter trustworthiness can be defined as the summa-
tion of the real credibility value of the messages rated by
such reporter. Examples of social networks that adopt a
reporter include Youtube and Facebook. However, Twitter
does not have this feature where the users can rank the post
or give a feedback about it.

The poster credibility is calculated based on the credibility
of the messages which can be manually assigned or rated
by human evaluators; this is the supervised part where we
rely on having at least one of the three entities (messages,
reporters or posters) to have an initial valid credibility score
that reflects the real values of the credibility measures to
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Figure 2: Credo Semi-Supervised Poster Reporter

Model

start computing the values of the other two entities recur-
sively. Equations 1 and ?? define the credibility of the poster
and of the message recursively. The credibility of a message
and the trustworthiness of a reporter are calculated through
an iterative procedure. We initialize the reporter scores uni-
formly with values from 0 to 1. A credibility score for a
message is calculated using the reported scores in the pre-
vious iteration. This process is repeated until the required
convergence is reached. We set convergence value to 0.00001.

5.3 Poster Reporter Message
MessageCredibilityi = α ∗ PosterT rustworthinessi−1

+ β ∗ReporterT rustworthinessi−1

+ γ ∗MessageCredibilityi−1

(4)

We extend the first model by adding the poster of the mes-
sage and the credibility of a message composer. Initially the
credibility of a poster is defined by the number of credible
messages he posts. Note that α, β and γ are scaling fac-
tors; we set the following values to adjust the effect of each
component in message credibility, α = 0.35, β = 0.4 and
γ = 0.25 with summation of 1.0. The scaling factors can
receive values between 0 and 1.0, where α + β + γ = 1.0.
Equation 4 describes how the message credibility is com-
puted. Every iteration the poster trustworthiness reporter
trustworthiness and previous message credibility value are
computed accordingly. The first time the values are com-
puted using the initial scores until the maximum required
iteration or until we reach a convergence value . By chang-
ing the values of the scaling factors we can give more weight
to either the historical or the new coming information.

6. CREDO: SEMI-SUPERVISED MODEL
This model develops links between similar messages to as-
sess the credibility value. We consider feature and semantic
similarity. Subsection 6.1 explains the feature selection in
more detail. We chose the top K most similar messages to
the message at hand to extract evidence for an event. We
experimented with n = 5 and n = 10. We found that the
model gave better results when using the top 5 similar mes-
sages. We present the results of the top 5 similar messages.
In this model each iteration performs a weighted summa-
tion for the reporter trustworthiness, the poster credibility

and the credibility of the top k semantically similar mes-
sages. We set a threshold for considering the messages, in
case there are less than 5 semantically similar messages that
are relevant to the current post inspected, only the messages
with a semantic score more than the threshold are consid-
ered in this summation.In the first iteration the initial scores
are used for the three entities then the merssage creiblity is
calculated recursively and iteratively until the maximum nu-
meber of iterations is reached or the required conversion or
error factor is reached.

MessageCredibilityi = α ∗ PosterCredibilityi−1

+ β ∗ Reportertrustworthinessi−1

+ γ ∗MessageCredibilityi−1

+ ζ ∗

∑k

1
M(Si)

k
(5)

Note that the absence of one of the terms above sets the
value to zero which can affect the accuracy of the model
yet it still can provide a credibility metric. The reason be-
hind adding similar messages is that messages with similar
content should have similar credibility score as a result cred-
ibility scores should be propagated between messages. How-
ever, content similarity only might be misleading. Adding
the other features presented in subsection 6.1 improves the
credibility scoring framework; more on this is in the discus-
sion section. Equation 6 was used to calculate the average
convergence of the credibility schemes developed.The for-
mula subtracts the current credibility value for the message
from the calculated value in the previous iteration. The for-
mula is run for the whole number of messages in the system
then the value accumulated is divided by the total number
of messages.

AverageConvergence =

∑i=iterations

i=1 ((|Ci−1 − Ci|)/Ci)

num
(6)

Ci: Credibility value for a message at the iith iteration.
Cn−1:Credibility of the message at the (i − 1)th iteration.
num: total number of messages.

We introduced unsupervised credibility evaluation models.
We extend the models to be semi supervised. The semi su-
pervised scores are the scores given by the evaluator. We
designed the semi-supervised variants of our models by fix-
ing the credibility score for a message. We initialize the
credibility values for our models uniformly before we start
calculating recursively with values from 0 to 1. The credi-
bility score for the surrounding nodes were calculated using
Equation 5. A message node M has a credibility value C
which is assigned a value 5. In other words the score (M) = 5
for credible messages. On the other hand, a message that
has low credibility score (M) = 0 and a message that is
considered a rumor has a score of score (M) = −5.

6.1 Feature Selection
We build on the work of [7] by using some of the features
used in his work and we add some more features that aid
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Figure 3: Credo: Semi-Supervised Poster Reporter

Top K Messages

our model to improve its precision. The features used are
used to cluster messages with similar credibility features.
Ratio of lexical similarity to semantic similarity: we devel-
oped a semantic module that takes two posts and map them
to Wikipedia articles and gives a score of semantic similar-
ity according to the angle between the two posts. We also
measure the lexical similarity between two posts by calcu-
lating the angle between them. Wikipedia has grown to be
the world largest and busiest free encyclopedia, in which
articles are collaboratively written and maintained by vol-
unteers online. Wikipedia has been successful as a means of
knowledge sharing and collaboration [9]. Average number of
postings for user: We get the average number of posts per
week for a poster. Evidence: we check whether the post has
a url that can help as evidence for the post and the data con-
tained. Ratio of verbs and adjectives to nouns: We calculate
the ratio between verbs and adjectives to nouns. Absence
or presence of exclamation and question mark. Sentiment
level: We calculate the sentiment level for the post. We use
the framework we developed in [14] Hash tags: this helps to
group posts that discuss the same topic.

7. SEMANTIC MAPPING
A string T consists of n words T = l1...li. AWikipedia dump
W = w1, ....wn of n articles are indexed as an index I . Every
Tweet T is represented as a vector V = t1, ...ti where i is
the total number of the terms in a Tweet. We measure the
similarity between the two Tweets by using the cosine and
Jacquard to compute the string similarity. After mapping
the posts to articles in wikipadiea we calculate the similarity
vector between the top most similar articles to the Tweet
vectors. We follow an approach similar to the one presented
in [11] to calculate the most semantically similar messages.
We chose two standard similarity measures, the cosine and
the jaccard, illustrated by equation 7 and 8 respectively. The
results presented are based on the cosine.

cos(Θ) =
|T1|.|T2|

||T1||.||T2||
(7)

Jaccard(T1, T2) =
|T1

⋂
T2|

|T1

⋃
T2|

(8)

8. EXPERIMENTS
Our data set consists of twitter messages and credibility re-
ports. The Tweets were collected using Twitter API the
Rest. Each credibility report is associated with one mes-
sage. The data was collected on 5th January. The total
number of messages was 1087 collected. The messages col-
lected are in English. We filtered the messages that have no
hash tags. In addition, we filtered the messages that have
hash tags that occurred less than 10 times in the entire set of
the data collected. We removed the stop words used by us-
ing the stop words of Lucene 1. We used three independent
raters to annotate the message credibility of the message.
We asked for the annotation of 3 independent raters who
are familiar with using twitter. A message is considered an
advertisement if it is reported by one of the raters as a pro-
motional advertisement or commercial. For example, it can
be a commercial message or a request for somebody to fol-
low another user. These types of messages are considered
irrelevant to our model and as a result, we excluded them.
In addition, every message can be classified in one of the
three categories (rumor, low credible, credible). The pro-
motional messages are discarded and the average score of
the three raters is computed and considered the credibility
score of the post. The raters annotated 233 messages to be
of low credibility, 124 to be commercial, 116 as rumors and
613 messages as credible. We use 25% of the set for training
and 75% for testing. As a result the older messages were
used to train the models. We also applied five folds and we
selected 25% of the posts to randomly train the models and
we tested with the 75%. The results presented are the av-
erage of the 5 folds. We used the same test set for both the
supervised and semi-supervised models. We kept the ratio
of 25% for all the messages that is, the rumors, the low cred-
ibility messages and the credible ones. The margin of error
for the results presented are within the 95% confidence in-
terval. Both the chronological set of messages and the folds
led to similar results. We are discussing and presenting the
folds part of the experiment.

8.1 Baseline
We compare our credibility models to two baselines, the first
is independent of rater reports and it uses text as an evidence
of credibility level. On the other hand, the second baseline
uses the ratings of the raters.

8.1.1 Naive Bayes Classifier
This baseline uses the Naive Bayes classifier on the text con-
tent of messages. We use the bag of lexicons of a Tweet after
removing the stop words as a feature. We extend the use of
Bayesian networks for rumor detection and credibility rank-
ing.

9. RESULTS AND DISCUSSION
This section presents the results of our models. We start by
comparing these results to the our reporter poster k mes-
sages model. We compare the models presented according
to their ability to rank and spot messages according to the
credibility level. We record the Precision and Recall and
calculate the F-measure for all the models presented. Table
1 shows the area precision recall and the F-measure for the
models tested.

1http://lucene.apache.org/
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Recall 0.82 0.8 0.87 0.95
Precision 0.7 0.85 0.88 0.93
F-measure 0.75 0.844 0.874 0.93

Table 1: Precision recall, F-measure

Eighty seven percent of the low credible messages had a
ratio of less than 0.35 for the Lexical to semantic similarity.
On the other hand, 81.5% of the credible posts had a value
greater than 0.65 for the same ratio. On the other hand
68% of the messages classified as rumors had no evidence
or url associated with them. In addition, we can associate
that the high lexical similarity was strongly correlated to
the presence of low credibility of data, which can trigger
the need for further investigations of the messages and their
content. The Reporter top k message Model gave the best
performance of our three rumor detection and credibility
detection models.

9.1 Processing Updates
Dealing with updates is one of the essential design caveats in
our framework. There are usually two approaches of dealing
with updates: calculation from scratch and online updating.
In the first approach the new result is calculated from scratch
where the algorithm needs to have access to all the historical
data required to calculate the new value of credibility for all
the players in the system. However, this technique is ex-
pensive though it can offer exact solutions or accurate ones.
This situation leads to an accurate framework that might
not scale well especially with huge amounts of data. On the
other hand, the online method of updating the credibility of
a message can be faster and more efficient. However, the ac-
curacy might be affected. We designed a pilot experiment to
measure the quality of the online updating technique. We
start with 50 % of the total number of messages then we
grew until the system reached 100 % of the total number of
initial messages and posters. The increments were of 10%.
The value of the credibility for the old messages is initiated
with the last value computed. The newly arrived messages
their values are randomly initialized if they had no previous
values by the reporters. The framework was run to reach
the the convergence required. On average we needed to run
27 iterations until we reach the convergence requested. This
is compared to running on average 170 iterations to reach
the same level of convergence. As a result, online updating
is more efficient. However, further investigation for this set
of experiment should reveal other caveats in the technique
we developed.

10. CONCLUSION AND FUTURE WORK
We presented three models for credibility estimation. The
concept of credibility has become an important characteris-

tic for useful data. Quantifying and formalizing credibility
is an essential stage in developing systems that can mea-
sure credibility of pieces of information. The three models
presented perform better than the baseline over the set of
messages and values measured. The models we presented
are scalable models in nature since there are several paral-
lel implementations for the PageRank. Measuring semantic
similarity proved to be a useful feature to measure credi-
bility of a post in addition to detecting the absence or the
presence of evidence. An important aspect that we plan to
carry out more research on is the collusion of reporters to
skew the results of the system. We plan to test the mini-
mum percent of reporters that are needed in order to receive
a specific degree of confidence and accuracy. This can lead
us to extending the framework and incorporating game the-
ory rules that can include incentives for good reporters and
punish misbehaving ones.
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Abstract— Web feeds play an important role for publishing 

information on Internet. On one side, News feeds, special type 

of web feeds, are used by the news websites to publish their 

news effectively. On the other side, feed readers help the users 

to keep up with large amount of news feeds to which they are 

subscribed. Using Library of Congress Subject Heading to 

expand the user’s predefined labels, we present fully automatic 

RSS formatted news feed categorization system in this study. 

We propose a ranking model to find the relevancy of feed items 

to the category labels. To evaluate our method, we developed a 

feed reader and conducted quantitative experiments that show 

effectiveness of the method.  
 

Keywords: RSS feed, news categorization, learning to rank, 

query expansion, LCSH 

 

I. INTRODUCTION 

n recent years, the number of news, articles, and 

information published on the web has grown dramatically. 

This excessive growth has made it too difficult for 

individuals to keep up with the pace of published 

information and frequency of their updates. To address this 

issue, websites publish information using web feed or 

syndicated feed to provide users with frequently updated 

content.   

Really Simple Syndication (RSS), a type of web feed, is an 

XML document that facilitates content syndication [1]. News 

websites such as BBC, CNN and Reuters publish daily news 

using RSS format in a form of news feed. Every news feed 

consists of a root (<rss>) and one <channel> element. A 

<channel> contains metadata about news and at least one 

news’ <item>. <item> contains three core elements that 

characterizes postings or articles.  <title> is the headline of 

the article that is usually picked very  general and short. 

<description> element mostly contains summary or opening 

sentences of the news body. Each news item is linked to the 

original article via a <link> element.  

Publishing news in form of web feeds allows users to 

subscribe to their favorite news provider through feed 

readers or aggregators. A feed reader is supplied with links 

to the news provider and it can check the subscribed feeds to 

retrieve newly added or updated news. Feed readers are the 

solution to the problem of gathering all the relevant news but 

 
 

for a user finding interesting news among explosive number 

of feeds is a tedious task. Categorizing news feed can help 

the user to find favorite news easily and avoid spending 

much time to search among many news items. News 

categorization is the process of assigning appropriate user 

generated predefined label to a news article. 

In this manuscript, we propose a categorization method 

called LabeledNews to categorize streaming news items. The 

LabeledNews categorizes news items directly from news 

feeds without retrieving original content. Our method is 

based on query expansion using a thesaurus to categorize 

news feeds conceptually to predefined user’s labels.  

Additionally, the LabeledNews sorts news items based on 

their relevancy in each category.   

The rest of the paper is organized as follows. Section II 

introduces related work. The details of LabeledNews 

algorithm which includes query expansion approach and 

ranking function are shown in Section III. In section IV, we 

present evaluation of our method based on experimental 

results. Finally, we conclude the paper in section V. 

II. RELATED WORK 

Many studies have been conducted to improve news feed 

categorization by using different measures of text similarity.  

Wegrzyn-Wolska et al. [6] proposed a classification method 

based on fuzzy similarity measure. PeRSSonal [18] is a feed 

reader which categorizes RSS feeds based on the cosine 

similarity measure, dot products and term weighting 

calculations. Personalized News Categorization [16] was 

proposed in order to classify the articles in a ‘per-user’ 

manner. The system uses a classification technique that 

represents documents using the vector space representation 

of their sentences.  

The news item usually does not include entire article but 

only title and small description. Therefore they do not have 

enough word co-occurrence or context shared information 

for effective similarity measures [16, 17]. So most of the 

conventional categorization algorithms may fail when 

directly applied to news item [5]. For the same reason, just 

searching label’s terms inside the news item would not be a 

very effective approach for finding the relevancy of news 

items. 

Fig. 1, shows two sample news items from BBC news feed. 

First you can see those news items contain partial 

information about original articles. Second even though the  
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news items 1 and 2 belong to the “health” category, using 

just the term “health”, we cannot categorize news-item-1 as a 

member of “health” category. Also notice applying 

traditional similarity measures such as cosine coefficient [13, 

14] would not be effective.     

 

III. LABELEDNEWS 

A. The Label Expansion 

Category labels defined by users are usually one or two 

terms; more like subject headings that captures the essence 

of interesting topics to the user. Given that and the fact that 

news item only includes short description and title, searching 

for relevant news feed to the user defined labels suffers from 

the typical mismatch issue. Query Expansion methods have 

been examined to effectively solve this issue by enriching the 

original query using external source of information [5,7,8]. 

These methods expand the query by adding relevant terms 

that are likely to appear in relevant documents [5]. One of 

the effective sources of information is human or computer 

generated thesaurus [9].  

In this study, we employ the Library of Congress Subject 

Headings (LCSH)
1
 to expand the labels. The Library of 

Congress Subject Headings (LCHS) is by far the most widely 

adopted subject indexing language [4]. Subject headings are 

organized conceptually as controlled vocabulary so that 

every subject is described by a single term. Each subject 

heading has 3 types of relevant terms; Related Terms (RT), 

Broader Terms (BT) and Narrower Terms (NT). Fig. 2, 

shows the subject heading “Sport” and few of its relevant 

terms. “Recreation” is a BT for “Sport”, “Ball Games” and 

“Aquatic Sport” are narrower terms of “Sport” and “Game” 

and “Athletic” are two related terms for “Sport”.   

B. Categorization Approach  

For any arriving news item, LabeledNews computes the 

relevancy of all predefined categories to that news item. As 

mentioned the news item only includes a short part of the 

original article, consequently there are a limited number of 

word co-occurrences and not enough discriminative clues; 

therefore it does not fall into one conceptual category with ac 

 
1 http://id.loc.gov/authorities/subjects.html 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

-ceptable accuracy. Considering that, the LabeledNews is 

designed to be a multi-label categorization [15] system that 

takes the ranking categorization approach as opposed to hard 

categorization policy [11]. In hard categorization, the 

classifier makes a decision to assign only one category to 

every input instance.  

Ranking categorization sorts categories based on their 

estimated relatedness to a given document. In this method, 

the greater ranking value of a category for a document 

indicates higher relevance between them. The LabeledNews 

employs a Thresholding strategy [16] to determine the 

number of categories that will be assigned to a news item. 

Three common strategies are RCut, PCut and SCut [17, 5] 

from which we have used RCut for evaluation purpose. 

C. Ranking Function 

We have developed a ranking function LI:R ℝ to 

compute the relevancy score between news item Iik and 

category label Llj which is denoted by  jkkj lir ,Rˆ  . 

Before starting feature selection, we select a subset of 

available elements in a news item to get rid of useless 

information and speed up computations without loss of 

performance. Shin and Park [2] have explored how selecting 

different subsets of news feeds’ elements affect the 

classification performance. In this study, we consider 

contents of <title>, <description> and <link> elements for 

each news item; because these elements contain information 

which describes the news and also help to individuate news  

 

<item>  

      <title>Gardeners told 'wash off compost'</title>   

      <description>Gardeners are warned to wash their hands after using compost following a series of Legionella cases in Scotland over the past five years.</description>   

      <link>http://www.bbc.co.uk/news/uk-scotland-18206191#sa-ns_mchannel=rss&amp;ns_source=PublicRSS20-sa</link>   

      <guid isPermaLink="false">http://www.bbc.co.uk/news/uk-scotland-18206191</guid>   

      <pubDate>Mon, 28 May 2012 00:40:37 GMT</pubDate>   

</item>  

 

<item>  
      <title>Birth 'neglect' factor in death</title>   
      <description>A gross failure to provide basic medical attention to a mother in childbirth at Wales' biggest hospital contributed to her baby's death, a coroner finds.</description>   
      <link>http://www.bbc.co.uk/news/uk-wales-south-east-wales-18235127#sa-ns_mchannel=rss&amp;ns_source=PublicRSS20-sa</link>   
      <guid isPermaLink="false">http://www.bbc.co.uk/news/uk-wales-south-east-wales-18235127</guid>   
      <pubDate>Mon, 28 May 2012 18:30:26 GMT</pubDate>  
</item> 

News-item-1 

News-item-2 

Sport Athletic Game 

Aquatic sport 

Recreation 

Ball Games 

Fig. 1. Two sample news items from BBC 

Fig. 2. "Sport" Related terms in LCSH 
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items.  Link elements are usually informative as they include 

words related to the article.  

We use the bag of terms model [3] to represent news item’s 

title, description, and link elements in vector space model 

[13]. For every news item’s description ( d ) and every label 

( l ), we employ normalized term frequency method [12] to 

compute the descriptions feature score for that label 

(  ld , ) as follows: 

     1
1

tdtf
d

ld
lt

,,  
  

 In (1) d represents the total number of terms in d and 

 tdtf , is the number of occurrence of term lt  in 

document d . In order to compute feature scores of news 

item’s title and link elements ( lt ) and a label, we use term 

frequency method defined as: 

 

     2tlttfllt
lt

,,  


 

 Relevancy score between news item ki and label 

jl ,  jk li ,R , is the weighted sum of individual feature scores 

that are computed using (1) and (2). We expand every label 

jl  using their RTs, BTs and NTs from LCSH. So there are 

four different set of terms for every label and since we have 

considered three elements of each news item (title, 

description and link elements); we end up with the total 

number of twelve of feature scores. In other words, in vector 

space model, each news item is represented as a twelve 

dimensional vector corresponding to a label. The ranking 

function R  has twelve weights associated with these twelve 

feature score functions.  

In order to train the model, we need a training data which is 

a set of tuples (news item, relevancy vector), and the 

relevancy vector shows the news item’s degree of relevancy 

to all labels. Table I, shows the training process. 

For an arriving news item ki , we will calculate the feature 

vector,  jk li , , for each label jl . Then the relevancy of 

ki to jl is computed as follows (using trained weights 

vector w ):    jk
T

jk liwli ,.,R  . After calculating the 

relevancy scores, LabeledNews employs a strategy to assign 

few top relevant labels to ki . 

IV. EXPERIMENTS 

To evaluate the LabeledNews methodology, we present 

quantitative results using our web based feed aggregator 

developed by the authors. Table II, shows the source of news 

feeds to which the aggregator was subscribed and the crawler 

gathered 1366 news items in 6 days. We selected 17 labels 

for training and another 12 labels for testing. Five human 

experts were assigned to manually grade the relevancy 

between all labels and news items. The grades were from the  

following set: {extremely relevant, relevant, low relevant, 

not relevant}. 
Table I 

Training process of LabeledNews method 

Input: 

Training set of tuples <news item ki , relevancy vector kRV >   

News item ki : title 
t

ki , description 
d

ki and link 
l

ki  

 
Process:

 
1. For every predefined label  ni llll ,,, 21  

1.1. Using LCSH find il ’s RT (
RT

il ), NT (
NT

il ) and BT (
BT

il ) terms 

2. For the news item ki  training set 

2.1. For every predefined label  ni llll ,,, 21  

2.1.1. Using (2) calculate the 
t

ki  feature scores  

(        BT

i

t

k

NT

i

t

k

RT

i

t

ki
t

k lililili ,,,,,,,  ) 

2.1.2. Using (1) calculate the 
d

ki  feature scores 

(        BT

i

d

k

NT

i

d

k

RT

i

d

ki
d

k lililili ,,,,,,,  ) 

2.1.3. Using (2) calculate the 
l

ki  feature scores  

(        BT

i

l

k

NT

i

l

k

RT

i

l

ki
l

k lililili ,,,,,,,  ) 

2.1.4. Define feature vector  
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2.1.5. Define <feature vector, relevancy score> as 

  jkjk RVli ,,,  

1. Train weights (  1221 wwww ,...,,


) of mapping 

.R
Tw from feature vectors to relevancy vector. 

 

Output: 

Trained weights w  
  

Table II 

News Feed sources 

http://www.bbc.co.uk/news/business 
http://www.bbc.co.uk/news/health 
http://www.bbc.co.uk/news/science_and_environment 
http://www.bbc.com/news/technology 
http://www.bbc.co.uk/sport/0 
http://money.cnn.com/news/economy 
http://www.cnn.com/POLITICS 
http://www.cnn.com/TECH 
http://www.cnn.com/HEALTH 
http://www.reuters.com/politics 
http://www.reuters.com/news/technology 
http://www.reuters.com/news/sports 
http://www.reuters.com/news/health 
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To train the model, we have used RankSVM method [10] 

which is a widely accepted and highly effective ranking 

method. The thresholding strategy that we have used, to each 

news item, assigns only the labels which score higher 

relevancy than certain percentage of the most relevant label 

which we call Thresholding Percentage (TP).    

We present the 11-point interpolated average precision 

measure of LabeledNews method in Figure 3. We evaluated 

the method for three different Thresholding Percentages and 

compare them to the case of not expanding labels.  

 

 
Fig. 3. Performance of label expansion and original label methods 

 

As shown in Fig. 3, Using LCSH to expand labels results in 

significant improvement in Recall. The LabeledNews also 

improves the precision. Among different Thresholding 

Percentages, 90% proved to have highest performance. 

 
Table III 

Micro, Macro and F1 measures 

             Measure (%) 
Method 

Micro Averaging Macro Averaging 

Prec Rec F1 Prec Rec F1 

LabeledNews-
100%TP 

62.7 68.2 66.3 62.6 68.2 66.2 

LabeledNews- 
90%TP 

60.1 75.5 66.9 60.1 76.4 67.3 

LabeledNews- 
80%TP 

55.9 78.3 65.2 55.4 78.5 64.9 

No Expansion 52.8 38.4 44.4 52.8 38.6 45.1 

 

Table III, illustrates micro and macro averaging and F1 

measures for LabeledNews categorization results. 

Comparing with No Expansion method, we observe that 

labeledNews has significantly higher recall but precision 

doesn’t improve dramatically. The calculated F1 measure in 

both micro and macro averaging has improved.  

 

V. CONCLUSION 

In this paper, we presented a method for news feed 

categorization. We used related, broader and narrower terms 

in Library of Congress Subject Heading to expand each 

predefined label term and developed a ranking function to 

compute the relevancy score between a news item and a 

label. The experiments show that our method significantly 

improves the categorization quality compared to using the 

original label without expansion.  
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