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Abstract— Acceleration of FDTD (Finite-Difference Time-
Domain) is very important in computational electromag-
netic. We propose a hybrid single/double precision floating-
point computation to accelerate FDTD on GPUs. We apply
single-precision when the dynamic range of the electromag-
netic field is low and double-precision when the dynamic
range is high. According to the experimental results, we
achieved over 35 times of speed-up compared to the CPU
implementation and over 1.79 times speed-up compared to
the conventional GPU acceleration.
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1. Introduction
Computational electromagnetic shows a rapid develop-

ment recently due to the introduction of processors that have
parallel processing capability such as multicore CPUs and
GPUs (Graphic Processing Units). FDTD (Finite-Difference
Time-Domain) algorithm [1] is one of the most popular
method of computational electromagnetic simulation due
to its simplicity and very high computational efficiency. It
has been widely used in many applications such as coil
modeling [2], resonance characteristics analysis [3], etc.
Many of these applications require double precision floating-
point computation to satisfy the stability condition [4].

There are many works that use GPUs [5] to acceler-
ate FDTD. Such works consider how to parallelize the
FDTD computation so as to use many nodes as possible.
However, using more nodes means more cost and more
power consumption. In this paper, we focus on extracting
more performance from the same hardware by using high-
precision computation only when it is necessary.

We consider the FDTD method used in resonance charac-
teristics analysis of a cylindrical cavity [3] as the example
application. We analyze the characteristics of the application
and apply double-precision floating-point computation when
the dynamic range is large and single-precision floating-point
computation when the dynamic range is small. dynamic
range refers to the ratio between the largest and the smallest
values of electric (or magnetic) field. According to the
experimental results, we achieved over 35 times of speed-
up compared to the CPU implementation. This speed-up is
almost 1.79 times of the conventional GPU acceleration.

(a) FDTD process (b) FDTD computation

Fig. 1: FDTD
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Fig. 2: Dynamic range of the electric field values

2. Hybrid floating-point computation
Figure 1(a) shows the FDTD algorithm [1]. It starts with

an initial data of electric and magnetic fields. The initial
data are processed to obtain the electric field for the first
time step. After that, the boundary conditions are applied.
Then the magnetic field data are obtained and the boundary
conditions are applied. This process continues forn time
steps. Figure 1(b) shows the electric and magnetic field com-
putations. Electric and magnetic fields (inx, y, z directions)
are denoted byE and H respectively. The coordinates of
the 2D fields are denoted by(i, k).

To increase the speed-up, we observe the characteristics
of our application [3]. According to [3], the electromagnetic
field outside the cavity is weaker than that inside. Figure
2 shows the computation grid for FDTD calculation. The
electric field far away from the grid origin has a small
dynamic range. We observed similar characteristics from



Fig. 3: Partition for single/double precision computation

Fig. 4: Hybrid single/double precision computation

the magnetic field data analysis also. Therefore, we use
double-precision floating-point when the dynamic range is
large and single-precision floating-point when the dynamic
range is small. As shown in Fig.3, the entire boundary and
“area 1” are done in double precision floating-point while
the rest of the computations in “area 2” are done in single
precision floating-point. One problem in this method is the
float-to-double conversion overhead. As shown in Fig.1(b),
calculation of electric field of the coordinate(i, k) requires
the magnetic fields at its left and right coordinates. Similarly,
calculation of magnetic field of coordinate(i, k + 1/2)
requires the electric field at its left and right coordinates.
To compute the electric and magnetic fields on the partition
boundary in Fig.3, we need both double and single preci-
sion values that belong to area 1 and area 2 respectively.
Therefore, we need float-to-double conversion and this is an
additional overhead. Figure 4 shows the flow-chart of the
hybrid single/double precision floating-point computation.

3. Evaluation
For the evaluation, we use Intel core i7 960 CPU and

GeForce GTX 590 GPU. As shown in Fig.5, the pro-
posed method is 1.79 times faster than the conventional
double-precision GPU implementation [5]. Double-precision
floating-point computation requires two CUDA cores while
single-precision requires only one. This is the reason for the
speed-up of the proposed method.

Figure 6 shows the processing time against the amount
of double precision computation. Note that, the “double
precision computation area” refers to the percentage of the

Fig. 5: Processing time comparison

Fig. 6: Accuracy of the hybrid computation

grid area done in double-precision. The processing time
increases with the amount of double precision computation.
However, the processing time of “95% double precision
computation” is larger than that of “100% double precision
computation”. This is due to the float to double conversion
overhead in hybrid single/double precision computation.

4. Conclusion
In this paper, we proposed a hybrid single/double preci-

sion floating-point computation to accelerate FDTD on GPU.
Since the amount of hardware required for double-precision
is two times larger than that of the single-precision, we
can increase the performance of the GPU by doing more
computation in single-precision. However, due to the double-
to-float conversion overhead, at least 85% of single-precision
computation is needed for a considerable speed-up.
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